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Abstract. Blockchain applications may offer better fault-tolerance,
integrity, traceability and transparency compared to centralized solu-
tions. Despite these benefits, few businesses switch to blockchain-based
applications. Industries worry that the current blockchain implementa-
tions do not meet their requirements, e.g., when it comes to scalabil-
ity, throughput or latency. Hyperledger Fabric (HLF) is a permissioned
blockchain infrastructure that aims to meet enterprise needs and provides
a highly modular and well-conceived architecture. In this paper, we sur-
vey and analyse requirements of blockchain applications in respect to
their underlying infrastructure by focusing mainly on performance and
resilience characteristics. Subsequently, we discuss to what extent Fab-
ric’s current design allows it to meet these requirements. We further
evaluate the performance of Hyperledger Fabric 2.2 simulating differ-
ent use case scenarios by comparing single with multi-ordering service
performance and conducting an evaluation with mixed workloads.

Keywords: Hyperledger Fabric · Distributed Ledger Technology ·
Application Requirements · Blockchain · Performance · Scalability ·
Benchmarking

1 Introduction

Since the invention of Bitcoin [24], many people are speculating about how
blockchain can revolutionize our daily lives. Several sectors can profit from
blockchain, whereas for many other areas it is considered an overkill [35]. Today,
a number of industries still struggle with basic concerns like traceability, integrity
protection, or privacy [8,16,17]. Competition is higher than ever, which makes
certain parties secretive about their transactions. Such issues are often not being
sufficiently handled by traditional applications.
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This raises the demand of a platform that can handle these issues while meet-
ing their standards in respect to resilience and performance [8,16]. Enterprises
often need a permissioned blockchain that restricts participation to a consortium
of members. Due to competitors being also on the blockchain network, these
parties need privacy: not everyone should be able to see all their transactions –
instead transactions must be on a need-to-know basis [7].

Hyperledger Fabric (HLF) [1] is an open-source, permissioned blockchain
platform that intends to satisfy enterprise application requirements. It presents a
modular architecture with pluggable consensus and can achieve high throughput.
Previous studies have highlighted the issue of missing support for Byzantine fault
tolerance (BFT) [31]. Starting from version 2.0, HLF switched from a Kafka-
based ordering service to a Raft [25]-based ordering service. While Raft (like
Kafka) does not assume BFT, it could be transformed to do so in future, and
could essentially be a step towards implementing BFT in HLF.

We think that it is important to discuss and validate how far design deci-
sions like these, which concern the infrastructure of a blockchain system, match
up with the requirements concrete applications impose towards the underlying
blockchain infrastructure.

Contribution and Outline. Our main contribution consists in investigating
relevant requirements of blockchain applications and discussing how far these
are addressed in HLF. In the remainder of this report, we refer to related work
(Sect. 2), provide relevant background knowledge (Sect. 3), explain our method-
ology (Sect. 4) and conduct a requirements analysis for blockchain applications
selected from different use-cases (Sect. 5). Further, we analyse design choices
HLF makes to match these requirements (Sect. 6) and investigate on the question
whether HLF can satisfy performance requirements by conducting experiments
for different scenarios (Sect. 7). Finally, we draw our conclusions (Sect. 8).

2 Related Work

Li et al. [21] have recently published a survey paper highlighting Hyperledger
Fabric and Hyperledger Composer’s use-cases. The paper examined current the-
oretical and real-life HLF deployment while highlighting how HLF was used as
a solution to solve existing enterprise problems. A recently published disser-
tation [8] has studied the requirements and unresolved issues of supply chains
while also proposing architectures based on blockchains to address these issues,
the main focus was however restricted to supply chain management.

Several papers have included benchmarks for Hyperledger Fabric [1,3,11,30,
33], mainly focusing on the v1.x versions of Fabric with FastFabric pushing an
impressive 20,000 transactions per second (TPS) [11]. Androulaki et al. proposed
the architecture, components and design choices behind HLF and experimentally
validated the system performance [1] whereas Thakkar et al. studied how various
parameters of the network impacted performance such as number of channels,
number of endorsers and world-state database choice [33] - their proposals were
incorporated in future Hyperledger Fabric versions.
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Further, Guggenberger et al. [12] have recently published a detailed perfor-
mance report for Hyperledger Fabric v2.0 combining several configurations and
testing Fabric’s fault-tolerance using DLPS [29]. Their report covers an in-depth
benchmark analysis of HLF.

In our report, we focus on discussing application requirements of blockchain
and how these requirements are met by HLF’s design. Our report also includes
a performance evaluation that conducts experiments on multi-ordering service
performance and mixed workloads (e.g., read-heavy vs. write-heavy) which have
yet not been sufficiently studied by previous works but are interesting from an
application point of view.

3 Background

Blockchain. The term blockchain is not used consistently in academic literature.
Our definition emphasizes that we are referring to a complete system rather than
just a specific data structure:

A blockchain is a distributed system that manages an append-only and
totally-ordered log of immutable transactions (also called the ledger) in a repli-
cated fashion. Several nodes hold a consistent copy of the ledger, and several
nodes are involved in validating transactions issued by clients. To order trans-
actions, typically a consensus algorithm is employed. Further, transactions are
usually grouped into blocks, which are chained by referencing the hash of the
previous block in the block header.

The traceability and immutable history of transactions in a blockchain fun-
damentally increase the trustworthiness and transparency of the system. As long
as a sufficiently large portion of nodes in the system (e.g., determined by quan-
tity, resource allocation, or stake) behaves correctly, the overall system works as
intended. There is no need to put trust into the correctness of any single node,
thus eliminating single point of failure for blockchain applications. Immutability
refers to the property that each block bears also the hash of the previous block,
and a modification to a block modifies its hash, which results in the link being
broken and thus invalidating subsequent blocks [31,37].

Hyperledger Fabric (HLF). HLF is a highly modular enterprise-grade dis-
tributed ledger platform. HLF has plug and play capabilities that allow it to be
suitable for a wide range of use-cases. Further, HLF follows an execute-order-
validate architecture, where transactions are first simulated (this means executed
against the current state of the ledger) by endorsing peers, ordered by the order-
ing service, and then committed by committing peers.

The transaction flow consists of the following steps (also shown in Fig. 1) [1]:
The client sends a transaction proposal to the peers specified in the endorsement
policy and the endorsing peers simulate the transaction ( 1 ), which produces
read sets and write sets, without changing the state of the ledger. After that, the
client collects the responses of the endorsing peers ( 2 ), which contain the read
and write sets, checks if the endorsement policy is satisfied, assembles them in an
envelope and sends that to the ordering service ( 3 ). Subsequently, the ordering
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Fig. 1. Hyperledger fabric transaction flow [1].

service orders the transaction without knowing the contents of the envelope.
Transactions are batched and once one of the conditions for cutting a block is
met, the ordering service sends the block to the committing peers ( 4 ). Finally,
committing peers validate or invalidate the transactions in the block and the
block is eventually appended to the ledger ( 5 ).

4 Methodology

Our evaluation approach covers two dimensions: performance and resilience.
Performance characteristics are quantitative (e.g., transaction throughput) and
are used to assert that the blockchain can handle the application’s workload.
Resilience characteristics are often qualitative and describe if the blockchain can
deliver a certain service quality (e.g., tolerating faults, providing confidentiality).

Aspects of Resilience. Resilience is a broad term that encompasses many
aspects [5]. We employ the following aspects in our subsequent analysis:

Fault Tolerance Coverage (FTC). A measure of effectiveness for fault tolerance
is fault tolerance coverage [2]: it encompasses the error- and fault-handling cover-
age, a measure to capture how many of the occurring faults are actually covered
by the fault tolerance mechanism (development faults might restrict the intended
fault-handling coverage) and the fault assumption coverage, which is a measure
for reasoning about how closely assumptions of a fault model actually cover
reality. In our analysis we employ assumption coverage to indicate which type
of faults a blockchain can tolerate.

Fault Tolerance Proportion (FTP). Fault tolerance proportion is an assumed
upper-bound that indicates the ratio of faulty nodes a blockchain can tolerate,
to total nodes participating in the system (this property is also sometimes called
resilience bound). Fault tolerance coverage and proportion are often coupled.
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Table 1. Categorization of performance requirements.

Low Medium High

Scalability <100 nodes 100 to 1000 nodes >1000 nodes

Throughput <100 TPS 100 to 1000 TPS >1000 TPS

Latency <3 s 3 s to 10 s >10 s

Membership (Node Authenticity). In permissioned blockchains a consortium of
nodes is defined and a mechanism for managing membership is required. Provid-
ing membership information and node authenticity is an important feature for
blockchains and blockchain applications might demand the blockchain system to
be capable to changing (e.g., expanding) its consortium at run-time.

Confidentiality. There are different types of application requirements associated
with confidentiality depending whether the content, sender, or other information
of a transaction need to be confidential.

Integrity. Integrity is a main motivator towards blockchain adoption. Data
integrity in blockchains is achieved by the immutability property of the ledger.
Undetected tampering is almost infeasible, as hashes can be used to quickly val-
idate for correctness. We argue that all blockchain applications share the need
of this characteristic and will thus not use it in a comparison.

Aspects of Performance. We consider typical blockchain performance aspects
that application might demand, in particular:

Scalability. Number of nodes that can participate in the blockchain system.

Throughput. Number of transactions per second (TPS) that can be processed
by the blockchain system.

Latency. Time that elapses between a transaction being issued on the client side
and being finalized within a block that is appended to the ledger.

For each aspect, we categorize performance requirements of blockchain appli-
cations into three categories: low, medium and high as shown in Table 1. This
categorization is rough and aligns with performance magnitudes of blockchain
systems. Achieving low latency is better and thus means a higher requirement
towards the blockchain infrastructure. For the other aspects, higher is better.

5 Requirements Analysis

HLF is currently being used in a number of fields [23], some of them are already
in production, but most of them are still in development or proof-of-concept
status. These use-cases are high-risk environments with a lot at stake where
some parties could be interested in gaining unauthorized access or tampering
with the data for personal gain, thus requiring a highly resilient infrastructure.

In this section, we analyse use-cases and derive which of the characteristics
(Sect. 4) are required by which application and present a summary in Table 2.
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5.1 Electronic Voting (EVote)

EVote [27,28] is an open-source proof-of-concept application for holding an elec-
tronic election. The app leverages HLF to meet its needs for immutability and
traceability, which in return reduce election fraud. Smart contracts are used to
tally up votes, therefore reducing costs of manual work [28]. A voting network
to hold an election is a highly adversarial environment that might encourage
malicious behaviour of individuals. Therefore, we consider it valuable for such a
system to be Byzantine fault-tolerant (and to tolerate up to 33% of participants
becoming faulty). The system should be permissioned. It should further provide
high confidentiality: When votes need to be checked for their validity (to prevent
double voting) they should be untraceable to the voter to prevent any form of
coercion. Subnetworks could help to enforce a need-to-know policy for different
entities involved in the process.

From a performance standpoint, a high latency is tolerable in such a network,
because voting is per user a one-time action. It should not exceed 30 s to maintain
a pleasant user-experience. To maintain such latency, the system needs at least
a medium throughput, as elections are usually held in a small time period where
at peak times, many transactions are issued. In such a use-case, the scalability
of the system has another goal other than being able to handle such a traffic and
that is transparency and ensuring that not a single entity has more control over
the voting process. An approach for this might be to have every election district
host a peer node (or more in order to avoid a single point of failure) and as such
a medium to high scalability becomes a requirement.

5.2 Supply Chains (IBM Food Trust and GoDirect Trade)

GoDirect Trade [16] is a practical use case for blockchain technology, offering an
online marketplace for aerospace parts. The traceability feature of blockchain
allows users to access the lifecycle of parts and any associated information
required by the government. IBM Food Trust [17,20] is a project by Walmart,
IBM, Nestle, and Unilever aimed at improving traceability of products and all
their ingredients to the farms and also to access different data about the product
to satisfy customer needs and guarantee the safety of foods [17]. IBM Foodtrust
and GoDirect Trade both utilize the immutability and traceability aspects of
blockchain, in that both are interested in the history and provenance of items
recorded on the immutable ledger.

From a resilience perspective of view, IBM Foodtrust could go well with BFT
(and have a resilience bound of 33%) whereas GoDirect Trade could benefit
from using only CFT (and having a resilience bound of 50%). Contrary to IBM
Foodtrust, where participants could bring up their own peers and deploy their
own smart-contracts, GoDirect Trade’s nodes are in-house [16]. Further, both
applications need to be run on a permissioned blockchain, where participants
are granted access based on their status on the market. Moreover, both systems
require high confidentiality, as trade secrets are at stake here as in both networks
competitors are present.
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Table 2. Blockchain applications requirements towards the underlying blockchain
infrastructure with very high (✭), high ( ), medium ( ) and low ( ) demands. (Note
that, lower latency is better, and is thus considered a higher demand towards the infras-
tructure, e.g., tolerating a higher latency as in EVote means a lower requirement.)

Resilience Performance

Application FTC FTP Membership Confidentiality Scalability Throughput Latency

EVote BFT 33% Yes ✭ (sender, content)

IBM FoodTrust BFT 33% Yes (content)

GoDirect Trade CFT 50% Yes (content)

Change Healthcare CFT 50% Yes ✭ (sender, content)

Visa B2B Connect BFT 33% Yes (content) ✭

Contrary to EVote, where users are usually one-time users, supply chains,
due to the globalisation of the markets, are usually comprised of a lot of actors
and each one of them uses the network multiple times in a small time frame [8].
In terms of throughput and latency, GoDirect Trade requires only a medium
throughput and a medium latency whereas IBM FoodTrust requires a high
throughput and a low latency. This is due to the number of incoming trans-
actions where supply chains in the context of food generate a lot more requests
than supply chains in the context of aviation. In GoDirect Trade, network clients
are not allowed to host their own nodes. As stated in [16] the system operates
five validating nodes, which indicates that low scalability might suffice. In con-
trast, IBM FoodTrust subscribes are allowed to host their own nodes, install
their own private smart-contracts on private channels to automate transactions,
which indicates that it requires a higher scalability than GoDirect Trade and
therefore needs a least medium scalability.

5.3 Healthcare (Change Healthcare)

Change Healthcare [15] is a company with the aim to modernize the American
health system. Leveraging HLF the company is able to link providers and payers
in a trustful environment to facilitate claims.

As an actor in the healthcare industry, Change Healthcare has to be very wary
about how data on their network is handled. Providing access to unauthorized
persons has serious legal consequences [26], which is why Change Healthcare
needs very high confidentiality and private ledgers. Most importantly, trans-
actions, such as financial or patient data, should be on a subnetwork with only
participating entities granted access (need-to-know basis), for example a hospital
at which a person was a patient in and the insurance company for claims process-
ing. Similarly to GoDirect Trade, Change Healthcare’s nodes are in-house and
it can benefit from providing only CFT and having a fault tolerance proportion
of up to ε < 50%.

The blockchain network has initially run on six nodes in the company’s data-
center but now they are looking towards expanding to the cloud. As such, Change
Healthcare only needs low scalability due to the nodes belonging to it like in
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GoDirect Trade’s case. Currently the system can process 550 transactions per
second (TPS) but the company is aiming for a higher number in near future [15].
As such, the blockchain system needs at least medium throughput and works
best with low to medium latency to maintain a satisfactory user-experience.

5.4 Banking (VISA B2B Connect)

VISA B2B Connect [34] is a project by VISA to facilitate cross-border and cross-
currency payments. It leverages HLF to create a secure and trusted network of
financial institutions where international transfers do not have to go through
intermediate banks, thus drastically reducing both delays and costs.

The current standard for cross-border cross-currency payments and the main
system VISA B2B Connect is challenging is SWIFT, which handles approxi-
mately 33.6 million transactions per day. VISA B2B circumvents the shortcoming
of traditional banking applications by employing an one-to-many architecture,
in which VISA B2B is directly linked to several financial institutions, therefore
intermediaries can be bypassed. As a result of this centralization and the SWIFT
system as a motivator, such a system requires medium scalability, and very high
throughput to be capable of handling peak workloads. Typical other banking
methods have varying throughput with PayPal having around 450 TPS [13] and
credit-card companies such as VISA itself require 50,000 TPS [11].

This centralization also means VISA’s nodes are in-house. However, unlike
GoDiectTrade and other companies hosting their nodes in-house VISA should
employ BFT along with a FTP of up to 33%. The nature of this system makes
attacks highly rewarding and insider attacks are a legitimate concern, such as if
a participant is compromised or participant himself being dishonest.

6 How HLF Meets Enterprise Requirements

In this section, we focus on the design considerations and features of Fabric that
allow it to meet performance and resilience requirements of potential use-cases.

6.1 Resilience Requirements

In the following, we highlight Fabric’s features, components and design choices
while briefly explaining their role in increasing resilience.

Blockchain Features. Maintaining integrity of the data is a critical aspect
of resilience and a priority for businesses. HLF, being an implementation of
blockchain, comes with both immutability and traceability. Data is immutable
once appended to the ledger, this way users can insure its integrity [1].

Permissions. Fabric is a permissioned blockchain, permissions are maintained
by one or more membership service providers (MSP) which use cryptographic
identities. Transactions are checked at every step to verify authenticity of
requests. This in turn limits unwanted access and increases trust [1].
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Channels. Unlike other blockchain implementations, HLF uses channels. A
channel is a dedicated subnetwork with its own private ledger and a group of
channel members that manage a copy of the ledger, thus ensuring that not every
peer on the network has access to the ledger, therefore increasing confidentiality.

Endorsement Policy. Channel administrators define the endorsement policy,
which specifies which peers (endorsers) have to approve a transaction before this
is sent to the ordering service. If a client does not fulfill an endorsement policy
he has to retry submitting the transaction again [1]. An endorsement policy
consisting of multiple peers belonging to different organizations would increase
transparency and trust in the system, as no single entity is in full control of
endorsing transactions. A single point of failure can be avoided by defining a
minimum number or percentage of endorsing peers.

Consensus. An appealing feature of HLF is pluggable consensus. Older ver-
sions of HLF use Kafka + ZooKeeper (ZK), while the current default consensus
protocol is Raft. Both Raft and Kafka+ZK are crash fault-tolerant. Since con-
sensus is pluggable, developers could opt for a BFT ordering service in future
as a new BFT consensus library has been proposed for HLF recently [4]. Raft is
embedded into HLF and thus enjoys the direct support of the HLF community
whereas Kafka+ZK are supported by Apache. In terms of performance, a pub-
lished benchmark [10] with v1.4.1 showed that Raft can be much more efficient.

Resilience of the Execute-Order-Validate Design. HLF employs an
execute-order-validate architecture to separate these different concerns. A goal
of this design is to help withstanding attacks that may target performance degra-
dation or resource exhaustion. In particular, this design can help to circumvent
bottleneck situations since it allows for transactions to be processed in parallel
and by only a subset of nodes.

Peer Gossip. Peer gossip enables peers’ ledgers stay in sync by distributing data
to other peers on the channel. This aids resiliency in that peers that have gone
offline for sometime are able to have synced ledgers and can endorse transactions
again after they are back online.

Records of Invalid Transactions. All transactions in HLF, in contrast to
other blockchain implementations, are recorded on the ledger whether they are
valid or invalid. This allows dishonest or malicious users to be detected and
black-listed from the network which results in a more secure platform [1].

Identity Mixer. HLF supports the use of identity mixer (Idemix) to enhance
privacy by providing unlinkability and anonymity – this however, comes with
limitations such as not being able to endorse transactions. An Idemix entity
(issuer) certifies a user’s attributes in form of a digital certificate, users are
then able to generate a zero-knowledge proof of possession of a certificate while
revealing only what they choose to reveal to a verifier.

Hardware Security Module. HLF supports the usage of hardware security
modules (HSM) allowing cryptographic operations like signature generation to
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be offloaded to them. This has the advantage of letting the HSM manage private
keys of peers or orderers, thus protecting the keys from unauthorized reading.

Transport Layer Security. Communication over a HLF network can be
secured using TLS. This can be a one-way or a two-way authentication.

Private Data Collections. Channels support data privacy by having only
organizations on the channel that are allowed to view these transactions. In
cases where a subset of channel members need to conduct transactions between
each other while not wanting other channel members to know the contents of
these transactions, they could create a new channel. This is however associated
with a higher administrative overhead. A solution for this would be the usage of
private data collections1. Private data has a separate transaction flow compared
to other data on the channel. Only authorized peers can see private data and it
is communicated between them using gossip, all other nodes including ordering
nodes only see hashes of this data, non-authorized nodes append the hashes of
this private data in their ledgers, so they know a transaction has taken place
privately between entities on the channel but they do not know its content. To
comply with government regulations, some organizations might need to delete
private data after a certain time, this is doable and will leave behind a hash in
the peer’s ledgers as evidence that some data was there [18].

Chaincode Lifecycle. Introduced in v2.0, the new Fabric chaincode lifecy-
cle requires organizations participating in the endorsement process to approve
a transaction. Previously, in v1.x one organization would define attributes of
a chaincode and other organizations choose either to opt-in by installing the
chaincode or opt-out and not be able to endorse transactions. The chaincode
lifecycle provides equality on a channel by allowing the chaincode to be instanti-
ated only after gathering enough approvals. Chaincode packages also do not need
to be identical anymore, different organizations can install different chaincode
packages and introduce organization-specific behaviour (for example perform
different validations for their interests). This does not conflict with transaction
approval as long as endorsement results match [19].

6.2 Performance Requirements

Further, some of Fabric’s design choices were made to increase its performance.

The Advantage of Execute-Order-Validate. In HLF execution and ordering
of transactions are separated. This allows for better scalability for both phases
while increasing modularity and performance because of the decreased amount of
work a node has to do [1]. Some blockchain implementations use an order-execute
architecture, but this design has its limitations. HLF uses an execute-order-
validate approach to allow for parallel execution and eliminate non-determinism
of smart contracts (transactions can be processed by a subset of endorsers)
therefore increasing throughput and decreasing latency [1].
1 See https://hyperledger-fabric.readthedocs.io/en/release-2.2/private-data/private-

data.html, last accessed 12-22-2020.

https://hyperledger-fabric.readthedocs.io/en/release-2.2/private-data/private-data.html
https://hyperledger-fabric.readthedocs.io/en/release-2.2/private-data/private-data.html
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How Channels Help Performance. Dividing the network into channels where
each channel is serving a purpose and linking a subset of the organizations on
the network while having their own endorsers can increase performance due to
the decreased workload. This is HLF’s version of sharding (HLF can scale up
horizontally using channels), which has frequently been proposed to increase per-
formance in blockchains [9,10,36]. Generally, the idea of parallelizing transaction
processing is an important scalability technique [6].

Peer Gossip. The optional peer gossip feature allows for better performance.
The throughput of the ordering service is limited by the network capacity of
its nodes, and adding more nodes can decrease throughput. This service elects a
leader per organization that pulls blocks from the ordering service and distributes
them to the rest [1]. This reduces the workload of the ordering service.

BatchSize and BatchTimeout. The ordering service in Fabric uses batching
and forms blocks out of transactions. A new block is created if (1) the number
of transactions in the block is equal to the maximum allowed, (2) the block’s
size in bytes has reached max, or (3) an amount of time has passed since the
first transaction of a new block was received [1]. The parameters BatchSize and
BatchTimeout are customizable, allowing adaptation to the use case. If, however,
the wrong values are chosen Fabric’s performance can be heavily affected [14].

Supporting Multiple Ordering Services. The ordering service is usually
responsible for multiple channels. As the number of channels grows the load on
the ordering service grows, scaling the ordering service leads to a performance
decrease [1]. In cases where adding more channels would overwhelm the ordering
service, a new ordering service instance can be brought up [10].

World-State Database Choice. Recent work [22] has investigated the dif-
ference in performance between the supported world-state databases in Fab-
ric. Mostly with lower BatchSizes, LevelDB has shown better performance than
CouchDB, but CouchDB offers better functionality through rich queries2. Appli-
cations should again make trade-offs here of whether they want more functional-
ity in a database or a better performance. FastFabric has experimented with an
in-memory hash table as a ledger [11] and achieved a large increase in throughput
(from 3200 to 7500 TPS).

7 Performance Evaluation

In this section, we aim to examine HLF’s performance under different conditions
similar to real-world use-cases in terms of setup and transaction loads. For our
purposes, we use Hyperledger Caliper3, a state of the art tool for benchmarking
different blockchain platforms such as Hyperledger Fabric and Ethereum.

2 See https://hyperledger-fabric.readthedocs.io/en/release-2.2/couchdb as state data
base.html, last accessed 12-22-2020.

3 See https://www.hyperledger.org/use/caliper.

https://hyperledger-fabric.readthedocs.io/en/release-2.2/couchdb_as_state_database.html
https://hyperledger-fabric.readthedocs.io/en/release-2.2/couchdb_as_state_database.html
https://www.hyperledger.org/use/caliper
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In the first part of our evaluation, we focus on the ordering service by exam-
ining the benefits of operating a secondary ordering service whilst scaling the
number of channels as well as the transaction load. In the second part of this
evaluation, we investigate how HLF performs under different mixed application
workloads in terms of read and write operations, thereby simulating real-world
scenarios. To mimic a real application, we exemplary choose a fabcar chaincode
deployment. The fabcar is a simple chaincode that allows users to add or change
data (to be concrete: cars and their ownership) on the ledger using the Fabric
contract API4. This way we can observe the effect of concurrent reads and writes,
i.e., users browsing listings and at the same time users creating new listings.

For our purposes, we may employ setups (Fig. 2) with an increasing number
of nodes. We are running each node on a 4 vCPU, 6 GB RAM Debian VM
running in a private OpenNebula cloud in our university’s virtualization farm.

7.1 Multi Ordering Services Performance

We examine the benefits of operating a secondary ordering service. The need for
a secondary ordering service could arise when the first ordering service is already
operating at a high load and servicing a high number of channels or to include
only a certain subset of organizations in the ordering phase for certain channels.

Setup. We experiment with 8, 16 and 28 two-peer channels where each peer is
a member of 2, 4 or 7 channels respectively (Fig. 2). For the load generation, we
used a suitable number of workers for each workload, since employing too many
workers can result in inaccuracies in terms of maintained transaction load, while
too few workers may not be able to maintain the desired load.

Method. In this experiment we scale up the number of channels while experi-
mentally controlling the transaction loads with Hyperledger Caliper. Note that,
for a multi-ordering service setup, each orderer manages half the channels and
processes and as such half the transaction load. Further, we use Caliper for the
load generation and performance measurement, where each invocation of the

Fig. 2. Setups used for the evaluation.

4 See https://github.com/hyperledger/fabric-samples/tree/master/chaincode/fabcar.

https://github.com/hyperledger/fabric-samples/tree/master/chaincode/fabcar
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submitTransaction() method generates a new transaction per channel thus
guaranteeing a fair load distribution among channels and ordering services.

Caliper provides rate controllers to conduct different types of experiments.
For our purposes, we decided on the fixed-load controller which we slightly mod-
ified because it was too inaccurate in terms of maintaining a constant (or min-
imally oscillating) load. For this, we have overestimated the perceived network
throughput in the controller which minimized the delta between the specified
transactionLoad and the actual load at any time during the experiment.

Observations. We make the following observations:

Observation 1: Figure 3a shows that throughput is continuously increasing as the
transaction load increases and converges to approximately 600 TPS for 28 and
16 channel deployments and to 425 TPS for 8 channel deployments. Increas-
ing the number of channels increases throughput, a 100 Requests per Second
(RPS) transaction load per channel achieves approximately 425 TPS for 8 chan-
nel deployments and 600 TPS for 16 channel and 28 channel multi-ordering
service deployments. The same holds for a network level load, a 800 RPS net-
work load (50 RPS per channel for a 16 channel deployment and 100 RPS per
channel for an 8 channel deployment) achieves approximately 550 TPS at 16
channels compared to 425 TPS at 8 channels.

Takeaway 1: Increasing the number of channels increases throughput. The dif-
ference in throughput between a 28 channel and 16 channel setup is insignificant
with both setups reaching a peak of approximately 600 TPS whereas for an 8
channel setup the peak is reached at approximately 425 TPS. Increasing trans-
action load also increases throughput however the throughput converges after a
certain point.

Fig. 3. Ordering services setups in HLF with variable number of channels.
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Observation 2: Figure 3b shows that increasing the number of channels leads
to an increase in latency. For 28 channel setups the latency difference between
a single ordering service setup and a multi-ordering service setup is somewhat
significant with approximately 2.4 s and 1.8 s, respectively.

Takeaway 2: Increasing the number of channels increases latency. This increase
is more noticeable in single ordering service setups. Latency has increased by
more than 100% between 28 channel and 8 channel setups.

Observation 3: Having a secondary ordering service results in a small throughput
increase (¡20 TPS) and a slight latency improvement.

Takeaway 3: A multi-ordering service setup does not seem to lead to a significant
performance increase, at least when the ordering phase is not the bottleneck.
Several papers have highlighted the validation phase being the bottleneck in
HLF [3,11]. In light of this, using a secondary ordering-service solely to improve
performance is not beneficial. However, a secondary ordering service makes sense
when it comes to separating concerns, i.e., a party that is operating an OSN in
the first ordering service and is not involved in channels belonging to the second
ordering service, can be excluded from ordering for privacy or security reasons.

7.2 Mixed Workloads

In this experiment we investigate how HLF performs with mixed application
workloads. For this reason, we measure performance for different read-to-write
ratios, in particular mostly write (20/80 read/write), then mostly read (80/20
read/write), and also equal usage (50/50 read/write).

Setup. Our mixed workloads deployment, is similar to our multi-ordering-service
deployment in terms of number of organizations and endorsement. We are using
five ordering-service nodes for this deployment since this is a more suitable option
in practice (Fig. 4).

Method. We evaluate the performance for increasing input rates for which the
system is under a transaction load of 100 requests per second to 1000 RPS at
any given time depending on the setup. Further, each invocation of the method
submitTransaction() results in the generation of a single read or write trans-
action with a certain probability, e.g., for 20/80 read-write ratio, the probability
that a read operation is generated equals 20%.

Observations. Overall, we make the following observations:

Observation 1: The read-heavy workload achieves the highest throughput. The
difference between a write-heavy and a read-heavy workload is significant with
approximately 120 TPS difference. Equal usage achieves a decent throughput of
about 300 TPS, i.e., a 50 TPS increase compared to a write-heavy workload and
a 70 TPS decrease compared to a read-heavy workload at 1000 RPS.

Takeaway 1: The read-heavy workload results in a noticeable throughput
increase when compared to a write-heavy workload with 376 TPS and 248 TPS
respectively at 1000 RPS.
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Fig. 4. Employing different mixed read/write application workloads in HLF.

Observation 2: Latency increases with an increased transaction load. The mostly
write workload achieves the worst latency with approximately 4 s at 1000 RPS.
Note that the difference between the latencies of the individual workloads is
more noticeable at higher transaction loads.

Takeaway 2: An increased read-to-write ratio results in a latency decrease with
approximately 4 s at a write-heavy workload compared to approximately 2.5 s at
a read-heavy workload.

7.3 Discussion

The obtained results indicate that HLF achieves performance of several hundreds
of transactions per second even on commodity hardware. It is performance-wise
superior to some other blockchain platforms, e.g., Ethereum (as of time of writ-
ing). Applying our results to the aforementioned applications, it seems that HLF
meets their requirements to a certain extent. For GoDirect Trade and Change
Healthcare, HLF proves to be a perfect fit as a platform. For other applica-
tions such as Visa B2B Connect and EVote, Fabric lacks BFT support, which is
vital in adversarial environments. However, HLF’s modularity allows to opt for
a BFT ordering service to meet the resiliency requirements of these applications.
Such a setup was demonstrated using BFT-SMaRt [31] and SmartBFT-Go [4],
respectively. There are also plans for the Mir-BFT library [32] to be eventually
integrated into HLF as its ordering service, thus replacing Raft. Further, for
VISA B2B Connect and payment settlement in general, HLF could be a bit slow
due to the massive workload (in particular of peak loads) such applications bear.
Summarizing, HLF, compared to other solutions, already meets most business
requirements performance and security-wise with some trade-offs, and future
releases could potentially narrow the gap between enterprise requirements and
HLF, especially the planned introduction of BFT.
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8 Conclusion

Enterprises previously had minimal interest in blockchains due to the scalabil-
ity and performance issues. This is however continuously changing in the recent
years. The use cases discussed in this paper, as shown in Sect. 5, all have differ-
ent needs which make the modularity, customizability, privacy features and the
coinless nature of Hyperledger Fabric attractive. HLF, on its part, tries to meet
these needs by mainly diverting from traditional architectures like order-execute
and by increasing privacy through the usage of channels and private data collec-
tions. Its design also allows it to be integrated easily, in the way, that potential
users can setup their own certificate authority or employ their own version of an
ordering service. Previous work and our own experiences with HLF show that it
is progressing towards being more decentralized while setting new performance
and security standards for other blockchain platforms.

Acknowledgements. This work has been funded by the Deutsche Forschungsgemein-
schaft (DFG, German Research Foundation) grant number 446811880 (BFT2Chain).
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