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Viktória Fördős1,2(B) and Alexandre Jorge Barbosa Rodrigues1

1 Cisco Systems, Stockholm, Sweden
{vfordos,albarbos}@cisco.com
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Abstract. Low memory conditions degrade system performance, chal-
lenge programs to fulfil their SLA and can lead to out-of-memory errors
causing a major system outage. Running low on memory is an especially
dangerous situation in case of mission critical, embedded Erlang systems
with high availability requirements. In such systems, total system outage
must be avoided at all costs. Nonetheless, no solution exists today that
can be added to an Erlang system without code modification and would
treat memory pressure out of the box.

We propose an approach, called Lesser Evil, that can treat low mem-
ory pressure in any fault-tolerant Erlang system without the need of any
code modification. Our experiments suggest that, with the help of Lesser
Evil, an embedded Erlang system can survive low memory conditions and
avoid a major outage.

Keywords: Embedded systems · Memory management · Fault
tolerance · Erlang

1 Introduction

In our digitalised world we depend on mission critical, embedded systems. These
systems need to be always available regardless of the current load on the system.
Parallelism is a key enabler to accommodate a system to variable workload.
However, what stays constant in a system is the total memory installed (per a
single host). If a system runs low on available memory, it will not perform as
expected. Since it is struggling to allocate memory enough to execute requests,
it will not satisfy its QoS metrics, neither SLA requirements. Considering best
case scenarios, its performance will degrade while in the worst case the program
will stop with an out-of-memory error causing the system to reboot. Taking into
account that embedded systems have strongly constrained resources and slow
processing capabilities, the reboot can take significant amount of time while
the system stays offline. Hence, running low on memory is a critical event in
case of mission critical, embedded systems that should not be ignored as it can
compromise the availability of the system.
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The presented problem is especially relevant in case of embedded systems that
are written in Erlang. The Erlang programming language was designed in the
Ericsson software technology lab for systems that will never stop or fail. Early use
cases of Erlang at Ericsson include a multi-service switch, AXD 301 [12], where
the control system was implemented in Erlang. Since then, Erlang has become
well-known and used in the telecommunication segment, multiple companies
have decided to adapt Erlang to implement mission critical, embedded systems.
An illustrative example of the significance of Erlang in this sector is that Cisco
ships about 2 million devices per year with Erlang in them and that 90% of all
internet traffic goes through Erlang controlled nodes [4].
Motivation. Running low on memory is an especially dangerous situation in case
of mission critical, real-time embedded systems with high availability require-
ments. In such systems, total system outage must be avoided at all cost, even by
allowing temporary, partial failures. Nonetheless, no solution exists today that
can be added to an Erlang system without code modification and would treat
memory pressure out of the box. Having such a solution would enable existing
Erlang systems to perform better under low memory conditions. It would help
any Erlang system to deal with unexpectedly large workload but would be very
beneficial for embedded systems where virtual memory is disabled and physical
memory is very limited and constrained.
Our Contributions. In this paper, we propose an approach, called Lesser Evil,
that can treat memory pressure in any Erlang system without the need of any
code modification. Lesser Evil is ready to use and is applicable to any fault-
tolerant Erlang systems. We discuss why our approach is viable, how it identifies
low memory conditions, what strategy it employs and how it treats memory
pressure.
Summary of Results. Our evaluation shows that an Erlang system can survive
and keep functioning under low memory conditions with the help of our app-
roach. We have confirmed that Lesser Evil’s strategy is correct: it is able to
identify and execute compensating actions on the components most responsible
for the situation without damaging the other components or the overall system.

2 Problem Statement

Let us take an imaginary, fault-tolerant, embedded Erlang system as a motivat-
ing example. The Erlang system is designed to run on and control an embedded
device with limited memory and slow processing capability. The Erlang system
and the device are expected to be always available. The Erlang system receives
administrative requests that it processes, and as a result of processing, it exe-
cutes commands on the embedded device. The Erlang system usually receives
a few, small requests that never fills up the device memory, but sometimes a
large request arrives that may require all the available memory of the device to
process. If part of the device memory is used to process other small requests, the
available memory is not enough to process the large requests: the device runs
out of memory, becomes unresponsive or it even reboots.
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To protect the availability of the device, the only available solution to use
today is a generic solution for Linux systems, called the Out of Memory Man-
ager (OOM manager) [23]. However, the OOM manager is not an option in our
example, as the OOM manager would terminate the whole Erlang system that
controls the device; making the device unavailable. A more fine grained solution
would be more appreciated that would not cause the termination of the whole
Erlang system. Instead, it would free up enough memory to resume the normal
operation of the Erlang system, for example, by terminating the large request.

The motivating example illustrates that we need a solution that treats mem-
ory pressure differently. The primary goal is to free up enough memory to resume
the normal operation of the Erlang system. When releasing memory we accept
local failures but we cannot tolerate abnormal termination of the whole Erlang
system neither the risk of introducing permanent data inconsistencies. Under
local failures we mean failures that may effect some end-user but not all users
and also failures that may result in interruption of some requests but not all
requests. Our goal is to prevent a major outage, but we accept temporary, par-
tial system degradations.

To achieve our goals, a tool is needed that is able to monitor, assess and
interact with the running Erlang system. The tool needs to monitor the running
Erlang system to identify low memory conditions. If low memory conditions are
identified the tool needs to select some entities to execute compensating actions.
The tool needs to have a strategy to select entities and the strategy should
consider multiple criteria when making the selection. The strategy should be
based on metrics of the entities gathered from the runtime, and characterise the
badness of the entity. Compensating actions need to be defined on entity level,
ensuring that the impact of the action is limited; will not have a negative impact
on the overall Erlang system.

3 Erlang

In this section we discuss the Erlang ecosystem and highlight its key features
that our approach uses to treat memory pressure.

Erlang [9] is a dynamically typed functional programming language that
has built-in support for concurrency and distribution. Erlang systems are well
known about their high availability, thanks to their failure handling and hot
code loading capabilities.

An Erlang system can be considered as an actor based system, built up
of interacting Erlang processes. Erlang processes [14] are light-weight processes
with small memory overhead, fast to create and terminate, and the scheduling
overhead is low. The Erlang processes communicate with each other via asyn-
chronous message passings [19]. They share nothing with the outside world, they
exclusively own their data (excl. large binaries that are reference counted and
stored in a shared heap). If data is shared between two processes (via message
passing), the data is copied to the another process’s heap. Processes, while sched-
uled, are executing code, which is measured in reductions. The scheduler [20]
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de-schedules a process after a certain amount of reductions or when the process
enters into a waiting state (e.g. waiting for messages or IO). The fact that pro-
cesses share nothing and that they can yield to be de-scheduled enables Erlang’s
garbage collector [15] to work on a single process at a time without interfering
with other running processes. Moreover, when an Erlang process terminates all
its allocated memory can be freed as there are no other users to those memory
blocks.

Fault tolerance is built into the language [13], processes are allowed to fail.
Hence, interacting processes can never assume that their peer is alive. To detect
the termination of their peer, processes can monitor other processes. If the mon-
itored process terminates, the process will be notified by a message. If the inter-
acting processes depend on each other they can use another language construct,
called the process link. A process link is a bidirectional link forwarding events
of termination, called error signals, between the linked processes. The forwarded
error signal may terminate the receiving process as well, depending whether the
process trapping exits. Using links and monitors, more complex and robust archi-
tectures can be built that define restart strategies for the important processes.
An example is the supervisor process [18] that is responsible for starting, ter-
minating and restarting its children. A common practice is to build supervisor
trees that allow managing processes in a structured way and handling runtime
errors where it is convenient.

From the system architecture point of view, an Erlang system is built up
from a single or a set of Erlang nodes organised into a full mesh cluster. An
Erlang node, which is an OS process, is built up from the Erlang Runtime Sys-
tem (ERTS) and the Erlang release. An Erlang release [17] consists of a set of
Erlang applications. The Erlang applications [16] are the reusable units of the
Erlang ecosystem, can be bundled into multiple releases and be part of differ-
ent deployments. (Readers experienced in the Java programming language can
consider Erlang applications as Java packages.) An Erlang application is the
implementation of a functionality and can cooperate with other Erlang applica-
tions to implement more complex functionality. An Erlang application defines
and includes its Erlang processes. When an application starts the runtime starts
an application master process as the main responsible process for the applica-
tion. The application master in turn starts a process called ‘x’ that is responsible
for the IO and to start the main supervisor for the application. The main super-
visor is the first processes implemented by the user, the root of the supervisor
tree for the application. The ERTS enables interaction with the running Erlang
node. Processes can be created and terminated, and existing processes can be
inspected at runtime: various process metrics can be retrieved. Applications can
be started, stopped and upgraded without stopping the Erlang node.

4 Lesser Evil

In this section we describe our approach for Erlang systems, called Lesser
Evil [22]. First, we outline the approach and then we discuss the details: what
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entities are considered, how badness is characterised, how the strategy is eval-
uated and what compensating actions are employed. We show the architecture
and discuss the different ways the approach can be added to an Erlang system.

Our approach aims at treating memory pressure of an Erlang system without
the need of code modification. It proposes to monitor the running program and
upon low memory conditions select some entities with the greatest badness values
and execute compensating actions on the selected entities. Mapping the approach
to Erlang systems, the approach monitors an Erlang node and collect its memory
consumption. As Erlang processes are owning their data, they hold memory in
the system, thus the Erlang processes are the entities. The goal is to characterise
the badness of processes with the help of process level metrics. As the runtime
provides interaction possibilities with the running system, the approach employs
two compensating actions: triggering garbage collection on a selected process,
and terminating the process.

4.1 Entities

Lesser Evil considers Erlang processes as entities. However, it does not consider
all processes, as there are critical processes in an Erlang node. As examples,
consider the various system processes started by the runtime and the processes
belonging to critical user applications. Automatically identifying and excluding
the system processes is possible, however, distinguishing between critical and
non-critical user processes is not. Lesser Evil takes the approach of letting the
user decide, and requires a list of Erlang applications that are non-critical for
the system (e.g. the implementation of an HTTP API). Processes belonging to
the listed applications are considered only. However, this is still not enough.
As discussed in Sect. 3, each application includes 3 critical processes (applica-
tion master, process ’x’ and the main supervisor of the application) that must
be excluded. If they terminate, the whole application terminates, which must be
prevented.

4.2 Badness

Determining the badness of processes is the heart of the strategy: the compen-
sating actions executed on the selected processes should help the Erlang node
to survive low memory conditions, and their negative impact on the rest of the
processes should be minimal. In this section we discuss how such a metric can
be constructed.

To treat memory pressure effectively, the badness assigns greater values to
processes that (1) have high memory usage; (2) have several pending tasks,
therefore, they have a bad future outlook.

To minimise the negative impact of the compensating actions on the rest of
the processes, the badness assigns lower values to processes that (1) are long-
lived and, therefore, have proven their good behaviour; (2) are important to the
user; (3) play a central role in the system in the sense of several processes depend
on them.
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In conclusion, the goal is to select isolated, relatively new processes with high
memory usage and a bad future outlook. Therefore, the badness is a composite
metric that assigns a real value to a process based on the following process level
metrics.

– Memory . Number of bytes the process uses.
– MessageQLength. Number of messages delivered to but not yet processed by

the process. The metric expresses how much more tasks a process has pending.
– Reds . Reduction count shows the amount of work the process has done. As

for long lived processes this value can be several order of magnitudes large,
the logarithm with base 10 is applied to the reduction count in the badness
formula.

– Age. Number of checks the process has stayed alive.
– Links . The number of processes linking to the process. The metric expresses

how central the process is.
– Mons. The number of processes monitoring the process. The metric expresses

how central the process is.
– Prio. Erlang processes can have different priorities. The higher the process

priority is, the more important the process to the user is. This is what the
metric expresses by selecting a value from {1, 10, 100}.

The badness metric that assigns a real value to a process can be formalised as
shown by

badness ≡ Memory ∗ (MessageQLength + 1)
log10(Reds) ∗ (Links + 1) ∗ (Mons + 1) ∗ Age ∗ Prio

4.3 Strategy

In this section we define the strategy and how it is evaluated. The strategy works
with an Erlang node, and takes the memory limit, further denoted as MemLimit ,
the Erlang node can occupy as a configuration parameter.

The strategy maintains a state to store historical data about the processes
(i.e. age) and about the compensating actions executed in the past. Data about
the past actions is necessary to prevent cascading failures that would be caused
by too frequent compensating actions. Thus, the strategy ensures a cool down
interval is respected between two compensating actions.

The strategy is invoked when new system and process level metrics arrive.
The strategy decides whether compensating actions are required, executes
actions if required and updates its state. To decide whether compensat-
ing actions are required, it first checks if it is not in cool down interval
(NotInCoolDownInterval) by testing that a certain amount of seconds (currently,
it is 5 seconds) has elapsed since the last action was executed. We have chosen
to use 5 seconds as cool down interval to minimise the risk of cascading process
failures. Then, it looks at the system level metrics, namely, memory used by the
Erlang node (Mem) to check whether the current memory allocations are close
to the maximum. To summarise, the strategy triggers as follows.

trigger ≡ Mem > 0.8 ∗ MemLimit ∧ NotInCoolDownInterval
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When compensating actions are required the strategy selects a compensating
action as follows.

select action ≡
{
trigger gc if Mem < MemLimit
terminate proc otherwise

After that, the strategy orders the processes by their badness score that is cal-
culated using the received process level metrics and historical data stored in its
state. Now the goal is to counterbalance the low memory conditions by freeing
up memory. Thus, it takes as many processes from the beginning of the process
list as it needs to have the memory condition settled. The resulting set contains
processes with the highest badness score.

4.4 Compensating Actions

The strategy has selected a compensating action and a list of processes to execute
the compensating action on. We defined two compensating actions trigger gc
and terminate proc. The trigger gc action is to trigger garbage collection on the
selected processes, while the terminate proc action is to terminate the selected
processes. The trigger gc action is based on calling erlang:garbage_collect/1
function in order to trigger a full sweep garbage collection of the process. The
terminate proc action is non-trivial, we discuss its details now. The action first
sends a trappable exit signal to the process. The exit signal will terminate the
process if it is not trapping exits, however, if the process is trapping exits, the exit
signal is delivered as a message in its mailbox and it is up to the process to decide
whether to terminate. Hence, the action waits a few milliseconds and checks if
the process is still alive. If it is alive, the action sends a non-trappable exit signal
that will terminate the process immediately. In order to avoid cascading process
failures, the action waits 3 seconds between the termination of two processes.

4.5 Architecture

In this section we put things together: we show the main components of Lesser
Evil and discuss how it can be applied to Erlang systems with different require-
ments.

Lesser Evil is organised into two Erlang applications: lesser_evil and
lesser_evil_agent. The main responsibility of the lesser_evil application
is to monitor the Erlang node(s) and to evaluate the strategy based on the
metrics it receives from the agent(s). The application was designed in a way
that it supports supervising multiple Erlang nodes. The lesser_evil_agent
application is responsible for collecting and forwarding system and process level
metrics to the lesser_evil application and executing actions it receives from
the lesser_evil application.

In the rest of the section, we provide guidance on how to use Lesser Evil:
how to deploy, configure and install Lesser Evil for Erlang systems with different
requirements.
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In case of deployments where the network is not reliable or not secure, the
two applications should be included into the monitored Erlang node. Otherwise,
the agent should be included in the monitored Erlang node but the lesser_evil
application should be deployed as a standalone Erlang node. If the deployment
has multiple nodes and the network is stable, secure and the bandwidth is not
constrained, a central lesser_evil node handling all the nodes seems to be a
better choice.

As the next discussion point we provide guidance on how Lesser Evil can be
configured and added to an Erlang system. First of all, programmers need to
choose the Erlang applications to be monitored by the agent code. The selected
applications should be fault-tolerant applications that are non-critical from the
system point of view. Adding the core parts of the persistence layer is advised
against, while adding the northbound API, the cache layers, data consumers are
encouraged. After selecting the entities Lesser Evil will work with, one need to
decide on the memory limit that will be enforced by Lesser Evil. One should
work with historical data, and aim to choose a memory limit that does not
activate Lesser Evil during normal load and trigger garbage collection only for a
bit more intense load scenarios. We recommend to perform load tests to choose
the memory limit best fitting the Erlang system, and also to ensure that the
applications Lesser Evil interacts with are prepared for failures.

4.6 Discussion

In this section we discuss the design decisions we have made and the implications
Lesser Evil can have on the monitored node.
Badness. We start the discussion with the badness metric (Sect. 4.2), that is the
heart of the strategy that Lesser Evil employs.

One observation to make is that the messages are handled uniformly, nonethe-
less, they are not and they can have different implication on the process in
real-life. Processing one message may take only a few reductions while handling
another message can lead to thousands of reductions. Nevertheless, we choose to
consider all messages uniform as processes usually have a quasi-empty mailbox
in Erlang systems. Moreover, processes with large message queues are considered
a performance bottleneck in an Erlang system, hence we believe it is justified to
prioritise selecting them.

Another observation one may make is that due to the age factor older pro-
cesses are more protected, that can lead to the starvation of new processes.
However, we argue that this is not a problem. First of all, when Lesser Evil is
triggered the system is already at risk, there is no point in initiating more work.
Second, long lived processes are long lived for a reason: they are central parts of
the system with possibly lot of dependent processes and important responsibil-
ities. Therefore, their protection is necessary to avoid cascading failures and to
limit the impact of system degradations.
Compensating Actions. Another discussion point is the compensating actions
(Sect. 4.4) that are triggering garbage collection on process level or terminating
a selected process.
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Triggering immediate garbage collection can have side-effect on the process,
as the process must not be executing code while the garbage collection occurs.
Therefore, if the process is scheduled when the garbage collection is triggered,
the process is going to be de-scheduled while the garbage collection takes place,
resulting in longer execution times.

Terminating a process is a more serious event in the system. As an example,
what happens with files opened by the terminated process? In Erlang, files are
opened through an auxiliary process that is linked to the process that opened
the file, implying that upon the termination of the process, the auxiliary process
gets notified and will close the file. The same holds for other shared resources.

Another point to consider is the question of cascading failures. When a pro-
cess terminates all processes that have monitors on or are linked to the termi-
nated process get notified and may decide to terminate themselves, leading to
cascading failures. Cascading failures further reduce the memory and increase
the impact of the compensating action, which is meant to be kept minimal. To
avoid cascading failures the badness metric down-prioritises processes that are
central.

Furthermore, if the process was supervised, the supervisor is notified and
decides on whether to restart the process. Too frequent restarts make the super-
visor to give up: it terminates all its supervised processes and itself. The 5
seconds of cool down interval and the waiting time of 3 seconds between two
process terminations are there to avoid such scenarios. The constants were deter-
mined based on reviewing popular, open-source Erlang applications, however, the
authors believe that there can be cases where the constants need to be changed,
hence they will become configuration parameters of Lesser Evil.

4.7 Note on Applicability

In 2011, the Elixir language [32] was introduced that runs on the same vir-
tual machine, called the BEAM, as Erlang. Elixir has become a success, it is in
the 48th place on the TIOBE index [33] published in May 2021 [1]. Elixir has
managed to attract even more companies, thus the BEAM has become more
widespread. Processes started in Elixir have the same capabilities and proper-
ties as Erlang processes, thus Lesser Evil is able to monitor Elixir processes as
well. Furthermore, as Erlang system level API functions used by Lesser Evil are
available in Elixir systems and Erlang applications can be part of Elixir releases,
Lesser Evil works not only with Erlang systems but with Elixir systems as well.
This fact greatly increases the applicability of our approach.

5 Evaluation

In this section we present the evaluation of Lesser Evil. The primary use case of
Lesser Evil is embedded systems, thus we built a test system using popular, open-
source Erlang applications to evaluate Lesser Evil. We show the test subject,
present the experiments, assess the results and discuss the limitations.
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5.1 Test Subject

In this section we show the representative Erlang system we built for evaluation
purposes: an embedded device controller. We use the system to evaluate Lesser
Evil. During the experiments we do not use representative load or scale, our goal
is to push the system to its limit, because we want to confirm that Lesser Evil
helps the Erlang node avoid a major outage.

The system under test (SUT) is an embedded device controller. The device
controller is reachable via an HTTP API. Requests sent to the controller are
being processed in memory, and confirmations are returned as response. The
processing time and the memory required to process the request grow with the
size of the request. Table 1 shows the processing time and the allocated memory
per request size.

Table 1. Impact of an Incoming Request on the SUT

Size Request Size Used Memory Processing Time

XS 1 KB 16 KB 1 ms

S 10 KB 160 KB 24 000 ms

M 100 KB 1 600 KB 48 000 ms

L 1 000 KB 16 000 KB 96 000 ms

The SUT is a one-node Erlang system built up from one application, the
http_api, implementing the HTTP handlers. To implement the HTTP han-
dlers we used the cowboy [27] and the jsone [30] applications as applications
dependencies of the http_api application. The cowboy application depends on
the ranch application [28] that is a socket acceptor pool for TCP protocols.

5.2 Configuration

All experiments ran on a machine that has 16 GB of memory and is equipped
with a 2,6 GHz 6-Core Intel Core i7 processor. The SUT was running in a Docker
container. To measure the memory consumption of the SUT we periodically
queried the memory allocations of the Erlang VM using the erlang:memory/1
function provided by the Erlang VM. To generate load for the SUT, we used
Basho Bench [2].

The lesser_evil application was deployed as a standalone Erlang node and
configured to allow 90 MB memory for the SUT. The SUT packaged together
with lesser_evil_agent was deployed as another Erlang node inside of a
Docker container. The lesser_evil_agent application was configured to mon-
itor and report metrics about the ranch application in every second. Note that
the ranch application is not written by the authors. The Docker container run-
ning the SUT was configured to limit both real and virtual memory to 120 MB.
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To generate load for the SUT, we used the following load configurations.
All tests were run for 10 min, maintaining 5 concurrent connections. The gen-
erated requests were random binaries, belonging to one of the request types
(see Table 1). The mix of load was 20% of XS-sized requests, 40% of S-sized
requests, 20% of M-sized requests, and 20% of L-sized requests. The mix of load
characterises normal operation (80% of the requests are small requests) where
unusually large requests (20% of the requests) occur. The only variable part in
the load generation was the number of requests per second generated by each
connection, that were one of the followings: {5, 10}. Observe the followings.

– The memory usage of the SUT correlates with the number and the size of
requests being processed.

– The SUT can exceed the available memory when unusually large requests
(L-sized requests) arrive.

– L-sized requests are the ones mainly responsible for increased memory con-
sumption of the SUT.

5.3 Experiments

The goal of the experiments is to test the following hypotheses.
Hypothesis #1: Lesser Evil can control the memory usage of an Erlang node,
therefore, it helps an Erlang node survive low memory conditions. For this pur-
pose, we first establish a baseline: we start a test run without Lesser Evil and
record the memory consumption of the SUT. Then, we start another test run
with Lesser Evil and record the memory consumption. We expect to see that
with Lesser Evil the memory consumption of the SUT is constrained by the
given memory limit.
Hypothesis #2: Lesser Evil can prevent major outages. For this purpose, the
test runs need to employ a load configuration that stresses the SUT enough to
require more memory than what is available in the system. Without Lesser Evil
we expect to see that the SUT will be terminated by the Linux OOM manager
causing a major outage, while with Lesser Evil we expect to see that the SUT
keeps operating. We accept temporary, partial system degradations.
Hypothesis #3: Lesser Evil selects and executes actions on those processes that
are mainly responsible for the memory usage and does not interfere with the rest
of the processes. Considering the embedded device controller, we know that the
processes handling L-sized requests are the ones mainly responsible for holding
memory. We expect to see that if the SUT is about to exceed the memory limit
only these HTTP requests will fail. Moreover, we also expect to see that the
system will continue to operate and processes executing the inexpensive HTTP
requests (XS- and S-sized requests) will continue to succeed.
Hypothesis #4: Lesser Evil’s agent is non-intrusive to the Erlang node, its mem-
ory usage is low. For this purpose, we first establish a baseline: we start the SUT
without Lesser Evil and record its memory consumption. Then, we start the SUT
packaged together with Lesser Evil and record the memory consumption. No load
is generated in both cases. We expect to see that with Lesser Evil the increase
in memory consumption is low.
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Table 2. Experiments Conducted on the Embedded Device Controller. Note that
the number of requests (# Req.s) is only shown if the experiment was successfully
completed.

L.E active Req/sec per Con. Got OOM-ed Max Mem. # Req.s # Error # GC # Kill

No 5 After 13 s 67 MB n/a n/a n/a n/a

Yes 5 No 161 MB 41 9 54 22

No 10 After 9 s 126 MB n/a n/a n/a n/a

Yes 10 No 117 MB 54 8 34 22

5.4 Results

The experiments were run multiple times, the test results were consistent. Table 2
summarises the experiments conducted on the test subject. It shows whether
Lesser Evil was used, the maximum number of requests each connection sent per
second, whether the SUT got killed by the Linux OOM manager, the maximum
amount of used memory, the total number of requests the SUT received, the
number of requests the SUT did not serve because of an error, the number of
times Lesser Evil initiated garbage collection on a process and the number of
times Lesser Evil terminated a process.

We can observe that the SUT without Lesser Evil never managed to complete
any experiments; all experiments ended prematurely as the SUT ran out of
memory and the Linux’s OOM manager terminated the whole Erlang node. As
the SUT never got OOM-ed while Lesser Evil was active and the memory usage
of the SUT was 93% of the time below the configured maximum, the experiments
confirm Hypothesis #1 and partially Hypothesis #2. The results suggest that
Lesser Evil can control the memory usage of an Erlang node.

Figure 1 shows the memory usage of the SUT recorded during the experiment
where Lesser Evil was active and each connection was configured to send 10
requests per second. Observe how effectively Lesser Evil reacts: once the memory
limit (90 MB) is exceeded, Lesser Evil executes a compensating action that fixes
the problem.

Based on the logs written by Lesser Evil, there were several actions executed.
Both the trigger gc and the terminate proc actions were invoked by Lesser Evil.
Actions were triggered frequently but the cool down period was always respected.
As there were processes terminated by Lesser Evil, we need to confirm that the
right processes were selected for termination. As only L-sized requests failed
in both experiments (9 and 8 errors), we conclude that Lesser Evil chose the
right processes to terminate, did not interfere with the rest of the processes, and
effectively controlled the memory usage of the SUT, confirming Hypothesis #3.
Due to the failed requests there was a temporary, partial system degradation that
effected only the requesters of L-sized requests. However, a temporary, partial
system degradation is still a better choice compared to the test runs where the
SUT got terminated by the Linux OOM manager and, therefore, a major outage
occurred. The experiments confirm Hypothesis #2.
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Fig. 1. Memory usage over time of the embedded device controller with Lesser Evil.

Overhead. We started the SUT with and without Lesser Evil and recorded the
rss size [29] for a minute. Then, we calculated the difference point by point of
the recorded values; the difference we got is the memory used by the Lesser Evil
agent code. The minimum, median and maximum values of memory used by the
agent code are: 848 KB, 1 000 KB, 1 148 KB, which we consider low enough.
The experiment confirms Hypothesis #4.

5.5 Conclusion and Limitations

The experiments confirm all 4 hypotheses. Lesser Evil can control the memory
usage of an Erlang node and avoid major outage. Its negative impact on the
overall system is minimal. Considering the embedded device controller use case,
which is the primary use case of Lesser Evil, that includes an Erlang system with
high availability but with very limited memory and slow processing capabilities,
Lesser Evil can help in scenarios where a few unusually large requests arrive that
take long to process and fill up the available memory.

We have experimented with other use cases. We have found that if the mem-
ory pressure is due to a continuously arriving, vast amount of short lived (ca 2
milliseconds) processes with high memory consumption, Lesser Evil cannot effec-
tively control the memory usage of the Erlang node. To fix memory pressure,
Lesser Evil would need to execute the terminate proc action without respecting
the cool down internal: risking to cause the termination of the Erlang node.

5.6 Threats to Validity

Our evaluation is subject to threats to validity. The results were obtained from
an Erlang system, and hence, they cannot necessarily be generalized to all Erlang
systems. We minimised this threat in three ways. First, by reviewing the most
widespread use cases of Erlang to build a representative test system that char-
acterises well the given use case of Erlang. Second, by building the test subject
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using Erlang applications (cowboy, ranch, etc.) that are widespread and heavily
used in real-life Erlang applications, and are not built by the authors. Third,
by ensuring that the code written by the authors is very small (202 lines out
of 267K lines) considering the size of the project, and Lesser Evil monitors an
application (ranch [28]) that is independent from the authors.

6 Related Work

Memory pressure has always been an important challenge of the research and
practitioner community. The topic has been discussed in different contexts rang-
ing from operating systems to software libraries targeting specific software appli-
cations.

Considering operating system level, there is a generic solution for Linux sys-
tems, called the OOM manager [23]. The OOM manager is tasked to monitor the
host and, under low memory conditions, select and terminate an OS process to
treat memory pressure. Its goal is to protect the availability of the overall host.
It employs a strategy to select new, non-user preferred processes that have high
memory usage. Considering Erlang systems, our experience and the evaluation
presented in this paper show that OOM is not a help, we have never seen a case
when killing the Erlang node solved the underlying problem. Instead, it dam-
aged the Erlang systems. Lesser Evil and the OOM Manager work on different
abstraction level, however, both protect the overall system availability, employ
a strategy and treat memory pressure by killing processes.

Virtualisation techniques have become significant to better utilise available
resources and to isolate applications. An example is Apache Mesos [11,24] that
sits between the application layer and the operating system and makes it easier
to deploy and manage applications in large-scale clustered environments more
efficiently. Apache Mesos supports oversubscription [31] for better resource utili-
sation with the promise of keeping QoS metrics. Their approach is to monitor the
entire host and if CPU pressure occurs the QoS controller kills revocable tasks.
To further improve killing tasks when oversubscription occurs, the authors of
[10] propose a user-assisted OOM killer in kernel space for agile task killing.
Lesser Evil and the Mesos’s QoS controller have different focus (memory versus
CPU), however, both select and terminate entities that are non-critical to the
system.

As there is no general solution for programming language and runtime
level, researchers have proposed various solutions to better manage specific use
cases [5,7,8,21]. Browsing through the articles, one can notice that there has
been a targeted interest in Java programs. ITask proposed in [21] is a promising
choice for Java workflow applications that requires code modification, however,
promises protection of tasks and performance improvements in high load scenar-
ios. This is a considerable benefit compared to Lesser Evil, however, on the other
hand rewriting applications is not required by Lesser Evil. Besides, as Erlang
applications often employs restart strategies for important worker processes offer-
ing the restoration of interrupted tasks, it is not a necessity. The authors of [6]
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proposed a more general solution for handling out of memory errors in Java
applications. The idea is to overallocate memory that is not used and release
the non-used memory when out of memory errors occur. The authors of [35]
looks at the problem from another perspective, taming the garbage collection,
and proposes a system that enables garbage-collected applications to predict an
appropriate heap size, allowing the system to maintain high performance while
adjusting dynamically to changing memory pressure.

When embedded systems are targeted, memory management becomes more
critical as memory is more limited and virtual memory is often disabled.
Researchers have proposed several low level memory management techniques
that focus on memory allocation strategies and minimises memory fragmen-
tation [26,34]. The authors of [3] observed that application performance is
impacted by the employed memory allocation strategy in embedded systems.
They propose to manage memory per task and introduce a runtime scheduler
for memory management policy switching and kernel overlapping. Their eval-
uation suggests that their approach can treat memory pressure and improve
response time. Virtualisation ensures isolation of applications that is necessary in
smart consumer electronics. However, with a virtualised embedded device, flexi-
ble memory management is required to run multiple VMs efficiently on resource-
constrained hardware. The authors of [25] tackle the challenge by introducing an
in-memory compressed swap device (CSW) that prioritises the memory reserva-
tions of the critical applications running on the embedded device by swapping
out only the memory of third-party applications in response to memory pressure.
Lesser Evil and CSW employ different compensating actions but both activate
when low memory conditions occur and distinguish between critical and non-
critical entities.

7 Conclusion

In this paper we have proposed and implemented an approach, called Lesser Evil,
that can treat low memory pressure in Erlang systems without the need of any
code modification. Lesser Evil embraces failures to protect overall system avail-
ability. It monitors the running program and upon low memory conditions selects
some non-critical entities based on the badness metric and execute compensating
actions on the selected entities to help the system avoid a major outage. Lesser
Evil is ready to use and is applicable to any Erlang systems. The prototype
implementation is available on GitHub [22].

The evaluation shows that Lesser Evil can control the memory usage of an
Erlang node and an embedded Erlang system can avoid a major outage and
keep functioning under low memory conditions with the help of our approach.
We have confirmed that Lesser Evil’s negative impact on the overall system is
minimal, and Lesser Evil’s strategy is correct: it is able to identify and exe-
cute compensating actions on the components most responsible for the situation
without damaging the other components or the overall system.
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