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Conformal variational discretisation of infinite dimensional

Hamiltonian systems with gradient flow dissipation

Damiano Lombardi∗ Cecilia Pagliantini†

Abstract

Nonconservative evolution problems describe irreversible processes and dissipative effects
in a broad variety of phenomena. Such problems are often characterised by a conservative
part, which can be modelled as a Hamiltonian term, and a nonconservative part, in the form
of gradient flow dissipation. Traditional numerical approximations of this class of problem
typically fail to retain the separation into conservative and nonconservative parts hence leading
to unphysical solutions. In this work we propose a mixed variational method that gives a semi-
discrete problem with the same geometric structure as the infinite-dimensional problem. As a
consequence the conservation laws and the dissipative terms are retained. A priori convergence
estimates on the solution are established. Numerical tests of the Korteweg-de Vries equation and
of the two-dimensional Navier-Stokes equations on the torus and on the sphere are presented to
corroborate the theoretical findings.

1 Introduction

We consider time-dependent partial differential equations characterized by a conservative part,
expressed through a Hamiltonian term, and a gradient flow dissipation. The problem is as follows:
we look for u in a Hilbert space V over a Lipschitz continuous domain Ω ⊂ Rn, such that

∂tu = J (u)δH(u) + G(u)δS(u), in Ω, t > 0 (1.1)

supplied by the initial condition u(0) = u0 ∈ V and suitable boundary conditions encoded in V . In
the evolution equation (1.1), J (u) characterizes the conservative term and is a Poisson operator,
for any u ∈ V , while G(u) characterizes the dissipation and is a positive/negative semi-definite
self-adjoint operator. The function H : V → R plays the role of Hamiltonian, while S : V → R is a
produced/dissipated quantity.

Systems of the form (1.1) describe irreversible processes and dissipative effects in a broad variety
of phenomena. Examples are dissipative systems characterised by thermal conduction, electric
resistivity, viscous dissipation, and phenomena modelled by gradient flows [10, 15]. Problems

∗Sorbonne Université, Inria and CNRS, UMR 7598 Laboratoire Jacques-Louis Lions, Paris, France. (dami-
ano.lombardi@inria.fr).
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(1.1) can also model phenomena where energy is conserved but entropy production and viscous
heating are allowed. These processes are typical of a large variety of time-dependent systems out
of thermodynamic equilibrium such as complex fluids [19], geophysical fluids [6], climate models
[25], port-based networks [24], relativistic hydrodynamics and cosmology models [18], etc.. The
latter class comprises also dissipative Hamiltonian flows and evolution problems ensuing from the
Navier–Stokes equations, and kinetic models, like the Boltzmann equation and the Vlasov equation
with collisions [11], where energy, mass, and momentum are conserved and entropy is produced. The
formulation (1.1) includes also, as limit cases, Hamiltonian PDEs, obtained when G(u) vanishes,
and gradient flows, when J (u) is zero.

In the numerical discretization of problem (1.1) it is of crucial importance to retain the separa-
tion into a conservative part and a dissipative part to ensure a physically consistent approximation
of the solution. It is by now well established that formulating numerical approximations compatible
with the geometric structure underlying the model problem and not just approximating it yields
numerical discretizations with superior stability properties. The geometric discretization of Hamil-
tonian PDEs has received considerable attention, see [13] for a review and references, and, similarly,
structure-preserving approximations of dissipative evolution problems have been proposed both for
finite dimensional [20] and infinite dimensional problems [5]. By contrast the numerical approx-
imation of Hamiltonian systems with gradient flow dissipation is, to the best of our knowledge,
largely unexplored. The bulk of geometric discretizations for problems of the form (1.1) has fo-
cused on specific examples such as the Navier-Stokes equations [21, 27] or a specific subclass, such
as port-Hamiltonian systems [8].

In this work we derive a variational method for the numerical approximation of evolution
equations of the form (1.1) resulting in a semi-discrete problem with the same geometric structure
as the continuous problem, in particular the separation into a conservative and a dissipative part.
A recent contribution to this topic is the finite element in time discretization proposed in [2] where,
although the geometric structure of the problem is not preserved, dissipation laws and conservation
of general invariants are enforced via a particular choices of test functions. The approach we propose
in this work is to first introduce a mixed formulation that, under natural regularity assumptions on
the differential operators, is equivalent to the variation formulation of (1.1). Then a semi-discrete
problem is obtained from a conformal discretisation on VN ⊂ V of the aforementioned mixed
variational formulation. The resulting approximation is shown to be composed of a conservative
part characterized by a finite dimensional Poisson operator, and a dissipative part associated to
a finite dimensional symmetric positive/negative semi-definite operator. This structure implies
that, in the limit case G = 0, the discrete Hamiltonian is conserved and, in the limit case J = 0,
the discrete entropy is increasing. We also prove that: (i) the discretisation of the invariants of
motion of (1.1) yields invariants of motion of the semi-discrete problem; (ii) the kernel of the
operators J contained in the approximation space VN is preserved; (iii) the equilibria belonging
to VN are equilibria of the semi-discrete problem; and (iv) the semi-discretisation of a metriplectic
system remains metriplectic. In terms of accuracy of the approximation, we establish a priori error
estimates between the solution of the semi-discrete system and the solution of the continuous mixed
formulation.

The remainder of the paper is organised as follows. In Section 2 we introduce the mathematical
framework of evolution equations of the form (1.1) by first characterizing the properties of Hamil-
tonian PDEs and, then, of gradient flows. Section 3 pertains to the derivation of the variational
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formulation of problem (1.1) and its mixed variational formulation. Section 4 is the core part of
the paper where we introduce the proposed conformal variational discretisation based on the mixed
formulation of the problem, we prove the preservation of the geometric structure of the problem
and establish a priori error estimates. In Section 5 we discuss the temporal discretisation of the
semi-discrete problem. Several numerical tests on the Korteweg-de Vries equation and on the 2D
Navier-Stokes equation are presented in Section 6 to corroborate the theoretical results. Some
concluding remarks are drawn in Section 7.

2 Hamiltonian systems with gradient flow dissipation

2.1 Infinite dimensional Hamiltonian dynamics

The definition of Hamiltonian partial differential equations require the introduction of function
spaces endowed with a symplectic manifold structure and a characterization of the velocity field
describing the Hamiltonian flow. To this end we recall some important concepts and refer to, e.g.
[12], for a detailed introduction to the topic. First we introduce the concept of symplectic Hilbert
scales.

Definition 2.1 (Hilbert scale). Let X0 be a real Hilbert space with scalar product ⟨·, ·⟩ and a
Hilbert basis {ψk}k∈Z. Let {θk}k∈Z be a positive sequence such that θk → ∞ as |k| → ∞. For
any s ∈ Z, let Xs be a Hilbert space with norm and scalar product denoted by ∥·∥s and ⟨·, ·⟩s,
respectively, and defined as

⟨u, u⟩s = ∥u∥2s =
∑
k∈Z

| ⟨u, ψk⟩ |2θ2sk , ∀u ∈ Xs.

The collection {Xs}s∈Z is called Hilbert scale, where ⟨·, ·⟩0 := ⟨·, ·⟩.

Note that Xs ⊂ Xr for all s > r with compact and dense inclusion. Moreover, the spaces Xs

and X−s form a dual pair, that is

∥u∥s = sup{⟨u, v⟩ : v ∈ X−s ∩X0, ∥v∥−s = 1} ∀u ∈ Xs ∩X0,

so that the scalar product ⟨·, ·⟩ extends to a bilinear pairing Xs ×X−s → R.
For the characterization of a symplectic structure on Hilbert scales we need to introduce the

concept of morphism of order d.

Definition 2.2 (Morphism of order d). Let s0, s1 ∈ Z, s0 ≤ s1, be fixed and let {Xs}s∈Z be a
Hilbert scale. A linear map L :

⋂
s∈ZXs →

⋃
s∈ZXs defines a morphism of order d for s ∈ [s0, s1]

if ∥L∥s,s−d < ∞ for any s ∈ [s0, s1]. If the inverse map L−1 exists and defines a morphism of
order −d for s ∈ [s0 + d, s1 + d], then L is an automorphism of order d for s ∈ [s0, s1]. The
adjoint L∗ : Xd−s → X−s of a morphism of order d for s ∈ [s0, s1] is a morphism of order d for
s ∈ [d− s1, d− s0].

In particular, a bounded linear operator L : Xs0 → Xs0−d can be regarded as a morphism of
order d for s0.
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Let d ≥ 0 and Od be a non-empty open set in a Hilbert space Xd from a Hilbert scale {Xs}s∈Z.
For any u ∈ Od we identify the tangent space TuOd with Xd, and treat differential k-forms as
continuous functions

αu :
∧

kXd −→ R

that are multi-linear and skew-symmetric. In particular, 1-forms can be written as a(u)du(ξ) :=
⟨a(u), ξ⟩, for any ξ ∈ Xd, where a : Od → X−d and d is the exterior derivative; while 2-forms
can be written as ωu = A(u)du ∧ du such that ωu(ξ, η) := ⟨A(u)ξ, η⟩, for any ξ, η ∈ Xd, where
A(u) : Xd → X−d is a bounded self-adjoint operator. This implies that ωu : Xσ ×Xσ → R defines
a continuous skew-symmetric bilinear form if σ ≥ −d/2.

Given a Ck-smooth function F : Od ⊂ Xd → R, d ≥ 1, we consider the gradient map with
respect to the inner product ⟨·, ·⟩ as the Ck−1-smooth function

δF : Od → X−d such that ⟨δF(u), ξ⟩ = dF(u)ξ ∀ ξ ∈ Xd. (2.1)

A symplectic structure on the Hilbert scale can be introduced via the map J (u) : Xs+dJ → Xs,
with u ∈ Od, a skew-adjoint morphism of order dJ for s ∈ [−d−dJ , d] called operator of the Poisson
structure.

Definition 2.3 (Poisson bracket). Let F ,L be C1-smooth functions on Od. Assume that they
define gradient maps of orders d1 and d2 ≤ 2d such that d1 + d2 + dJ ≤ 2d. Then, the Poisson
bracket of F and L is the continuous (on Od) function

{F ,L} (u) = ⟨J (u)δF , δL⟩ ∀u ∈ Od.

The Poisson bracket is skew-symmetric since J is skew-adjoint. Moreover, it satisfies Leib-
niz rule {FL,H} = {F ,H}L + F {L,H} and the Jacobi identity {F , {L,H}} + {H, {F ,L}} +
{L, {H,F}} = 0, for any F ,L,H ∈ C1(Od).

The set Od endowed with the bracket {·, ·} forms a Poisson manifold, while the space C∞(Od)
of real-valued smooth functions over (Od, {·, ·}) together with the bracket {·, ·} forms a Lie algebra
[1, Proposition 3.3.17], called the Poisson algebra of Od.

Hilbert scales endowed with a Poisson structure provide the scaffolding for the definition of
Hamiltonian dynamics in infinite dimension. Such dynamics is described by a Hamiltonian vector
field as follows.

By the bilinearity of {·, ·} and the Leibniz rule, given a C1-smooth function H on Od, there
exists a locally unique vector field VH defined as the continuous map VH : Od → X−d−dJ such that

∀u ∈ Od LVH(u)F = {H,F} (u), ∀F ∈ C1(Od),

where LX denotes the Lie derivative with respect to the velocity field X. The vector VH(u) is called
the Hamiltonian vector field of H. Let iX denote the contraction operator with the vector field X.
Since, for any F ∈ C1(Od),

LVH(u)F = iVH(u)dF = dF VH(u) = −⟨VH(u), δF⟩

and {H,F} (u) = ⟨J (u)δH, δF⟩, it follows that VH(u) = J (u)δH(u).
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If the operator of the Poisson structure J (u) : Xs+dJ → Xs is an isomorphism, the operator
J (u) := −J −1(u) : Xs → Xs+dJ defines an skew-adjoint automorphism of order −dJ . Let us
consider the closed 2-form ωu := J (u)du ∧ du where J (u) : Xd → X−d depends C1-smoothly on
u ∈ Od and defines a linear isomoprhism J (u) : Xd → Xd+dJ for any dJ ≥ 0. The 2-form ω
supplies Od with a symplectic structure and J (u) is called operator of the symplectic structure.
The Hilbert scale {Xs}s∈Z endowed with the 2-form ω forms a so-called symplectic Hilbert scale,
denoted as ({Xs}s, ω). The Poisson bracket on the symplectic space (Od, ω) is defined as

{F ,L} (u) = ωu(VF , VL) ∀u ∈ Od.

To a C1-smooth function H on Od the symplectic structure ω corresponds the Hamiltonian
vector field VH defined as the continuous map VH : Od → X−d−dJ such that

∀u ∈ Od ωu(VH(u), ξ) = −dH(u)ξ ∀ξ ∈ TuOd ≃ Xd.

With this definition, the Hamiltonian vector field VH satisfies〈
J (u)VH(u), ξ

〉
= −⟨δH(u), ξ⟩ ,

and hence again VH(u) = J (u)δH(u). In particular, for any C1-smooth function H : Od × R → R,
we denote by VH the non-autonomous vector field VH(u, t) = J (u)δH(u, t). The corresponding
Hamiltonian equation is

u̇(t) = VH(u, t) = J (u)δH(u, t). (2.2)

A partial differential equation, supplemented by appropriate boundary conditions, is called a
Hamiltonian PDE if, under a suitable choice of a symplectic Hilbert scale ({Xs}s, ω), a domain
Od ⊂ Xd and a Hamiltonian H, it can be written in the form (2.2).

A vector field VH on a manifold Od determines a phase flow, namely a one-parameter group of
diffeomorphisms Φt

VH
: Od → Od satisfying dtΦ

t
VH

(u) = VH(Φ
t
VH

(u)) for all t ∈ T and u ∈ Od, with

Φ0
VH

(u) = u.
Hamiltonian dynamics is characterized by the existence of differential invariants, and symmetry-

related conservation laws.

Definition 2.4 (Invariants of motion). A function I ∈ C∞(Od) is an invariant of motion of the
dynamical system with flow map Φt

VH
if {I,H} (u) = 0 for all u ∈ Od. Consequently, I is constant

along the orbits of VH.

The Hamiltonian function, if time-independent, is an invariant of motion. A particular subset
of the invariants of motion of a dynamical system is given by the Casimir invariants, i.e. functions
on Od which {·, ·}-commute with every other function on Od.

Definition 2.5 (Casimir invariants). If g is a Lie algebra with Lie product {·, ·} , the centralizer
of a subset U of g is defined as Cg(U) := {C ∈ g : {C,F} = 0 for all F ∈ U}. The centralizer Cg(g)
of the Lie algebra itself is called the centre of g and its elements are called Casimir functions.
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2.2 Gradient flow dissipation

In this work we consider dissipation mechanisms in form of gradient flows. Since the seminal
work [10], numerous contributions in the literature investigated the geometry and the behaviour
of dissipative partial differential equations. Far from being exhaustive, we refer to [22, 16, 3] for a
detailed discussion of the topic.

Leveraging the existence theory for gradient flows in Banach spaces, the Rothe method [14] in
particular, we formulate the following gradient flow. Let V be a reflexive Banach space and let W
be a Hilbert space, with inner product ⟨·, ·⟩ and norm ∥·∥W , and such that the injection V ↪→W is
continuous so that we can identify the Gelfand triple V ⊂ W ⊂ V ′. Let us formulate a discrete in
time gradient flow (whose limit is the continuous time gradient flow). Let E : V → R be a Fréchet
differentiable convex functional. Let τ > 0, and v ∈ V , we define

u = arg inf
ũ∈V

(1
2
⟨ũ− v, ũ− v⟩+ τE(ũ)

)
.

The functional augmented by the norm of the Hilbert space is clearly convex and Fréchet differen-
tiable. The Euler-Lagrange equations read as follows:

⟨u− v + τδE(u), z⟩ = 0 ∀z ∈ V.

Since the above expression holds for any z ∈ V , we take z = u− v and get

∥u− v∥2W + τ ⟨δE(u), u− v⟩ = 0,

which gives

⟨δE(u), v − u⟩ = 1

τ
∥u− v∥2W ≥ 0. (2.3)

Let us now exploit the convexity of the functional E to show that the energy is dissipated. The
convexity of E gives, for ϑ ∈ [0, 1] and u, v ∈ V , that E ((1− ϑ)u+ ϑv) ≤ (1−ϑ)E(u)+ϑE(v). This
entails ϑ−1 [E (u+ ϑ(v − u))− E(u)] ≤ E(v)− E(u) for any ϑ ∈ [0, 1]. In the limit ϑ→ 0,

⟨δE , v − u⟩ ≤ E(v)− E(u).

Using (2.3) yields

0 ≤ 1

τ
∥u− v∥2W ≤ E(v)− E(u),

which clearly shows that E(u) ≤ E(v). The continuous gradient flow is the limit, for τ → 0, of
the time discrete gradient flow and it enjoys the same property of energy dissipation. Its weak
formulation can be stated as follows: for all v ∈ V

⟨∂tu, v⟩+ ⟨δE , v⟩ = 0.

We can show that there exists a unique solution u ∈ Lp(T , V ) of this problem.
In the present work we consider gradient flows with respect to a (potentially singular) metric.

Let S = −E be a concave functional and G(u) be a positive semi-definite self-adjoint operator. This
gives rise to the following formulation:

∂tu = G(u)δS(u).
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Let us consider the case in which G(u) has an inverse G(u)−1. In such a case, the gradient flow can
be considered as the continuous limit of the following discrete in time gradient flow

u = arg inf
ũ∈V

(1
2

〈
ũ− v,G(v)−1(ũ− v)

〉
− τS(ũ)

)
.

We can show that the quantity S is non-decreasing.
Let us consider the case in which V = X0 is a Hilbert space, S : X0 → R is the entropy, and

G(u) : X−s → Xs is a linear self-adjoint operator. The equation for the time evolution of the
entropy reads

dtS = ⟨δS,G(u)δS⟩ ≥ 0.

It is possible to introduce a positive semi-definite bilinear form (·, ·) : V × V → R defined as(
F ,L

)
(u) = ⟨G(u)δF , δL⟩ ∀u ∈ V, F ,L : V → R. (2.4)

We present some examples of dissipation terms, obtained as a gradient flow.

Example 2.1 (Heat equation). Let Ω ⊂ Rn be a Lipschitz continuous domain. We consider the
heat flow in the following setting: W = X0 = L2(Ω) and u ∈ H1

0 (Ω) = X1 = V . By Rellich-
Kondrakov theorem, the injection V ↪→ W is compact. Let G(u) = −∆ with domain H1

0 (Ω) and
let

S(u) = −1

2

∫
Ω
u2 dx.

Since its Fréchet derivative is δS = −u one gets

dtS = −
∫
Ω
u∆u dx =

∫
Ω
∇u · ∇u dx.

We obtain, as entropy evolution, the classical evolution of the L2 norm of the solution of the heat
equation.

The classical formulation of the heat equation as a gradient flow is the following. Let W =
X0 = L2(Ω) and V = X1 = H1

0 (Ω) as above. The entropy is the negative Dirichlet energy:

S(u) = −1

2

∫
Ω
|∇u|2 dx.

Its Fréchet derivative is δS = ∆u ∈ V ′. The operator G(u) is the identity, and for all z ∈ H1
0 (Ω):

⟨∆u, z⟩ = −⟨∇u,∇z⟩ .

Remark that when we take z = u we get: ⟨δS(u), u⟩ ≤ 0.

Example 2.2 (Double bracket dissipation). Another example of dissipation structure is provided
by the so-called double bracket, see e.g. [4, 23]. In this formulation, the dissipation operator is

given by G = −J 2 or G = −J 2
, where J and J are the Poisson and symplectic operators defined

in Section 2.1. Let us show that the operator G = −J 2 is positive definite and self-adjoint. Let
v, ξ ∈ Xs+dJ , it holds:

⟨G(u)v, ξ⟩ = −
〈
J 2(u)v, ξ

〉
= −⟨J (u)v,J ∗(u)ξ⟩ = ⟨J (u)v,J (u)ξ⟩ ≥ 0.
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The symmetry follows by considering that:

−
〈
J 2(u)v, ξ

〉
= ⟨J (u)v,J (u)ξ⟩ = −⟨J ∗(u)v,J (u)ξ⟩ = −

〈
v,J 2(u)ξ

〉
.

This is enough to show that the operator J 2 induces an increase in the entropy functional and,
therefore, it represents a candidate to describe dissipation mechanisms. Remark that, if we can
consider, as the entropy, S = −H, the double bracket dissipates the total energy (Hamiltonian) of
the system.

2.3 Hamiltonian systems with gradient flow dissipation

The focus of this work is on Hamiltonian partial differential equations that are supplied by a
gradient flow dissipation. The setting is as follows: let us consider the Gelfand triple V ⊂W ⊂ V ′.
Here, in particular, we consider the case V = Xs, W = X0, V

′ = X−s with s ∈ N \ {0}, and where
{Xs}s∈Z is a Hilbert scale with ⟨·, ·⟩ denoting the inner product in X0. Let T := (0, T ] ⊂ R be a
bounded temporal interval. We consider the evolution equation (1.1), namely: find u ∈ Lp(T , V )
such that

∂tu = J (u)δH(u) + G(u)δS(u), t ∈ T ,

supplied by the initial condition u(0) = u0 ∈ V and suitable boundary conditions that we assume to
be encoded in the definition of the space V . Moreover, we assume that the functions H,S : Xs → R
satisfy H(u),S(u) < +∞ for any u ∈ V . Further, the Poisson structure J and the operator G
satisfy the conditions of Sections 2.1 and 2.2 and are such that J (u)δH ∈ X−s and G(u)δS ∈ X−s

for any u ∈ V .
With a small abuse of notation, we will refer to the function S appearing in the generic evolution

equation (1.1) as “entropy” even if the physical interpretation of such quantity might differ based
on the particular example considered.

We present some examples of Hamiltonian systems with a dissipative term.

Example 2.3 (Advection-diffusion equation). Let us consider the advection-diffusion equation

∂tu+ v · ∇u−∆u = 0

in a Lipschitz continuous spatial domain Ω ⊂ Rn, with constant velocity v and homogeneous
Dirichlet boundary conditions. Let W = X0 = L2(Ω) and V = X1 = H1

0 (Ω). Let us define
H : X1 → R as

H(u) =
1

2

∫
Ω
|u|2 dx.

Then, the Fréchet derivative of H is δH(u) = u. We also introduce the operators G(u) = G = ∆,
with domain V and J (u) = J = −v · ∇. It holds J δH(u) = −v · ∇u ∈ W ⊂ V ′, and GδH(u) =
∆u ∈ V ′. Thus, the advection-diffusion problem can then be cast as

∂tu = (J + G)δH(u).

The kinetic energy of the system dissipates. Indeed

dtH =

∫
Ω
u∆u dx = −

∫
Ω
|∇u|2 dx.
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Example 2.4 (Isentropic KdV equation). Let us consider the Korteweg-de Vries equation

∂tu+ αu∂xu+ η∂3xu = ν∂2xu (2.5)

in a Lipschitz continuous spatial domain Ω ⊂ Rn with periodic boundary conditions. We assume
that α, η, ν are positive bounded constants.

Let W = X0 = L2(Ω) and V = X1 = H1(Ω), we introduce the quantities

J (u) = J = −∂x, H(u) =

∫
Ω

(
α

6
u3 − η

2
(∂xu)

2

)
dx.

The Fréchet derivative of the Hamiltonian reads

δH(u) =
α

2
u2 + η∂2xu.

For the KdV equation in Gardner’s bracket formulation [7], a possible entropy is given by

S(u) =
∫
Ω
u dx.

This can be interpreted as the mass of the wave (especially when considering solitons). When
having periodic boundary conditions, or a closed system, it is therefore natural to consider an
evolution equation which preserves the mass, dtS = 0, and dissipates an energy.

Let the operator G(u) : V ′ → R be defined as G(u)v = νv∂2xu for any v ∈ V ′. Then the KdV
equation (2.5) can be cast as in (1.1). In this setting the entropy is conserved since it holds

dtS(u) = ⟨δS, ∂tu⟩ = ⟨1,J δH⟩+ ν
〈
1, ∂2xu

〉
= 0,

in view of the periodic boundary conditions and the fact that 1 ∈ ker(J ).
The kinetic energy of the system

E(u) =
∫
Ω

u2

2

instead dissipates since

dtE(u) = ⟨δE , ∂tu⟩ =
〈
u,−α∂xu− η∂3xu

〉
+ ν

〈
u, ∂2xu

〉
= −ν∥∂xu∥2W ≤ 0.

Although the Hamiltonian evolution does not have a definite sign, it is possible to show that what
dissipates is the Hamiltonian of the so-called boosted soliton, that is the energy given by the
Hamiltonian augmented by the kinetic energy of a reference frame moving at a certain velocity
β > 0, that is

Ê(u) = H(u) + β

∫
Ω

u2

2
.

It is possible to show that there exists β0 such that, for all β > β0, we have dtÊ < 0. Indeed,

dtÊ =
〈
δÊ , ∂tu

〉
= ⟨δH, ∂tu⟩+ β ⟨u, δE⟩ = νη∥∂2xu∥2W +

να

2

〈
∂2xu, u

2
〉
− νβ∥∂xu∥2W .
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Moreover, an equilibrium solution is given by

u∗ = ϱ0 =
1

|Ω|

∫
Ω
u dx,

and the mass is simply S = S0 = ϱ0|Ω|. Indeed, we have

δH|u∗ =
α

2
ϱ20, and ∂2xu0 = 0,

and, hence,

∂tu∗ =
α

2
J ϱ20 = 0,

since the constant function is in the kernel of the operator.

2.3.1 The case of metriplectic or GENERIC systems

A special subclass of problems that can be described via (1.1) is the one where the dynamics is
generated by both a Hamiltonian and an entropy function. The corresponding geometric formalism
has been introduced under the name of metriplectic structure [17] in plasma physics and GENERIC
formalism [9] in the context of non-equilibrium thermodynamics.

Metriplectic systems are characterized by an evolution equation as in (1.1), and further equipped
with so-called mutual degeneracy conditions, namely

G(u)δH(u) = 0 and J (u)δS(u) = 0 ∀u ∈ V. (2.6)

Note that, in view of the skew-adjointness of the operator J and the self-adjointness of G, these
conditions imply that {H,S} (u) = (H,S)(u) = 0 for any u ∈ V . This, in turn, ensures that the
Hamiltonian H is a conserved quantity of motion while the entropy S increases in time. Indeed,

dtH(u) = ⟨δH(u), ∂tu⟩ = {H,H} (u) + (H,S)(u) = 0.

dtS(u) = ⟨δS(u), ∂tu⟩ = −{H,S} (u) + (S,S)(u) ≥ 0.

3 The variational formulation of the problem

The variational formulation of the evolution problem (1.1) reads: Given u0 ∈ V , find u ∈ Lp(T , V )
such that

⟨∂tu, v⟩ = ⟨J (u)δH(u), v⟩+ ⟨G(u)δS(u), v⟩ , ∀ v ∈ V.

Since J (u) is skew-adjoint and G(u) is self-adjoint, we can rewrite the weak formulation as

⟨∂tu, v⟩ = −⟨δH(u),J (u)v⟩+ ⟨δS(u),G(u)v⟩ , ∀ v ∈ V. (3.1)

Equation (3.1) is the starting point to derive a mixed variational formulation, detailed in the next
section.
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3.1 Mixed formulation

Let s, d, e ∈ N \ {0}. Let Z = Xs−d and Y = Xs−e. Remark that, under these assumptions,
V = Xs is dense in Y, Z. In the following, we are going to assume that δH ∈ Z ′ = X−s+d and
δS ∈ Y ′ = X−s+e.

The mixed formulation reads: Given u0 ∈ V , find (u, z, y) ∈ C1(T ;V )×C0(T ;Z ′)×C0(T ;Y ′)
such that 

⟨∂tu, v⟩ = −⟨z,J (u)v⟩+ ⟨y,G(u)v⟩ , ∀ v ∈ V

⟨z − δH(u), v⟩ = 0, ∀ v ∈ V,

⟨y − δS(u), v⟩ = 0, ∀ v ∈ V.

(3.2)

3.1.1 Equivalence of the variational and mixed formulations

Let us consider the subspaces KZ ,KY ⊂ V defined as

KZ := {u ∈ V : J (u)v ∈ Z for all v ∈ V and δH ∈ Z ′},
KY := {u ∈ V : G(u)v ∈ Y for all v ∈ V and δS ∈ Y ′}.

Moreover, we define K = KZ ∩KY .

Lemma 3.1. Let ξ ∈ Z ′ and u ∈ KZ . If ⟨ξ, v⟩ = 0 for all v ∈ V , then

⟨ξ,J (u)v⟩ = 0, ∀ v ∈ V.

Proof. Let ṽ ∈ V . Adding and subtracting this element to the second component of the inner
product gives

| ⟨ξ,J (u)v⟩ | = | ⟨ξ, ṽ⟩+ ⟨ξ,J (u)v − ṽ⟩ |.

The first term of the right-hand side vanishes by hypothesis, since ṽ ∈ V . The second term can be
bounded, using Hölder’s inequality, as

| ⟨ξ,J (u)v − ṽ⟩ | ≤ ∥ξ∥Z′∥J (u)v − ṽ∥Z .

Since V is dense in Z we can choose ṽ in such a way that the second term vanishes, and the
conclusion follows.

Remark that, by using the same density argument, we can prove that, given ζ ∈ Y ′ and u ∈ KY ,
if ⟨ζ, v⟩ = 0 for all v ∈ V then ⟨ζ,G(u)v⟩ = 0.

Proposition 3.2. If the solution t ∈ T 7→ u(t) ∈ V of the mixed formulation (3.2) belongs to
K = KZ ∩KY ⊂ V , then the mixed formulation is equivalent to the weak formulation (3.1) of the
evolution equation (1.1).

Proof. By virtue of the result of Lemma 3.1, the solution (u(t), z(t), y(t)) ∈ V × Z ′ × Y ′ of the
mixed formulation (3.2) satisfies, for any t ∈ T , ⟨z − δH,J (u)v⟩ = 0, and ⟨y − δS,G(u)v⟩ = 0 for
any v ∈ V . From the first equation of (3.2), we thus get, for any v ∈ V ,

⟨∂tu, v⟩ = −⟨z,J (u)v⟩+ ⟨y,G(u)v⟩ = −⟨δH,J (u)v⟩+ ⟨δS,G(u)v⟩ .
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4 The semi-discrete problem

4.1 Conformal variational discretisation

Under the assumption that V is dense in both Z ′ and Y ′ (s ≥ d/2, e/2), we build a conformal
variational discretisation of the mixed formulation (3.2) by introducing a finite dimensional subspace
VN ⊂ V , dense in V . LetN ∈ N∗ and {vi}1≤i≤N be a basis of VN . We restrict the mixed formulation
by taking test functions which belong to VN . Moreover, by considering a Galerkin method, we look
for numerical approximations uN , zN , yN in VN . Let a, b, c : T → RN , we write the numerical
approximation of the solution, for any (t, x) ∈ R+ × Ω, as:

uN (t, x) =
N∑
i=1

ai(t)vi(x), zN (t, x) =
N∑
i=1

bi(t)vi(x), yN (t, x) =
N∑
i=1

ci(t)vi(x).

This leads to the following discretisation of the mixed formulation (3.2):

N∑
j=1

⟨vj , vi⟩ dtaj = −
N∑
j=1

(
⟨vj ,J (uN )vi⟩bj + ⟨vj ,G(uN )vi⟩cj

)
, 1 ≤ i ≤ N,

N∑
j=1

⟨vj , vi⟩bj − ⟨δH(uN ), vi⟩ = 0, 1 ≤ i ≤ N,

N∑
j=1

⟨vj , vi⟩cj − ⟨δS(uN ), vi⟩ = 0, 1 ≤ i ≤ N.

(4.1)

In order to rewrite the discrete formulation of the problem, let us introduce the following
Lemma.

Lemma 4.1. Let uN ∈ VN and let a ∈ RN be the coefficients representing uN in the basis {vi}1≤i≤N .

Let H,S : RN → R be defined as

H(a) = H(uN ) = H

(
N∑
i=1

aivi

)
, and S(a) = S(uN ) = S

(
N∑
i=1

aivi

)
.

Then, the Fréchet derivatives of H and S, evaluated in uN ∈ VN , are such that

∂aiH(a) = ⟨δH(uN ), vi⟩, ∂aiS(a) = ⟨δS(uN ), vi⟩, ∀ 1 ≤ i ≤ N.

Proof. The proof is performed by direct computation starting from the definition of the Fréchet
derivative. For all v ∈ V , it holds

⟨δH(u), v⟩ = lim
ϑ→0

H(u+ ϑv)−H(u)

ϑ
.

When u = uN ∈ VN , the variation is restricted to v ∈ VN , v =
∑N

j=1 qjvj , and we can write

⟨δH(uN ), v⟩ = lim
ϑ→0

H(uN + ϑv)−H(uN )

ϑ
= lim

ϑ→0

H
(∑N

j=1(aj + ϑqj)vj

)
−H(uN )

ϑ
.
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Since {qj}1≤j≤N is arbitrary, we can take qj = δij and get:

⟨δH(uN ), vi⟩ = lim
ϑ→0

H
(∑N

j=1(aj + ϑδij)vj

)
−H

(∑N
j=1 ajvj

)
ϑ

= ∂aiH(a).

The proof for the Fréchet derivative of S is analogous.

We introduce the following matrices: the mass matrix M ∈ RN×N , and J(a) ∈ RN×N and
G(a) ∈ RN×N which are the representation of the symplectic and metric operators, respectively.
Their components read, for any 1 ≤ i, j ≤ N ,

Mi,j = ⟨vj , vi⟩ , J(a)i,j = ⟨J (uN )vj , vi⟩ , G(a)i,j = ⟨G(uN )vj , vi⟩ . (4.2)

With this notation and the results of Lemma 4.1, the semi-discrete (in space) mixed formulation
of the problem can be written as:

Mdta(t) = J(a(t))b(t) +G(a(t))c(t)

Mb(t)−∇H(a(t)) = 0,

Mc(t)−∇S(a(t)) = 0.

(4.3)

4.2 Geometric structure of the semi-discrete problem

In the next Lemma we prove that the the discretisation of the continuous Poisson bracket from
Definition 2.3 yields a bilinear form that is still a Poisson bracket.

Lemma 4.2. Let
Ĵ(a) :=M−1J(a)M−1 ∀ a ∈ RN . (4.4)

Let the bilinear form {·, ·}h : C1(RN )× C1(RN ) → C1(RN ) be defined as:

{F,L}h (a) = ∇aF
T (a)Ĵ(a)∇aL(a),

where F,L : RN → R are real valued functions in C1(RN ). Let F ,L : V → R be two functionals,
such that, for all elements uN ∈ V with uN =

∑N
i=1 aivi, it holds F(uN ) = F (a) and L(uN ) = L(a).

Then,

1. {F,L}h is the restriction to VN ⊂ V of the continuous Poisson bracket {F ,L}.

2. {·, ·}h is a Poisson bracket, namely it is skew-symmetric, it satisfies the Leibniz identity and
the Jacobi identity.

Proof. Let F ,L : V → R and u = uN ∈ VN . Then δF(uN ) =
∑N

i=1 fivi where fi, by virtue of
Lemma 4.1, are the components of the vector f = M−1∇aF (a). Similar considerations can be
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made for δL. Using Definition 2.3 of the Poisson bracket, it holds

{F ,L}(uN ) = ⟨J (uN )δF , δL⟩ (uN ) =
N∑

i,j=1

⟨J (uN )fivi, ℓjvj⟩

=

N∑
i,j,k,m=1

M−1
ik M

−1
jm ⟨J (uN )vi, vj⟩ ∂akF (a)∂amL(a)

=
N∑

k,m=1

(
∇aF

)
k
(a)

 N∑
i,j=1

M−1
ki J(a)ijM

−1
mj

(∇aL
)
m
(a) = {F,L}h (a).

It is easy to show that {·, ·}h is skew-symmetric and satisfies the Leibniz identity. The second item
follows from the fact that the continuous bracket satisfies the Jacobi identity.

Observe that an analogous result holds for the bilinear form associated with G. Indeed, the
bilinear form (2.4) restricted to VN gives

(
F ,L

)
(uN ) = ⟨G(uN )δF , δL⟩ (uN ) =

N∑
k,m=1

(
∇aF

)
k
(a)

 N∑
i,j=1

M−1
ki G(a)ijM

−1
mj

(∇aL
)
m
(a).

The discrete positive semi-definite bilinear form associated with (2.4) is then(
F,L

)
h
(a) = ∇F (a)⊤Ĝ(a)∇L(a), Ĝ(a) :=M−1G(a)M−1, ∀ a ∈ RN .

We are now in the position of proving the main results of the present work. In particular, we
are going to show that the semi-discrete in space mixed formulation (4.3) is a finite dimensional
Hamiltonian system with a dissipation mechanism in the form of a finite dimensional gradient flow.
We are going to separate the proof in two propositions, treating the cases J (u) = 0 and G(u) = 0
separately.

Proposition 4.3. Let G(u) = 0. Then, the mixed formulation (4.3):

1. It is a consistent semi-discretised form of the continuous Hamiltonian system obtained by
setting G(u) = 0 in (1.1).

2. It is Hamiltonian, with the discrete Poisson bracket defined in Lemma 4.2.

Proof. Since G(u) = 0 we can restrict to the first and second equations of the mixed formulation
(4.3) and take c = 0.

From the second equation we have b =M−1∇H(a), that we can substitute into the first equation
and get

dta =M−1J(a)M−1∇H(a) = Ĵ(a)∇H(a),

and this concludes the first part of the proof.
Moreover, Lemma 4.2 ensures that Ĵ(a) is a discrete Poisson tensor. This is enough to conclude

that the system is a finite dimensional Hamiltonian system.
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Let us now prove that the discretisation of the gradient flow leads to a finite dimensional gradient
flow.

Proposition 4.4. Let J (u) = 0. Then, the mixed formulation (4.3):

1. It is a consistent semi-discretised form of the continuous gradient flow system obtained by
setting J (u) = 0 in (1.1).

2. It is a finite dimensional gradient flow for the entropy S.

Proof. Since J (u) = 0 we can simply set b = 0 and consider the first and third equations in the
mixed formulation (4.3). Replacing c =M−1∇S(a) into the mixed formulation yields

dta =M−1G(a)M−1∇S(a) = Ĝ(a)∇S(a).

Let us remark that G(a) is a symmetric positive semi-definite matrix by construction and M is
symmetric and positive definite. Then the discrete dissipation tensor Ĝ(a) is symmetric positive
semi-definite. This implies that the discrete system entropy S(a) cannot decrease:

dtS(a) = ∇S⊤(a)Ĝ(a)∇S(a) ≥ 0,

and this concludes the proof.

4.3 Conservation properties of the semi-discrete problem

Another interesting question concerns the quantities which are conserved at discrete level by the
mixed discretisation we have described. Concerning the Hamiltonian part, a major role is played
by the Casimirs of the system.

Proposition 4.5. Let u ∈ V and G(u) = 0. The following holds:

1. If, for any u ∈ V , ker(J (u)) has finite dimension r ≤ N , and ker(J (u)) ⊂ VN , then, for any
a ∈ RN , Ĵ(a) has a kernel of dimension r, and the discretisations of the continuous Casimirs
are discrete Casimirs.

2. If, for any u ∈ V , ker(J (u)) ⊥V VN , then the restriction of any Casimir to VN is a constant
function.

Proof. Let F : V → R be a Casimir of J that is

{F , C} (u) = ⟨J (u)δF(u), δC(u)⟩ = 0 ∀u ∈ V, C : V → R.

If ker(J (u)) ⊂ VN for any u ∈ V , then the Fréchet derivative δF of the Casimir F belongs to V ′
N .

This means that we can write

δF(uN ) =
N∑
j=1

fjvj ∀uN =
N∑
j=1

ajvj ,

where fj = fj(a) = (M−1∇F (a))j , and F (a) = F(uN ).
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Moreover, since F is a Casimir, it holds

0 = ⟨J (uN )δF(uN ), v⟩ =
N∑
j=1

fj(a) ⟨J (uN )vj , v⟩ , ∀uN ∈ VN , v ∈ V.

Taking v = vi, we get (J(a)f(a))i = 0. This implies that the vector f(a) =M−1∇F (a) belongs to
the kernel of J(a), for any a ∈ RN , and, hence,∇F (a) belongs to the kernel of Ĵ(a) =M−1J(a)M−1.
This concludes the first part of the proof.

Concerning the second item, let us proceed by contradiction. Let us assume that the dis-
crete Casimir F depends on a so that ∇F (a) is, in general, different from zero. It follows that
there exists a function δF ∈ VN such that its coefficients in the basis {vi}Ni=1 are given by
fi =

∑N
l=1M

−1
il ∂alF (a). This function is the Fréchet derivative of a functional F restricted to

VN . For F to be a Casimir, it must hold: δF ∈ ker(J (u)). This could be possible only if at least
part of the kernel is in VN , hence contradicting the hypothesis.

Proposition 4.6 (Conservation of invariants). Let K ⊆ V be the phase space of problem (1.1).
Assume that K is convex and contains the origin. Let F : K → R be an invariant of motion of
problem (1.1) as in Definition 2.4. Let F : RN → R be a real valued function belonging to C1(RN )
defined as F (a) = F(uN ) for any uN =

∑N
i=1 aivi ∈ VN ⊂ K. Then, F is an invariant of motion

of the semi-discrete problem (4.3).

Proof. Let uN ∈ VN . Since F is an invariant of (3.2) it holds {F ,H} (uN ) + (F ,S)(uN ) = 0. This
is equivalent to {F,H}h (a) + (F, S)h(a) = 0. Since uN is chosen arbitrary, F is an invariant of
motion of the semi-discrete problem (4.3).

Next result shows that the equilibria of (1.1) belonging to the approximation space VN are
equilibria of the semi-discrete problem.

Proposition 4.7. Let u∗ ∈ V be an equilibrium point of problem (1.1) that is

J (u∗)δH(u∗) + G(u∗)δS(u∗) = 0.

If u∗ belongs to VN , then it is equilibrium point of the semi-discrete system (4.1).

Proof. Since u∗ ∈ VN it can expressed as u∗ =
∑N

i=1 a
∗
i vi. Moreover, since u∗ is equilibrium point

it holds ⟨f(u∗), v⟩ = 0 for any v ∈ V , where f(u) := J (u)δH(u)+G(u)δS(u) for any u ∈ V . Taking
v = vi ∈ VN yields

0 = ⟨f(u∗), vi⟩ =
N∑
j=1

bj ⟨J (u∗)vj , vi⟩+
N∑
j=1

cj ⟨G(u∗)vj , vi⟩

=

N∑
j=1

bjJ(a
∗)ij +

N∑
j=1

cjG(a
∗)ij =

(
J(a∗)b+G(a∗)c

)
i
.

Since b = M−1∇H(a∗) and c = M−1∇S(a∗), one has J(a∗)M−1∇H(a∗) +G(a∗)M−1∇S(a∗) = 0
and the conclusion follows.
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4.3.1 The case of metriplectic or GENERIC systems

The mixed variational formulation (3.2) holds also for the metriplectic systems introduced in Sec-
tion 2.3.1. The mutual degeneracy conditions are imposed weakly as

⟨G(u)δH(u), w⟩ = 0 and ⟨J (u)δS(u), w⟩ = 0 ∀u,w ∈ V. (4.5)

The semi-discretisation of problem (3.2) in VN ⊂ V can be performed as in (4.3) for metriplectic
systems as well. Moreover, the mutual degeneracy conditions (4.5) are discretised by imposing
w = vi ∈ VN and taking uN ∈ VN ; this yields

0 = ⟨G(uN )δH(uN ), vi⟩ =
N∑

j,k=1

M−1
jk ∂akH(a) ⟨G(uN )vj , vi⟩ = (G(a)M−1∇H(a))i, (4.6)

and analogously J(a)M−1∇S(a) = 0 for all a ∈ RN . The resulting semi-discrete system remains
metriplectic, as shown in the next result.

Proposition 4.8. The semi-discrete in space mixed formulation (4.3) together with the conditions
(4.6) is a finite dimensional metriplectic system.

Proof. Following the reasoning in the proofs of Propositions 4.3 and 4.4, the semi-discrete system
reads

dta(t) = Ĵ(a(t))∇H(a(t)) + Ĝ(a(t))∇S(a(t)).

Moreover, the discretisation of the mutual degeneracy conditions (4.6) yields

Ĝ(a)∇S(a) = 0 and Ĵ(a)∇S(a) = 0. (4.7)

As a consequence of the previous result, the Hamiltonian H is a conserved quantity and S is
increasing. Indeed, from (4.7), it holds

(H,S)h(a) = ∇H(a)⊤Ĝ(a)∇S(a) = 0,

{H,S}h (a) = ∇H(a)⊤Ĵ(a)∇S(a) = 0.

The results follows from the skew-symmetry of Ĵ(a) and the positive semi-definiteness of Ĝ(a), for
any a ∈ RN .

4.4 A priori error estimates

Other than the preservation of the geometric structure, the convergence of the numerical discreti-
sation is clearly a crucial point in the approximation of (1.1). In this section we prove that the
semi-discrete formulation converges towards the continuous mixed formulation of the problem.
Moreover, we prove that the solution uN converges towards the continuous solution u in the W
norm, i.e. limN→∞ ∥u− uN∥W = 0. The proof of this result is based on two main hypotheses:
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(H1) The Fréchet derivatives δH and δS are continuous: there exist cH , cS > 0 such that:

∥δH(u)∥Z′ ≤ cH∥u∥V , and ∥δS(u)∥Y ′ ≤ cS∥u∥V .

(H2) The map u ∈ V 7→ J (u) ∈ L(Z ′
, V ′) is Lipschitz continuous. There exists a constant cJ > 0

such that:
∥J (u)− J (v)∥L(Z′ ,V ′ ) ≤ cJ∥u− v∥V

Analogously, concerning the dissipation, we assume that the map u ∈ V 7→ G(u) ∈ L(Y ′
, V ′)

is Lipschitz continuous. There exists a constant cG > 0 such that:

∥G(u)− G(v)∥L(Y ′ ,V ′ ) ≤ cG∥u− v∥V

Proposition 4.9 (Convergence of the semi-discretisation scheme). Let s, d, e ∈ N \ {0}, s ≥
d/2, e/2. Let Z = Xs−d and Y = Xs−e. Under the hypotheses (H1) and (H2), the solution
uN (t) ∈ VN of the semi-discrete system (4.3) converges to the solution of the continuous mixed
formulation (3.2): For any t ∈ T ,

lim
N→∞

∥u(t)− uN (t)∥W = 0.

Proof. In what follows, for the sake of compactness of the notation, we omit the time dependence
on u(t), z(t), y(t) and write simply u, z, y.

Let P,Q,R be three residual functions, orthogonal to VN , that is, ⟨P, vN ⟩ = 0, ⟨Q, vN ⟩ = 0, and
⟨R, vN ⟩ = 0, for any vN ∈ VN . When testing the numerical approximation of the mixed problem
(4.1) against a generic element of the space, v ∈ V , we get:

⟨∂tuN , v⟩ = ⟨J (uN )zN + G(uN )yN +Q, v⟩ ,
⟨zN − δH(uN )− P, v⟩ = 0,

⟨yN − δS(uN )−R, v⟩ = 0.

(4.8)

Let the error be the function e = u − uN where u is solution of the mixed formulation (3.2) and
uN is solution of (4.8). We derive the mixed formulation for the error by taking the difference of
the mixed formulation for the solution u and the one for its numerical approximation uN : for any
v ∈ V , 

⟨∂te, v⟩ = ⟨J (u)z + G(u)y − J (uN )zN − G(uN )yN −Q, v⟩ ,
⟨z − zN − δH(u) + δH(uN ) + P, v⟩ = 0,

⟨y − yN − δS(u) + δS(uN ) +R, v⟩ = 0.

As a particular test function, we choose v = e and get
⟨∂te, e⟩ = ⟨J (u)z + G(u)y − J (uN )zN − G(uN )yN −Q, e⟩ ,
⟨z − zN − δH(u) + δH(uN ) + P, e⟩ = 0,

⟨y − yN − δS(u) + δS(uN ) +R, e⟩ = 0.
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From the first equation, by making use of Hölder inequality, we can write:

1

2
∂t∥e∥2W ≤ ∥J (u)z + G(u)y − J (uN )zN − G(uN )yN∥V ′∥e∥V + ∥Q∥V ′∥e∥V .

We focus on the first term on the right-hand side. By means of the triangular inequality we can
separate the Hamiltonian and dissipative parts,

∥J (u)z + G(u)y − J (uN )zN − G(uN )yN∥V ′ ≤ ∥J (u)z − J (uN )zN∥V ′ + ∥G(u)y − G(uN )yN∥V ′ .

We can treat the terms separately. Concerning the first term, we add and subtract J (u)zN and
make use of the triangular inequality:

∥J (u)z − J (uN )zN∥V ′ ≤ ∥J (u)(z − zN )∥V ′ + ∥(J (u)− J (uN ))zN∥V ′ .

Using the continuity of J (u) with respect to u (hypothesis (H2)), we write:

∥J (u)z − J (uN )zN∥V ′ ≤ cJ
(
∥u∥V ∥z − zN∥Z′ + ∥e∥V ∥zN∥Z′

)
. (4.9)

In order to bound ∥z − zN∥Z′ we consider the equation for the element of the cotangent bundle

⟨z − zN , v⟩ = ⟨δH(u)− δH(uN )− P, v⟩ ∀ v ∈ V.

Let us consider the norm in Z
′
as given by

∥z∥Z′ = sup
z∗∈Z

|⟨z, z∗⟩|
∥z∗∥Z

.

By hypothesis, Z = Xs−d and V = Xs, then it holds V ⊂ Z, and V is dense in Z. Let us introduce
v∗ ∈ V ⊂ Z, ∥v∗∥Z = 1, supremiser of the duality product ⟨z − zN , v⟩. We get:

∥z − zN∥Z′ = |⟨z − zN , v∗⟩| = |⟨δH(u)− δH(uN )− P, v∗⟩| ≤
(
∥δH(u)− δH(uN )∥Z′ + ∥P∥Z′

)
.

The Hamiltonian is Fréchet differentiable, and, by virtue of the hypothesis (H1) we have continuity
of the Fréchet derivative. This makes it possible to introduce a constant cH > 0 such that:

∥z − zN∥Z′ ≤
(
cH∥e∥V + ∥P∥Z′

)
.

We use this result into (4.9) and get:

∥J (u)z − J (uN )zN∥V ′ ≤ cJ
(
∥u∥V (cH∥e∥V + ∥P∥Z′ ) + ∥e∥V ∥zN∥Z′

)
,

which be rewritten as

∥J (u)z − J (uN )zN∥V ′ ≤ cJ(cH∥u∥V + ∥zN∥Z′ )∥e∥V + cJ∥u∥V ∥P∥Z′ .

Concerning the dissipation mechanism, we can proceed in the same way, and get

∥G(u)y − G(uN )yN∥V ′ ≤ cG(cS∥u∥V + ∥yN∥Y ′ )∥e∥V + cG∥u∥V ∥R∥Y ′ .
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Summing these two terms, there exists a constant C > 0 such that

∥J (u)z − J (uN )zN∥V ′ + ∥G(u)y − G(uN )yN∥V ′ ≤ C∥e∥V + (cJ∥P∥Z′ + cG∥R∥Y ′ )∥u∥V .

Henceforth, we write

1

2
∂t∥e∥2W ≤ C∥e∥2V +

(
∥Q∥V ′ + ∥u∥V (cJ∥P∥Z′ + cG∥R∥Y ′ )

)
∥e∥V .

In order to conclude we make two considerations. First, V is dense in W and the norm ∥ · ∥V is
stronger than the norm ∥·∥W ; moreover, there exists a constant CVW such that ∥e∥V ≤ CVW ∥e∥W .
Second, the equation is homogeneous in ∥e∥V and since we can approximate the initial condition of
the system, e0 = u(0)−uN (0) is such that limN→∞ ∥e0∥V = 0, we can conclude that the mixed semi-
discrete formulation converges to the continuous mixed formulation of the system. Furthermore,
the error with respect to the solution of the problem tends to zero in the norm of W .

5 Temporal discretization of the semi-discrete problem

Concerning the numerical time integration of the semi-discrete problem (4.3) we consider two
methods: the Average Vector Field (AVF) introduced in [20] and the implicit midpoint rule.

First, we consider a partition of T = (0, T ] into Nt subintervals (tk, tk+1], 0 ≤ k ≤ Nt − 1.
For simplicity of exposition, we assume this partition to be uniform so that tk = t0 + k∆t, for
0 ≤ k ≤ Nt with ∆t = N−1

t T . The extension to the non-uniform case is trivial.
Given the ordinary differential equation

dta = f(a), a(0) = a0, (5.1)

the AVF scheme approximates the solution at time tk+1, k ≥ 0, as

ak+1 − ak

∆t
=

∫ 1

0
f
(
(1− ξ)ak + ξak+1

)
dξ. (5.2)

In our case, the velocity field of the flow is given by

f(a) = Ĵ(a)∇H(a) + Ĝ(a)∇S(a).

Lemma 5.1. Assume that J and G are constant-valued. Then the AVF scheme applied to (4.3)

• exactly preserves the Hamiltonian, when G = 0;

• satisfies the dissipative law, when J = 0;

• is a metriplectic time integrator.

Proof. First note that, if J and G are constant-valued then so are Ĵ and Ĝ. Let y(ξ) := (1− ξ)ak+
ξak+1 and let · denote the Euclidean inner product. Multiplying Equation (5.2) by the integral of
∇H(y(ξ)) in [0, 1], one gets

1

∆t

∫ 1

0
(ak+1 − ak) · ∇H(y(ξ)) dξ =

∫ 1

0
∇H(y(ξ)) dξ Ĵ

∫ 1

0
∇H(y(ξ)) dξ

+

∫ 1

0
∇H(y(ξ)) dξ Ĝ

∫ 1

0
∇S(y(ξ)) dξ.
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If G = 0 or G∇H(y) = 0, for any y ∈ RN , then the above equality gives

1

∆t

(
H(ak+1)−H(ak)

)
= 0

owing to the skew-symmetry of Ĵ . A similar reasoning can be carried out for the dissipation of S,
leading to the conclusion.

Note that, the AVF scheme, in its classic version, is a second order temporal integrator. It is,
however, not a symplectic integrator.

The implicit midpoint rule applied to the ODE (5.1) is given by

ak+1 − ak

∆t
= f

(
ak+1/2

)
, (5.3)

where the midpoint state ak+1/2 is defined as ak+1/2 = ak+1+ak

2 .

Lemma 5.2. Assume that H is a quadratic function, i.e., H(a) = a⊤La with L symmetric positive
definite. Then the implicit midpoint rule applied to problem (4.3) ensures exact conservation of the
Hamiltonian whenever G = 0 or the system is metriplectic.

Proof. By the linearity of ∇H one has, for any k ≥ 0,

1

∆t

(
H(ak+1)−H(ak)

)
=

1

∆t
∇H(ak+1/2) · (ak+1 − ak) = ∇H(ak+1/2) · f(ak+1/2)

=∇H(ak+1/2) · Ĵ(ak+1/2)∇H(ak+1/2) +∇H(ak+1/2) · Ĝ(ak+1/2)∇S(ak+1/2)

=∇H(ak+1/2) · Ĝ(ak+1/2)∇S(ak+1/2).

The last term vanishes when either G = 0 or the null condition G∇H(y) = 0 holds for any
y ∈ RN .

An analogous reasoning holds for the dissipation of S.

Lemma 5.3. Assume that S is a quadratic function, i.e., S(a) = a⊤La with L symmetric positive
definite. Then the implicit midpoint rule applied to problem (4.3) gives dissipation of S whenever
J = 0 or the system is metriplectic.

The result of the previous Lemmas implies that, if H and S are quadratic functions of the state,
then the implicit midpoint rule is a metriplectic integrator. Note that, for linear equations, the
AVF scheme and the implicit midpoint rule coincides.

6 Numerical tests

In this section we present several numerical tests to illustrate the properties of the method. In all
numerical tests we take W = X0 = L2(Ω) with the L2 inner product denoted as ⟨·, ·⟩.
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The errors will be measured in relative L2 norm, and we define:

e(t) =
∥u(t)− uN (t)∥L2(Ω)

∥u(t)∥L2(Ω)
.

We will take the L∞(T ) norm in time:

∥e(t)∥L∞(T ) = sup
t∈T

e(t),

and, in the following, we will refer to it as L∞(T , L2(Ω)) relative error.

6.1 Korteveg-de Vries (KdV) equation

The KdV equation is an example of non-linear dispersive wave equation, which is an infinite di-
mensional integrable Hamiltonian system [7]. Let Ω = [0, 20π], we will consider here its standard
form, with a dissipation in a form of a heat term, as presented in Eq. (2.5),

∂tu+ αu∂xu+ η∂3xu = ν∂2xu,

with periodic boundary conditions. In what follows, we consider α = 6, η = 1, and we ley ν vary.
First we consider the non-dissipative case, which corresponds to the classical KdV equation, and
then the dissipative one. Let us recall that the Hamiltonian is:

H(u) =

∫
Ω

α

6
u(x)3 − η

2
(∂xu(x))

2 dx,

and J (u) = J = −∂x, which does not depend on the solution. We consider the entropy

S(u) = −1

2

∫
Ω
u(x)2 dx,

with G(u) = G = −ν∂2x.
In order to choose the semi-discretisation in space, let us write the mixed formulation by as-

suming the functions regular enough and check the minimal regularity required for the formulation
to hold. Let V = H1

per(Ω) where the subscript refers to the periodic boundary conditions. We have
⟨∂tu, v⟩ = −⟨∂xz, v⟩+ ν⟨∂xy, ∂xv⟩,
⟨z, v⟩ = ⟨α2u

2, v⟩ − η⟨∂xu, ∂xv⟩,
⟨y, v⟩ = −⟨u, v⟩.

Let us remark that since the entropy is minus the energy of the solution, δS = −u, hence the variable
y is somehow redundant. However, we keep it here in order to study the mixed formulation of the
problem. We observe that VN ⊂ H1

per(Ω) is regular enough to make the formulation wellposed. We
use piecewise linear finite elements VN = P1

per.
The mass

M(u) =

∫
Ω
u(x) dx
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is a Casimir of the Hamiltonian part of the system; indeed δM = 1 ∈ ker(J ). The dissipative
term, given the periodic boundary conditions, does not affect the mass. We can therefore conclude
that the mass is a conserved quantity of the system.

Given the results of Proposition 4.6, since 1 ∈ P1
per, we can infer that the proposed semi-

discretisation conserves the mass.
Let M,K ∈ RN×N be the mass and stiffness matrices respectively, whose components are

defined as:
Mi,j := ⟨vj , vi⟩ Ki,j := ⟨∂xvj , ∂xvi⟩ .

Using the notation from Section 4.1, the semi-discretisation of the system reads as follows{
Mdta = −Ab− νKa

Mb =
α

2
Ra⊗ a− ηKa

(6.1)

where Ai,j := ⟨∂xvj , vi⟩ and R ∈ RN×N2
is the triple tensor defined as

Rk,h = ⟨vjvk, vi⟩ h = (i− 1)N + j, ∀ 1 ≤ i, j ≤ N.

For the numerical time integration of the semi-discrete problem (6.1) we consider the implicit
midpoint rule and the AVF method described in Section 5. In both discretizations the linear terms
are evaluated at the midpoint state, while the nonlinear terms are discretized differently according
to the chosen integrator. In particular, the fully discrete system corresponding to (6.1) readsM

ak+1 − ak

∆t
= −Ab∗ − νKak+1/2,

Mb∗ = αR(d−1
2 ak+1 ⊗ ak+1 + d−1

2 ak ⊗ ak + d−1
1 ak+1 ⊗ ak)− ηKak+1/2.

It can be easily verified that, for the implicit midpoint rule, b∗ = bk+1/2 which corresponds to
d1 = 4, d2 = 8; whereas for the AVF, d1 = d2 = 6. We consider, as unknown, the vectors ak+1, b∗,
which are the discretisation of the elements of the manifold and its cotangent bundle, respectively.
Moving the unknowns to the left hand side, we get

(
M +

∆t

2
νK

)
ak+1 +∆tAb∗ =

(
M − ∆t

2
νK

)
ak(η

2
K − d−1

1 αRak⊗
)
ak+1 − d−1

2 αRak+1 ⊗ ak+1 +Mb∗ =
(
−η
2
K + d−1

2 αRak⊗
)
ak.

The nonlinearity in the latter equation is treated by means of a fixed point iteration.
In the numerical tests of this subsection we set the number N of degrees of freedom of the

spatial discretization to N = 512 and consider Nt = 800 time iterations.

Classical, non dissipative solutions

In this section, we consider ν = 0, and get the classical KdV equation. We are in the periodic
boundary conditions setting, but since the domain is large, the one soliton solution on the real line
is close to the true solution of the system, and we will use it as a benchmark.
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The analytical solution is:

u(x, t) = sech2

(√
2

2
(x− 5π − 2t)

)
, (6.2)

which corresponds to a solitary wave propagating at constant speed.
In Figure 1, on the left, we show a zoom of the solution, at final time, compared to the

analytical one. We can see that the proposed method yields a numerical solution which does not
exhibit spurious oscillations, and has a correct amplitude. The error is mainly due to a delay
with respect to the analytical solution. On the same figure, on the right, we show the plot of the
convergence of the solution towards the analytical one, in L∞(T , L2(Ω)) relative error. In this
figure, we compare the errors obtained with both the time integration schemes. We clearly see that
they are equivalent, the errors being slightly smaller for the AVF method. We can distinguish a
pre-asymptothic phase, in which the decay of the error is slower than N−2, the expected rate, a
phase in which the schemes are second-order in space, and, lastly, for larger space resolution, we
can observe that the convergence slows down. This is due to the interaction between the space
discretisation and the time integration errors.

Figure 1: On the left: zoom on the final time numerical solution compared to the analytical one.
On the right, mesh convergence in log-log scale.

In Figure 2 we report the conservation of mass (on the left) and of the Hamiltonian (on the
right). The reference values are computed using the analytical solution (6.2). The proposed spatial
discretization ensures that the semi-discrete system preserves the mass and the Hamiltonian. The
error that it is observed in the numerical tests is purely due to the time integration scheme. In
terms of mass conservation, both the midpoint integration method and the AVF conserve the mass
up to the tolerance of the fixed-point iteration. The difference between the two time schemes can
be seen on the Hamiltonian conservation, which is roughly 4 orders of magnitudes better for AVF,
which conserves the Hamiltonian up to the tolerance of the nonlinear iteration. This is expected
since the Hamiltonian for the KdV equation is not a quadratic function and, thus, the implicit
midpoint scheme does not preserve it exactly.
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Figure 2: Mass (on the left) and Hamiltonian (on the right) conservation in time, for the solution
of the KdV equation with no dissipation.

Dissipative solutions

In this section, we assess the behaviour of the method when introducing dissipation, namely by
setting ν = 1/4.

In Figure 3, on the left, we show the time evolution of the numerical solution, obtained with the
AVF time integration method. We plot the solution in space every 100 iteration, and highlight, in
red, the initial condition. We can see that the dissipation mechanism induces a decrease in time of
the amplitude of the soliton. Since the proposed approximation guarantees the separation between
conservative and dissipative processes, the Hamiltonian part is the classical KdV equation, and
hence a decrease in amplitude is related to a decrease in the soliton speed. This phenomenon can
be seen visually when considering the soliton peak at multiple times. The mass of the solution is
conserved, and for the sake of brevity we do not report the plot of the mass conservation, which is
analogous to the one shown for the classical KdV solution in Figure 2.
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Figure 3: On the left, time evolution of the solution of the dissipative KdV equation; on the right,
the discrete residual in time of the entropy production rate.

It is interesting to consider, in this case, the evolution of the entropy S(u) = −1
2

∫
Ω u(x)

2 dx.
We can see that, at continuous level, it holds:

dtS(u) = ν

∫
Ω
∂xu(x)

2 dx.

When considering ν > 0, we do not have an analytical solution for which we can exactly compute the
entropy production rate. However, we can introduce the discrete residual of the entropy production

R(uk+1
N ) :=

S(uk+1
N )− S(ukN )

∆t
− ν

∫
Ω

(
∂x

(uk+1
N + ukN

2

))2

dx.

The evolution of this quantity in time is shown, for both time integration schemes, in Figure 3,
on the right. We can see that both methods have a good agreement, at discrete level, in terms of
entropy production.

6.2 The 2D Navier-Stokes equations in vorticity formulation

We recall the formulation of the 2D Navier-Stokes equations as an infinite dimensional Hamiltonian
flow, the incompressible Euler equations, to which we add a dissipation mechanism.

Let Ω ⊂ R3 be a two-dimensional spatial domain. Let ω : T × Ω → R be the vorticity defined
as ω = curlu = div(Ju) where u is the velocity field of the flow and

J :=

(
0 Id

−Id 0

)
.

Introducing the stream function Ψ : T × Ω → R defined as curlΨ = −J∇Ψ = u, then the 2D
incompressible Navier-Stokes equations read{

∂tω + {Ψ, ω} = ν∆ω

ω = ∆Ψ
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where ν is a positive constant, the stream function Ψ is related to the vorticity via the Laplace-
Beltrami operator ∆, and {·, ·} is the Poisson bracket defined as {Ψ, ω} = ∇Ψ · J∇ω.

The system can be written as a Hamiltonian system with dissipation; thereby

∂tω = J (ω)δH(ω) + νGδE(ω), (6.3)

where the function H is the kinetic energy

H = −1

2

∫
Ω
Ψω, δH = −Ψ

and E is the enstrophy

E =
1

2

∫
Ω
|ω|2, δE = ω.

The metric tensor G = ∆ is the Laplacian, while the Poisson tensor is defined as J (ω)z = {z, ω} =
ad∗zω = −∇ω · curl z = −∇ω · J∇z. Observe that the enstrophy E satisfies

J (ω)δE = J (ω)ω = {ω, ω} = 0,

and it is, thus, a Casimir of the J operator. Moreover, it dissipates since

dtE = ⟨δE(ω),J (ω)δH(ω) + ν∆δE(ω)⟩ = −ν
∫
Ω
|∇ω|2 = −2νP(ω(t)),

where P is called palinstrophy. The kinetic energy H satisfies

GδH+ ω = −∆Ψ+ ω = 0

and it dissipates since

dtH = ⟨δH(ω), ν∆δE(ω)⟩ = −ν
∫
Ω
|ω|2 = −ν2E(ω(t)).

Let V = H1(Ω) and Y = Z = V . Following Section 3.1, the mixed formulation of problem (6.3)
reads: for any v ∈ V , 

⟨∂tω, v⟩ = −⟨z,J (ω)v⟩ − ν⟨∇y,∇v⟩,
⟨z, v⟩ = −⟨Ψ, v⟩,
⟨y, v⟩ = ⟨ω, v⟩,

where the stream function is solution of the Laplace equation ⟨ω, v⟩ = −⟨∇Ψ,∇v⟩ for any v ∈ V .
From this formulation, we can check that the choice VN = P1 is a simple pertinent choice to
discretise the system. We will use classical Lagrange piecewise linear finite element to discretise
both the vorticity and the stream function.

Using the notation from Section 4.1, the semi-discrete system reads{
Mdta = J(a)b− νKa

Kb =Ma
(6.4)
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where M,K ∈ RN×N are the mass and stiffness matrix, respectively, while

J(a)i,j =
N∑
k=1

ak ⟨{vk, vj}, vi⟩ =
N∑
k=1

ak ⟨∇vk · J∇vj , vi⟩ 1 ≤ i, j ≤ N.

We verify that (6.4) has the Hamiltonian dissipative structure and preserves the conservation
and dissipation laws at the semi-discrete level. First, observe that the discrete Hamiltonian and
discrete entropy are

H(a) = −1

2
⟨ωN ,ΨN ⟩ = 1

2
a⊤Mb =

1

2
a⊤MK−1Ma, ∇aH(a) =MK−1Ma

E(a) =
1

2
a⊤Ma, ∇aE(a) =Ma.

(6.5)

With these definitions, equation (6.4) can be written in the form

dta = Ĵ(a)∇aH(a) + νĜ∇aE(a),

where H and E are as in (6.5), Ĝ = −M−1KM−1 is symmetric negative definite, Ĵ(a) is defined
as the matrix-valued function Ĵ : a ∈ RN 7→ Ĵ(a) ∈ RN×N such that Ĵ(a) = M−1J(a)M−1 or
componentwise

Ĵ(a)i,j :=

N∑
k,ℓ,s=1

M−1
i,s M

−1
ℓ,j ak ⟨{vk, vℓ}, vs⟩ 1 ≤ i, j ≤ N.

The matrix Ĵ(a) is skew-symmetric for any a ∈ RN and it satisfies the Jacobi identity, see
Lemma 4.2.

We check the null condition, namely Ĵ(a)∇aE(a) = 0 for any a ∈ RN ,

(Ĵ(a)Ma)i =
N∑

k,s=1

M−1
i,s akJ(a)s,k =

N∑
k,ℓ,s=1

M−1
i,s akaℓ ⟨{vℓ, vk}, vs⟩

=
N∑
s=1

M−1
i,s ⟨{ωN , ωN}, vs⟩ = 0.

The other condition is

Ĝ∇aH(a) + a = −M−1KM−1(MK−1Ma) + a = 0.

For the numerical time integration of the semi-discrete problem (6.4), we consider the implicit
midpoint rule and the AVF method described in Section 5; thereby(

M +
∆t

2
νK

)
ak+1 − d−1

1 ∆tJ(ak+1)bk+1 − d−1
2 ∆tJ(ak+1)bk − d−1

2 ∆tJ(ak)bk+1

=

(
M − ∆t

2
νK

)
ak + d−1

1 ∆tJ(ak)bk.

The implicit midpoint rule corresponds to d1 = d2 = 4; whereas for the AVF scheme to d1 = 3,
d2 = 6.

Since the Hamiltonian (6.5) of the Navier-Stokes problem is a quadratic function, in the absence
of dissipation, it is conserved by the implicit midpoint rule as shown in Lemma 5.2.
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The Navier-Stokes equations on the torus

When using periodic boundary conditions, it is possible to have analytical solutions of the Navier-
Stokes equations, similar to the classical Taylor vortex solutions. We refer to [26] for further details.

Let Ω = [0, 2π] and V = H1
per(Ω). We take ν ∈ R+ and λ = 25. We consider the stream

function given by

Ψ(t, x, y) = e−νλt

[
1

4
cos(3x) sin(4y)− 1

5
cos(5y)− 1

5
sin(5x)

]
.

We can verify that the vorticity ω satisfies

ω = −λΨ.

The evolution is such that the velocity field is always orthogonal to the gradient of the vorticity, and
hence we can immediately verify that the above-stated solution verifies the Navier-Stokes equation
in vorticity formulation.

In the present case, we consider several values of the diffusivity, ν ∈
{
10−2, 10−4, 0

}
. The last

value corresponds to the steady solution of the incompressible Euler flow, for which u · ∇ω = 0,
and ∂tω = 0. This limit case is challenging as there are no dissipation mechanisms acting.

Figure 4: Initial condition for the stream function Ψ (on the right), and convergence in mesh (on
the left), for the Navier-Stokes equation solution on the torus, when ν = 10−2.

In Figure 4, on the left, we show the initial condition for the stream function Ψ0. As we can
see, it is periodic, but it does not have the symmetries of the classical Taylor vortex solution.
On the right, the convergence in mesh is shown. In particular, we plot the error on the vorticity
in L∞(T , L2(Ω)) when ν = 10−2. After a pre-asymptotic phase, we can see that we recover the
expected rate h2 = N−1. The results are analogous when taking ν = 10−4.
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Figure 5: Hamiltonian decay (left), and error in semi-logartithmic scale (right).

In Figure 5, on the left, we show the decay of the Hamiltonian of the flow when ν = 10−2,
and N = 1282. We can see that both the AVF scheme and the implicit midpoint rule have the
same behaviour, and follow the analytical trend. The error we have on the analytical value of
the Hamiltonian depends solely on the fact that the initial condition does not belong to the space
VN , and hence we have a discretisation error. On the right of Figure 5, we show the evolution of
the error on the Hamiltonian decay, that is the difference between the values of the Hamiltonian
H(ωN ) obtained by the numerical scheme and the theoretical decay that the Hamiltonian should
have, namely H(ωN (0))e−2λt. The plot shows that both schemes have a good agreement (although
not to machine precision) with respect to the theoretical decay.

Figure 6: Evolution of the error in the enstrophy (left), and in the palinstrophy (right).

In Figure 6 we show the same plot for the error in the decay of enstrophy and palinstrophy.
For both these quantities, whose analytical decay in time is the same as for the Hamiltonian, we
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can see the same behaviour, for both time integration schemes.
Let us investigate the behaviour of the method when taking the limit case ν = 0. In Figure 7,

on the left, we show the evolution of the relative error in the vorticity approximation, as function of
time, when taking N = 1282. We can see that the maximum in time of the relative error is similar
to what we got in the dissipative case. On the left, we plot the error with respect to the analytical
evolution of the Hamiltonian, which is constant in time since there is no dissipation. We can see
that this error is of the order of the machine precision, for both the time integration schemes. The
method is able to correctly represent the fact that the Hamiltonian is a constant of motion. The
same happens for the enstrophy. The error on the solution is mainly related to the fact that the
initial condition, which is an equilibrium point for the infinite dimensional Hamiltonian system
does not belong to VN . The projection on VN of the initial condition is not an equilibrium point
for the discrete Hamiltonian system, and this is why the solution, and hence the error, evolves in
time.

In conclusion, the behaviour of the semi-discretisation in space is rather uniform with respect
to the level of dissipation which we consider, including the case in which we do not have any
dissipation.

Figure 7: On the left, evolution of the relative error in the approximation of the vorticity. On the
right, error in the Hamiltonian evolution.

The Navier-Stokes equations on the sphere

In this section, we consider the Navier-Stokes equations on the sphere. The equations are the same,
with the only difference that the gradient is replaced by the covariant gradient and the Laplace
operator by the Laplace-Beltrami operator on the sphere.

Let the coordinates on the sphere be the angles (ϑ, φ) ∈ [0, π] × [0, 2π]. As an example of
analytical solution, we consider the stream function at initial time:

Ψ0(ϑ, φ) =
1

2
sin(ϑ) cos(φ).
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This function is related to spherical harmonics, and we can prove that we obtain a solution of the
form:

Ψ(t, ϑ, φ) = Ψ0e
−2νt,

and ω(t, ϑ, φ) = −2Ψ(t, ϑ, φ).

Figure 8: On the left, initial condition for the stream function. On the left, convergence-in mesh
for both time integration schemes. On the right, convergence in mesh, for the two time integration
schemes, when varying the space resolution.

The numerical simulations are performed on a time interval T = [0, 1], by taking ∆t = 10−2.
The dissipation coefficient is taken, as before ν ∈

{
10−2, 10−4, 0

}
. Both the implicit midpoint rule

and the AVF time integration methods are tested.
In Figure 8, on the left, we show the function Ψ0 on the sphere. On the right, we report the plot

of the relative L∞(T , L2(Ω)) error as function of the number of degrees of freedom used to discretise
the mesh. As we can see, we obtain the same behaviour as for the planar case considered in the
previous section. There are no substantial differences concerning the time integration scheme. The
errors plotted in the figure are the ones obtained for ν = 10−2. The behaviour of the error obtained
for ν = 10−4 and in the inviscid case are analogous and are not reported for the sake of brevity.

As a second test case, we are going to consider a scenario in which we do not have an analytical
solution.

32



Figure 9: Evolution in time of the vorticity

In particular, we initialise the vorticity as a sum of 512 point vortices, half of which with positive
sign, the other half with negative sign, and intensity ωi = 400.

In Figure 9 we show the solution obtained on the finest mesh N ≈ 1.2 · 104, when ν = 10−2, at
t = {0.1, 0.3, 0.5} using the midpoint rule as time integration scheme. In this figure we can see the
dissipation of the enstrophy as well as the vortices coalescence phenomenon which is typical of two
dimensional flows.

Figure 10: Evolution of the Hamiltonian (left), of the enstrophy (centre), and of the palinstrophy
(right).

In Figure 10 we plot the time evolution of the Hamiltonian (on the left), enstrophy (at the
centre) and palinstrophy (on the right) for this simulation. As we can see the three quantities
decay monotonically, as expected.

7 Conclusions and perspectives

We have addressed the problem of finding a geometric approximation of nonconservative evolution
equations characterised by a Hamiltonian part and a gradient flow dissipation. We have proposed
a conformal variational discretisation based on the mixed formulation of the problem that ensures
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preservation of the geometric structure of the problem and convergence of the approximate solution
to the exact one.

To achieve sufficiently accurate solution the method might require a relatively large approxi-
mation space. The introduction of a dynamical adaptive discretisation in space could considerably
speed up numerical simulations. An adaptive discretisation that does not hinder the geometric
structure of the problem will be subject of future investigation.
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