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Estimation of non-separable regressions containing parameter dependent
exponential functions

Rosane Ushirobira, Denis Efimov, Jose Guadalupe Romero and Romeo Ortega

Abstract—This paper presents a method for gen-
erating a separable regression function from a non-
separable one, enabling the application of parameter
estimation methods. In particular, we are interested
in regressions containing parameter-dependent expo-
nential functions — a scenario often encountered in
physical systems. Our approach is based on algebraic
techniques with the so-called annihilator theory, and
utilizes an intermediate approximation of the nonlin-
ear part by a polynomial function of the time. Two op-
erators are proposed to define the annihilators: time
delays and differential operators. The efficiency of the
proposed approach is demonstrated in a nonlinearly
parameterized fuel cell estimation problem.

I. Introduction

Identifying values of constant parameters for mod-
els of different processes is an important fundamental
mathematical and engineering problem that has been
extensively studied [13], [16], [20]. Two drastically dif-
ferent scenarios appear when confronted with separable
vs non-separable regressions. In the first case, we have a
relation of the form y(t) = φ>(t)G(θ), where y(t) ∈ R
and φ(t) ∈ Rm are known functions of time and G :
Rq → Rm, q ≤ m, is a known map with θ ∈ Rq
the unknown constant parameter vector. In this case,
applying (on- or off-line) parameter estimation methods
to reconstruct θ, under various assumptions regarding
the map G, like convexity/concavity or monotonicity
(see, e.g., [1], [2], [7], [8], [12], [19], [22]). On the other
hand, if the regression is non-separable, that is, of the
form y(t) = ϕ(t, θ), where ϕ is a known map, there are
no adaptation algorithms that allow us to estimate θ.

In this work, similarly to [17], [23], we consider mixed
non-separable regressions formed by a sum of linear and
nonlinear parameterized terms, where the non-separable
nonlinearity is given by an exponential function. Such
an estimation problem is motivated by its appearance in
several practical applications of great current interest,
e.g., photovoltaic arrays [6], bioreactors [21], or fuel
cells [5], [17]. We aim to extend the results of [23] and
propose an estimation method based on an algebraic
approach, the annihilator theory, to generate separable
regressions. Two kinds of operators are considered for
the annihilators: time-delays and differential operators.
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For instance, the full model of the polarization curve
of a fuel-cell is given by [9], [11]

y(t) = θ1 + θ2 ln (u(t)) + θ3u(t) + θ4eθ5u(t), ∀t ≥ 0 (1)

where y(t) and u(t) are scalar measured quantities, while
θi (i = 1, . . . , 5) are unknown constant real parameters
whose values should be estimated. As we can see from
this example, there is a linear regression part that con-
tains θ1, θ2, and θ3, while the dependence in θ4 and θ5
is nonlinear and nonseparable. This estimation problem
has been considered in [5], [17], where only a simplified
version of (1) has been treated. This work aims to unravel
this kind of problem.

The outline of the paper is as follows. Preliminary re-
sults are introduced in Section II. The problem statement
is given in Section III. Section IV establishes an auxiliary
estimation algorithm. The main approach is formulated
in Section V. An illustration of the fuel cell application
of [5] is considered in Section VI.

Notation
• R≥0 = {x ∈ R | x ≥ 0} and R>0 = R≥0 \ {0}, where

R is the set of real numbers, and N denotes the set
of nonnegative integers.

• |·| denotes the absolute value in R and ‖·‖ denotes
the Euclidean norm on Rn.

• For a linear operator O defined on a vector space V,
its action on y ∈ V will be denoted O[y].

II. Preliminaries
In this paper we consider the problem of parameter

estimation of a non-separable regression of the form

y(t) = ϕ(t, θ), ∀t ∈ R≥0,

where y(t) ∈ R is the measured signal, θ =(
θ1 . . . θq

)> ∈ Rq is the vector of unknown param-
eters to be estimated, ϕ : R≥0 × Rq → R is a known
nonlinear function of time. Similarly to [23], our main
idea is to construct so-called annihilators. An annhilator
is defined as a parameterized polynomial or rational
function A of an operator O that, acting on the signal y,
generates an identically zero signal:

A(O, η)[y] = 0,

where η ∈ Rqη is a vector of parameters determined by
θ. The resulting equation can be solved with respect to
some θi.



A. The case of delay operator
In [23], we considered the case where O = S is the

delay operator, so S[y](t) = y(t − τ), with τ ∈ R>0 a
constant free parameter representing the delay. By the
definition of S, we have Sk[y] = y(t − kτ), for k ∈ N.
In this case, A(S, η) is a polynomial function in S with
coefficients parameterized by η.

For instance, consider

ϕ(t, θ) = eθ1t cos(θ2t+ θ3), ∀t ∈ R>0 (2)

where θ ∈ R3, and assume that y(t) = ϕ(t, θ)is available
for measurements. So choosing any delay τ > 0 in the
annihilator

A(S, η) = S2 − 2η1S + η2, (3)

with η =
(
cos(θ2τ)e−θ1τ e−2θ1τ

)>, a direct computa-
tion shows that

A(S, η)[y] = y(t− 2τ)− 2η1y(t− τ) + η2y(t) = 0.

The latter equality can be rewritten as the linear re-
gression equation (LRE) ȳ = φ̄>η, where ȳ(t) ∈ R and
φ̄(t) ∈ R2 are measured quantities, defined as

ȳ(t) = y(t− 2τ), φ̄>(t) :=
(
2y(t− τ) −y(t)

)
.

If the new regressor φ̄(t) is sufficiently excited, then the
value of the vector η can be reconstructed using various
existing approaches. Finally, it is easy to see that having
the value of η we can obtain θ1 and θ2. Once these
parameters are identified, the value of the remaining
parameter θ3 can be evaluated.

Similar manipulations and computations can be per-
formed on other cases as shown in Table I. Moreover,
it has been proven in [23] that there exists a unique
annihilator (up to multiplication) for any function ϕ
being a combination of exponential functions of complex
exponents with coefficients polynomials of time.

B. The case of differential operator
In this subsection, we set p = d

dt the time-derivative
operator, and we consider the differential operator O = p.
Then, for k ∈ N, pk := dk

dtk
is the usual composition.

Given λ > 0, we define the operator H(p), a rational
function of p:

H(p) = λ

(p+ λ)2

(also known as a linear filter).
Consider the following non-separable nonlinear regres-

sion equation

y(t) = φ(t, θ) = cos(θ1t+ θ2).

Taking the following annihilator, with η = θ2
1:

A(p, η) = p2 + η,

it yields A(p, η)[y] = 0 and we obtain an LRE. However,
to obtain an implementable LRE, we will consider an-
other annihilator, which is a multiple of the operator A,
namely

H(p)A(p, η) = p2 + η

(p+ λ)2

(first we act A(p, η) on y and then H(p)). That allows
us to obtain the following LRE ȳ = φ̄η (with ȳ and φ̄
scalar measured quantities):

ȳ = λp2y

(p+ λ)2 , φ̄ = λy

(p+ λ)2 .

It is easy to see that, given the knowledge of θ1, it
is possible to estimate the parameter θ2 using basic
trigonometry.

Similar manipulations and computations can be per-
formed on other cases, as shown in Table II. It is impor-
tant to notice that, unlike the case of delay operators,
for differential operators it is necessary to compose with
H (in other words, to add a filtering process) to generate
implementable regression equations.

Remark II.1. The topic of differential operators belongs
to the oldest branch of the annihilator theory, provided by
the theory of ordinary differential equations (ODE). In
this context, if we have a differentiable function (signal) y
that satisfies an ODE with constant coefficients, it implies
that the differential operator associated with the ODE
(denoted by D) annihilates y, i.e., D[y] = 0.
A well-known class that satisfies homogeneous ODEs

is the holonomic functions class. This class includes all
functions listed in Table II, as well as algebraic functions
(including polynomials or rational functions in t), sine
and cosine functions, exponential and logarithmic func-
tions, orthogonal polynomials, and many more. Readers
interested in learning more about this topic should refer
to any book on ODEs.
In this paper, delay operators are used to construct

annihilators, but as has been shown, the differential oper-
ators may be similarly applied to non-separable nonlinear
regressions. Future research will require more detailed
studies. Subsection II-B serves as a motivating example of
annihilators commonly used in automatic control systems
[21], which are differential operators combined with a
linear filter.

Remark II.2. The annihilator theory is applied to the
parameter estimation problem in the seminal paper [14]:
the Laplace transform is used to obtain algebraic equations
from differential ones. The framework of this work and
related ones [15] is within the operational domain. The
obtained annihilators live in the Weyl algebra, which
provides good properties thanks to its particular algebraic
structure (see [24]).

III. Problem statement
Consider a nonlinear, non-separable regression

y(t) = φ>1 (t)θ1 + φ3(t)θ3eφ
>
2 (t)θ2 , ∀t ∈ R≥0 (4)



Function ϕ(t, θ) Annihilator A(S, η) η
tn (n ∈ N) (S − 1)n+1

θ2eθ1t (θ ∈ R2) S − η e−θ1τ

cos(θ1t+ θ2) (θ ∈ R2) S2 − 2θ̃S + 1 cos(θ1τ)
sin(θ1t+ θ2) (θ ∈ R2) S2 − 2ηS + 1 cos(θ1τ)

eθ1t cos(θ2t+ θ3) (θ ∈ R3) S2 − 2η1S + η2

(
cos(θ2τ)e−θ1τ

e−2θ1τ

)
tneθt (θ ∈ R) (S − η)n+1 e−θτ

tn cos(θ1t+ θ2) (θ ∈ R2) (S2 − 2ηS + 1)n+1 cos(θ1τ)

TABLE I
List of transformations from [23]

TABLE II
Annihilators with differential operator

Function ϕ(t, θ) Annihilator A(p, η) η

θ2 expθ1t p− η θ1
cos(θ1t+ θ2) p2 + η θ2

1
sin(θ1t+ θ2) p2 + η θ2

1

expθ1t cos(θ2t+ θ3) p2 − 2η1p+ η2

[
θ1

θ2
1 + θ2

2

]
tn expθt (p− η1)n+1


θ1
θ2

1
...
θn1


tn cos(θ1t+ θ2) (p2 + η2

1)n+1


θ2

1
θ4

1
...
θ2n

1



where y(t) ∈ R is a measured signal, θ1 ∈ Rq1 , θ2 ∈ Rq2 ,
and θ3 ∈ R are unknown constant parameters, φ1(t) ∈
Rq1 , φ2(t) ∈ Rq2 , φ3(t) ∈ R>0 are measured regressors,
and v1(t), v2(t) ∈ R are an essentially bounded noises.

We aim to develop an approach for the robust es-
timation of the vector of unknown parameters θ =(
θ>1 θ>2 θ3

)> ∈ Rq1+q2+1 in (4), assuming that the
level of excitation of the regressor φ =

(
φ>1 φ>2 φ3

)>
is sufficient (more details will be given later).

To this end, it is enough to find a way to transform
(4) into a LRE, as done in the Subsection II-A. Next,
many different methods can be used, such as the DREM
approach [3], [19], which allows a robust fixed-time esti-
mation under weak excitation [4], [10], [25]. This is the
idea that we will explore in this work.

IV. Estimation of exponential functions of
time polynomials

Let us start with an intermediate result that extends
the method of [23] to the following scenario:

y(t) = ϕ(t, θ) = eP (t,θ), (5)

with P (t, θ) =
∑q−1
i=0 θi+1t

i a time polynomial in R[t],
y(t) ∈ R>0 is the measured signal, and θ ∈ Rq is the
vector of unknown parameters to be estimated.

Note that by definition y(t) ∈ R>0, hence it has an
inverse. For a delay τ > 0, let us apply the operator S

on the output:

S[y] = y(t− τ) = eP (t−τ,θ) = y(t)e
∑q−2

i=0
θ1
i+1(t−τ)i ,

which can be rearranged as follows:

y1(t) = e
∑q−2

i=0
θ1
i+1(t−τ)i

for y1(t) = y(t−τ)
y(t) ∈ R>0 and properly computed θ1 =(

θ1
1 . . . θ1

q−1
)> ∈ Rq−1 (being dependent linearly on θ

and nonlinearly on τ , with exact expressions conditioned
by the degree q). Therefore, applying the delay operator
to (5), we can represent it in the same form, but for a
new vector of unknown parameters θ1, whose dimension
is decreased by one, and a new measured output y1.
Consequently, repeating this transformation q− 1 times,
we will obtain

yq−1(t) = eθ
q−1
1

for some iteratively defined yq−1(t) ∈ R and θq−1
1 ∈ R.

This equation can be solved for θq−1
1 , and next, we

proceed backward, finding all intermediate coefficients,
and finally reconstructing θ. In other words, we have an
annihilator for (5).

The proposed approach allows a particular class of
nonlinear regression estimation problems to be reduced
to a set of linear ones.

Note that for (5), the condition of persistence of
excitation is satisfied by construction since the signal is
decomposed on a polynomial basis.

Example IV.1. To illustrate the procedure described
above, we consider the case of q = 3:

y(t) = eθ3t
2+θ2t+θ1 + v(t),

where the uncertain term v(t) ∈ R, representing additive
noise. Applying the suggested approach, we obtain:

y(t− τ) = eθ3t
2+θ2t+θ1eθ3(τ−2t)τ−θ2τ + v(t− τ)

= (y(t)− v(t))eθ3(τ−2t)τ−θ2τ + v(t− τ),
y(t− 2τ) = (y(t− τ)− v(t− τ))eθ3(τ−2t)τ−θ2τe2θ3τ

2

+v(t− 2τ)

= (y(t− τ)− v(t− τ))2

y(t)− v(t) e2θ3τ
2
.



Note that y− v equals an exponential function. Hence, it
is always separated from zero. These equations lead to the
following expressions for θ:

θ3 = 1
2τ2 ln

(
y(t− 2τ)(y(t)− v(t))
(y(t− τ)− v(t− τ))2

)
,

θ2 = 1
τ

ln
(

y(t)− v(t)
y(t− τ)− v(t− τ)

)
+τ − 2t

2τ2 ln
(
y(t− 2τ)(y(t)− v(t))
(y(t− τ)− v(t− τ))2

)
,

θ1 = ln (y(t)− v(t))− t

τ
ln
(

y(t)− v(t)
y(t− τ)− v(t− τ)

)
+ t2 − τt

2τ2 ln
(
y(t− 2τ)(y(t)− v(t))
(y(t− τ)− v(t− τ))2

)
,

from which we can get the required estimates:

θ̂3(t) = 1
2τ2 ln

(
y(t− 2τ)y(t)
y2(t− τ)

)
,

θ̂2(t) = 1
τ

ln
(

y(t)
y(t− τ)

)
+ τ − 2t

2τ2 ln
(
y(t− 2τ)y(t)
y2(t− τ)

)
,

θ̂1(t) = ln (y(t))− t

τ
ln
(

y(t)
y(t− τ)

)
+ t2 − τt

2τ2 ln
(
y(t− 2τ)y(t)
y2(t− τ)

)
.

The noise dependence for these estimates can be easily
evaluated. The method gives a fixed-time converging so-
lution (the estimates are derived for t > 2τ).

V. Estimation in the nonlinear regression (4)
We will use the same idea as in the previous section

by showing that under mild restrictions, a delay-based
transformation can be iteratively applied to (4) that
reduces the initial problem to a simpler one, which, under
a finite number of iterations, degenerates to a linear
regression.

First, we decouple the estimation problem for θ1, θ3,
and θ2 appearing in the exponent. To this end, assume
that there exists θ4 ∈ Rq4 such that

φ>2 (t)θ2 + v2(t) = θ4,0 +
q4∑
i=1

θ4,it
i, (6)

where θ4 =
(
θ4,1 . . . θ4,q4

)> is unknown and should be
identified, while the constant term θ4,0 is fixed due to the
presence of θ3 (for simplicity, we can take θ4,0 = 1, and if
the sign of θ3 is known, say positive, then θ4,0 = ln (θ3)
can be considered unknown). Once the parameters in θ4
are estimated, (6) is just a linear regression with respect
to θ2 that can be used to identify its values provided that
the regressor φ2 is (at least) intervally or persistently
excited.

Remark V.1. Note that we do not need the relation (6)
to be satisfied for all t ≥ 0, it can be valid only locally,
on a time window [iT, (i+ 1)T ) with some period T and
i ∈ N, and θ4 must be constant only on an interval,

and it may change its value next. It is sufficient for
identification if we use finite-time estimation schemes
based on DREM [10], [18], [19], [25], for example, which
can evaluate θ2 rapidly once the estimate for θ4 has been
also quickly derived using the measurements from a part
of the interval.

Therefore, (4) can be rewritten as follows:

y(t) = φ>1 (t)θ1 + φ3(t)θ3e
∑q4

i=0
θ4,i+1t

i

+ v1(t), (7)

where we need to estimate θ1, θ3 and θ4. Let us apply
the delay operator on this output:

S[y] = y(t− τ) = φ>1 (t− τ)θ1 + v1(t− τ)

+φ3(t− τ)θ3e
∑q4

i=0
θ4,i+1(t−τ)i

= φ>1 (t− τ)θ1 + v1(t− τ)

+φ3(t− τ)θ3e
∑q4

i=0
θ4,i+1t

i

e
∑q4−1

i=0
θ1

4,i+1t
i

= φ>1 (t− τ)θ1 + v1(t− τ)

+φ3(t− τ)
φ3(t)

(
y(t)− φ>1 (t)θ1 − v1(t)

)
e
∑q4−1

i=0
θ1

4,i+1t
i

,

where θ1
4 ∈ Rq4 is some new vector of unknown pa-

rameters linearly dependent on θ4 and nonlinearly on
τ (on this step, the known element θ4,0 and θ3 have
been eliminated). Recall that φ3(t) ∈ R>0 by standing
assumptions, hence, we can divide by it. Applying the
delay operation to this new expression we obtain:

y(t− 2τ) = φ>1 (t− 2τ)θ1 + v1(t− 2τ) + φ3(t− 2τ)
φ3(t− τ)

×
(
y(t− τ)− φ>1 (t− τ)θ1 − v1(t− τ)

)
e
∑q4−1

i=0
θ1

4,i+1(t−τ)i

= φ>1 (t− 2τ)θ1 + v1(t− 2τ) + φ3(t− 2τ)
φ3(t− τ) e

∑q4−2
i=0

θ2
4,i+1t

i

×
(
y(t− τ)− φ>1 (t− τ)θ1 − v1(t− τ)

)
e
∑q4−1

i=0
θ1

4,i+1t
i

= φ>1 (t− 2τ)θ1 + v1(t− 2τ) + φ3(t)φ3(t− 2τ)
φ2

3(t− τ)

×
(
y(t− τ)− φ>1 (t− τ)θ1 − v1(t− τ)

)2

y(t)− φ>1 (t)θ1 − v1(t)
e
∑q4−2

i=0
θ2

4,i+1t
i

,

where θ2
4 ∈ Rq4−1 is another new vector of unknown

parameters with similar properties, having a reduced
dimension with respect to θ4.
Clearly, repeating this operation q4 − 1 times, as in

the previous section, the order of the polynomial in the
exponent can be brought to zero, then the remaining
parameter θq4−1

4,1 can be identified from the last equation,
which can be rewritten as an extended linear regression.

Example V.2. To demonstrate how this method works,
let us consider q4 = 2, then the expressions above take



the form:

y(t) = φ>1 (t)θ1 + φ3(t)θ3eθ4,2t
2+θ4,1t+θ4,0 + v1(t),

y(t− τ) = φ>1 (t− τ)θ1 + v1(t− τ)

+φ3(t− τ)
φ3(t)

(
y(t)− φ>1 (t)θ1 − v1(t)

)
eθ4,2(τ−2t)τ−θ4,1τ ,

y(t− 2τ) = φ>1 (t− 2τ)θ1 + v1(t− 2τ) + φ3(t)φ3(t− 2τ)
φ2

3(t− τ)

×
(
y(t− τ)− φ>1 (t− τ)θ1 − v1(t− τ)

)2

y(t)− φ>1 (t)θ1 − v1(t)
e2θ4,2τ

2
,

which can be used to write linear regressions to estimate
θ4 (for brevity we write only the case for v1 ≡ 0):

y(t− 2τ)y(t)− ρ3(t)y2(t− τ)
=
(
y(t− 2τ)φ>1 (t) + y(t)φ>1 (t− 2τ)

)
θ1

−φ>1 (t)θ1φ
>
1 (t− 2τ)θ1 + ρ3(t)[φ>1 (t− τ)θ1φ

>
1 (t− τ)θ1

(8)
−2y(t− τ)φ>1 (t− τ)θ1]e2θ4,2τ

2
,

y(t− τ) = φ>1 (t− τ)θ1 + ρ2(t)
(
y(t)− φ>1 (t)θ1

)
e−θ4,1τ ,

(9)
y(t) = φ>1 (t)θ1 + ρ1(t)θ3, (10)

where

ρ1(t) = φ3(t)eθ̂4,2(t)t2+θ̂4,1(t)t+θ4,0 ,

ρ2(t) = φ3(t− τ)
φ3(t) eθ̂4,2(t)(τ−2t)τ , ρ3(t) = φ3(t)φ3(t− 2τ)

φ2
3(t− τ)

are known time-dependent functions, and θ̂4,2(t) ∈ R,
θ̂4,1(t) ∈ R are the estimates of the respective com-
ponents on θ4, which have to be derived first to pro-
ceed with estimation of θ4,1 and θ3, respectively. Note
that the term φ>1 (t)θ1φ

>
1 (t − 2τ)θ1 and similar ones

in (8) can be presented as a linear regression of ex-
tended dimension with respect to the vector of parameters
θ̄1 = [θ2

1,1 θ1,1θ1,2 . . . θ1,1θ1,q1 θ2
1,2 θ1,2θ1,3 . . . θ

2
1,q1

]> ∈
R
q1+1

2 q1 . So, the total linear regression in (8) has compo-
nents θ1, θ̄1, θ1e2θ4,2τ

2 and θ̄1e2θ4,2τ
2 , which allows us

to estimate θ1 and e2θ4,2τ
2 (hence, θ4,2). Next, in (9)

we have a linear regression with respect to θ1, e−θ4,1τ

and θ1e−θ4,1τ , which provides estimates for θ1 and θ4,1.
Finally, (10) is a linear regression in θ1 and θ3 (where
θ4,0 is fixed by a designer), hence the value of θ3 can be
derived together with an auxiliary estimate of θ1.

Therefore, estimating θ1, θ3 and θ4 may require a
rather high excitation level of the regressor. On the other
side, since θ1 is identified several times (it appears as
a part of all linear regressions), these estimates can be
fused to improve their evaluation accuracy or utilized to
detect the convergence of the algorithms. Another way
is just to substitute the previously obtained estimates
of θ1 in upcoming regressions, which may simplify the
algorithm significantly.

Let us investigate the efficiency of the proposed ap-
proach in the motivating application (1).

VI. Application to the fuel cell example
Clearly, the nonlinear regression (1) from [5], [17] can

be rewritten in the form (4):

y(t) = φ>1 (t)θ1 + θ3eφ2(t)θ2+v2(t) + v1(t),

where q1 = 3, q2 = 1,

θ1 =
(
ϑ1 ϑ2 ϑ3

)>
, φ>1 (t) =

(
1 ln (u(t)) u(t)

)
;

θ2 = ϑ5, φ2(t) = u(t), θ3 = ϑ4, φ3(t) = 1,

and we assume that the measurements of y and u are
available with noises that can be represented by v ∈ L2

∞.
The frequency of measurements is 100Hz.
Similarly to [5], for simulations we assume that

ϑ1 = 39.3543, ϑ2 = −2.582, ϑ3 = −0.1808,
ϑ4 = −1.261, ϑ5 = 0.0046,

and u(t) = 5 sin(0.2πt)+25. The harmonic signal φ2(t)θ2
can be approximated locally, for t ∈ [(i−1)T, iT ) with i ∈
N, where T = 0.1 for simulation, by a time polynomial
of degree q4 = 1 (we do not use a higher approximation
due to a weak excitation of the regressors):

φ2(t)θ2 + v2(t) = θ4,1t+ θ4,0,

where θ4,0 is randomly chosen at the instant iT in
the admissible range of ϑ5u(t) ± 50%. Following our
approach, it is better to select u as a piecewise linear
in-time function, then the parameter θ2 can be found
directly skipping the intermediate identification of θ4.

The linear regressions for estimating θ4 take the form:

ỹ(t) =
(
φ>1 (t− τ) −φ>1 (t)

)( θ1
θ1e−θ4,1τ

)
+ ṽ1(t)

= φ̃>(t)θ̃ + ṽ1(t),

y(t) =
(
φ>1 (t) eθ̂4,1(t)t+θ4,0

)(θ1
θ3

)
+ v1(t),

where

ỹ(t) = y(t− τ) − y(t),
φ̃>(t) =

(
1 ln (u(t− τ)) u(t− τ) − ln (u(t)) −u(t)

)
,

θ̃ =
(
(1 − e−θ4,1τ )θ1,1 θ1,2 θ1,3 θ1,2e−θ4,1τ θ1,3e−θ4,1τ

)>
ṽ1(t) = v1(t− τ) − e−θ4,1τv1(t),

where we have grouped the terms with the same weights.
Applying the DREM method [4], [10] to these regres-
sions, where we use the delay-based extension filters, we
get the estimates θ̂1(t), θ̂3(t) and θ̂4,1(t) after a finite
number of steps. Since φ2(t) is separated from zero, the
value of θ2 can be directly found:

θ̂2(t) = θ̂4,1(t)t+ θ4,0

φ2(t) .

The results of estimation for τ = 0.5 and v1 a uni-
formly distributed noise with amplitude 10−5 are shown
in Fig. 1. Due to a weak excitation in the system, it is
difficult to counteract the effect of measurement noise,



Fig. 1. The results of estimation for θ1 and θ2

and the estimation quality for θ3 is not satisfactory.
A similar problem was encountered in [5], where it is
thoroughly discussed.

VII. Conclusion
This paper addressed the parameter identification

problem in a non-separable regression composed of linear
and nonlinear terms, where the nonlinearity is presented
by an exponential function. Such a challenging problem
was solved in two steps: first, the regression in the non-
linear term was approximated by a time series. Second,
applying delay-based annihilators, it was shown that the
unknown coefficients from a time series in the exponent
could be reduced to a linear regression. The first part
of the presentation was given for the case of noise-free
measurements. As shown in the second part, the same
manipulations can be repeated for the noisy case, which
would lead to a new perturbation in the derived linear
regression, depending on the original noise’s delayed
(or the filtered) values. The efficiency of the proposed
approach was illustrated in a fuel cell application.
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