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WEAK COLORING NUMBERS OF MINOR-CLOSED GRAPH CLASSES

JĘDRZEJ HODOR, HOANG LA, PIOTR MICEK, AND CLÉMENT RAMBAUD

Abstract. We study the growth rate of weak coloring numbers of graphs excluding a fixed
graph as a minor. Van den Heuvel et al. (European J. of Combinatorics, 2017) showed that
for a fixed graph X, the maximum r-th weak coloring number of X-minor-free graphs is
polynomial in r. We determine this polynomial up to a factor of O(r log r). Moreover, we tie
the exponent of the polynomial to a structural property of X, namely, 2-treedepth. As a result,
for a fixed graph X and an X-minor-free graph G, we show that wcolr(G) = O(rtd(X)−1 log r),
which improves on the bound wcolr(G) = O(rg(td(X))) given by Dujmović et al. (SODA, 2024),
where g is an exponential function. In the case of planar graphs of bounded treewidth, we
show that the maximum r-th weak coloring number is in O(r2 log r), which is best possible.
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1. Introduction

Let G be a graph, let Π(G) be the set of all vertex orderings of G, let σ ∈ Π(G), and let r be
a nonnegative integer. For all u and v vertices of G, we say that v is weakly r-reachable from
u in (G, σ), if there exists a path between u and v in G containing at most r edges such that
for every vertex w on the path, v ⩽σ w. Let WReachr[G, σ, u] be the set of vertices that are
weakly r-reachable from u in (G, σ). The r-th weak coloring number of G is defined as

wcolr(G) = min
σ∈Π(G)

max
u∈V (G)

|WReachr[G, σ, u]|.

Let X be a graph. The treedepth of X, denoted by td(X), is defined recursively as follows

td(X) =


0 if X is the null graph,
minv∈V (X) td(X − v) + 1 if X is connected, and
maxi∈[k] td(Ci) if X consists of components C1, . . . , Ck and k > 1.

The following two theorems are among the main contributions of this paper.

Theorem 1. For every positive integer t, for every graph X with td(X) ⩽ t, there exists an
integer c such that for every graph G, if G is X-minor-free, then for every integer r with r ⩾ 2,

wcolr(G) ⩽ c · rt−1 log r.

Theorem 2. For every integer t with t ⩾ 2, for every graph X with td(X) ⩽ t, there exists
an integer c such that for every graph G, if G is X-minor-free, then for every integer r with
r ⩾ 2,

wcolr(G) ⩽ c · (tw(G) + 1) · rt−2 log r.

Weak coloring numbers were introduced by Kierstead and Yang [14] in 2003, though a pa-
rameter similar to wcol2(G) is already present in the work of Chen and Schelp [1] from 1993.
This family of parameters gained considerable attention when Zhu [21] proved that it captures
important and robust notions of sparsity, namely, bounded expansion and nowhere denseness.
Specifically, a class of graphs C has bounded expansion if and only if there exists a function g
such that for every graph G in C and every positive integer r, we have wcolr(G) ⩽ g(r). Classes
of bounded expansion include in particular, planar graphs, graphs of bounded treewidth, and
proper minor-closed graph classes; see the book by Nešetřil and Ossona de Mendez [15] or
the recent lecture notes of Pilipczuk, Pilipczuk, and Siebertz [16] for more information on
this topic. Many algorithmic problems were solved using the weak coloring numbers char-
acterization of sparse graphs. Dvořák showed a constant-factor approximation for distance
versions of domination number and independence number [4], with further applications in
fixed-parameter algorithms and kernelization by Eickmeyer, Giannopoulou, Kreutzer, Kwon,
Pilipczuk, Rabinovich, and Siebertz [5]. Grohe, Kreutzer, and Siebertz proved that deciding
first-order properties is fixed-parameter tractable in nowhere dense graph classes [9]. Reidl
and Sullivan presented an algorithm counting the number of occurrences of a fixed induced
subgraph in sparse graphs [18]. The time complexities of all these algorithms depend heavily
on the asymptotics of wcolr in respective classes of graphs.

The growth rate of wcolr(G) when G is in a fixed proper minor-closed class of graphs has been
extensively studied. In particular, Grohe, Kreutzer, Rabinovich, Siebertz, and Stavropoulos [8]
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proved that if tw(G) ⩽ t1, then wcolr(G) ⩽
(
r+t
t

)
. This is tight as for all nonnegative integers

r, t they constructed a graph Gr,t with tw(Gr,t) = t and wcolr(Gr,t) =
(
r+t
t

)2. In the class of
planar graphs, wcolr(G) = O(r3) as proved by van den Heuvel, Ossona de Mendez, Quiroz,
Rabinovich, and Siebertz [11]. On the other hand, for the family of stacked triangulations (i.e.
planar graphs of treewidth at most 3), we have wcolr(G) = Ω(r2 log r), as shown by Joret and
Micek [13]. The exact growth rate of maximum r-th weak coloring numbers of planar graphs
is unknown. Theorem 2 immediately implies that in the class of planar graphs (or graphs of
bounded Euler genus) of bounded treewidth, we have wcolr(G) = O(r2 log r), which is tight.
Indeed, it follows from Euler’s formula that graphs of Euler genus at most g exclude K3,2g+3

as a minor and td(K3,2g+3) = 4 for all nonnegative integers g.

Corollary 3. For all nonnegative integers g, w, there exists an integer c such that for every
graph G of Euler genus at most g and with tw(G) ⩽ w, and for every integer r with r ⩾ 2,

wcolr(G) ⩽ c · r2 log r.

Since outerplanar graphs are K2,3-minor-free and have bounded treewidth, Theorem 2 yields
that wcolr(G) = O(r log r) in the class of outerplanar graphs G. This was already proved by
Joret and Micek [13], who additionally showed that this bound is tight.

More generally, fix a graph X. What is the growth rate with respect to r of the max-
imum of wcolr(G) for all X-minor-free graphs G? Van den Heuvel et al. [11] showed
that wcolr(G) = O

(
r|V (X)|−1

)
. Subsequently, van den Heuvel and Wood [10] proved that

wcolr(G) = O
(
rvc(X)+1

)
. Dujmović, Hickingbotham, Hodor, Joret, La, Micek, Morin, Ram-

baud, and Wood [2] proved that there exists an exponential function g such that wcolr(G) =

O
(
rg(td(X))

)
. We directly improve this result, namely, Theorem 1 states that wcolr(G) =

O
(
rtd(X)−1 log r

)
and Theorem 2 states that wcolr(G) = O

(
tw(G) · rtd(X)−2 log r

)
. More-

over, since td(X) − 1 ⩽ vc(G), we obtain wcolr(G) = O
(
rvc(X) log r

)
and wcolr(G) =

O
(
tw(G) · rvc(X)−1 log r

)
. In these cases, the construction of Grohe et al. [8] witnesses that our

bounds are tight up to a factor of O(r log r) in the general case and up to O(log r) in the case
of bounded treewidth. Most of the known bounds on weak coloring numbers of minor-closed
graph classes are summarized in Table 1.

All this previous work can be seen as an effort to understand the following graph parameter.
For a given graph X, let

f(X) = inf
{
α ∈ R | there exists c > 0 such that for every X-minor-free graph G

and for every nonnegative integer r, wcolr(G) ⩽ c · rα
}
.

The question is whether f is tied to3 some other well-established graph parameters. Recall
that for every graph X,

tw(X) ⩽ pw(X) ⩽ td(X)− 1 ⩽ vc(X) ⩽ |V (X)| − 1.

1For a graph G, let tw(G), pw(G), and vc(G) stand for the treewidth, pathwidth, and vertex cover number
of G respectively.

2We recall the construction in Section 2.4.
3Two graph parameters p, q are said to be tied if there are two functions α, β such that p(G) ⩽ α(q(G)) and

q(G) ⩽ β(p(G)) for every graph G.
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The aforementioned results imply that tw(X)− 1 ⩽ f(X) ⩽ td(X)− 1. However, f is not tied
to any of these parameters. Indeed, neither pathwidth nor treedepth can lower bound f . For
every positive integer k, let Tk be a complete ternary tree of vertex-height k. Recall that there is
a constant depending on k bounding pathwidth of Tk-minor-free graphs by Robertson-Seymour
Excluded Tree Minor Theorem [19]. Also it is easy to show that wcolr(G) ⩽ (pw(G)+1)(2r+1)
for every graph G. Thus, f(Tk) ⩽ 1 while pw(Tk) = k and td(Tk) = k + 1. Next, we argue
that neither treewidth nor pathwidth can upper-bound f . For every positive integer k, let Lk

be a ladder with k rungs. There is a graph Gr,t (constructed in [8]) such that wcolr(Gr,t) =

Ω(rt), and if k = Ω(log t), then Gr,t excludes Lk as a minor. Therefore, f(Lk) = 2Ω(k), and
tw(Lk) ⩽ pw(Lk) ⩽ 2.

Surprisingly, the key parameter to our problem is 2-treedepth as defined by Huynh, Joret,
Micek, Seweryn, and Wollan in [12], where they use it to characterize the structure of graphs
excluding a fixed ladder as a minor. Let X be a graph. A cut vertex of X is a vertex v ∈ V (X)
such that X−v has more components than X. A block of X is a maximal connected subgraph
of X without a cut vertex.4 The 2-treedepth of X, denoted by td2(X), is defined recursively
as follows

td2(X) =


0 if X is the null graph,
minv∈V (X) td2(X − v) + 1 if X consists of one block, and
maxi∈[k] td2(Bi) if X consists of blocks B1, . . . , Bk and k > 1.

We show that f is tied by a linear function to td2. The first inequality in the theorem below
is witnessed by the construction given in [8].

Theorem 4. For every graph X with at least one edge, we have

td2(X)− 2 ⩽ f(X) ⩽ 2 td2(X)− 3.

To prove Theorems 1 and 4, we prove that the value of f is tied with the maximum t such that
X is a subgraph of Gr,t (as in [8]). In other words, we prove that Gr,t is the obstruction for the
growth of weak coloring numbers. More precisely, we introduce a slightly modified version of
2-treedepth, which we call rooted 2-treedepth and denote by rtd2(·). Later, we show that for all
graphs X with at least one edge, rtd2(X) the minimum t such that there exists r such that X
is a subgraph of Gr,t−1. See Section 4 for the definition of rooted 2-treedepth and Lemma 26
for the equivalence.

Given a graph X with at least one edge, we will show that td2(X) ⩽ rtd2(X) ⩽ 2 td2(X)−2 and
it will be clear from the definition that rtd2(X) ⩽ td(X). As a consequence, Theorems 1 and 4
are implied by the following more accurate technical statement. See also Figure 1.

Theorem 5. For every positive integer t, for every graph X with rtd2(X) ⩽ t, there exists
an integer c such that for every graph G, if G is X-minor-free, then for every integer r with
r ⩾ 2,

wcolr(G) ⩽ c · rt−1 log r.

4The blocks can be of three types: maximal 2-connected subgraphs, cut edges together with their endpoints,
and isolated vertices. Two blocks have at most one vertex in common, and such a vertex is always a cut vertex.
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Class C lower bound upper bound

planar Ω(r2 log r) [13] O(r3) [11]

planar and tw ⩽ k Ω(r2 log r) [13] O(r2 log r) Theorem 2

Euler genus ⩽ g Ω(r2 log r) [13] O(r3) [11]

Euler genus ⩽ g and tw ⩽ k Ω(r2 log r) [13] O(r2 log r) Theorem 2

outerplanar Ω(r log r) [13] O(r log r) [13]

K2,t-minor-free Ω(r log r) [13] O(r log r) Theorem 2

tw ⩽ k
(
r+k
k

)
[8]

(
r+k
k

)
[8]

Kt-minor-free Ω(rt−2) [8] O(rt−1) [11]

Ks,t-minor-free Ω(rs−1 log r) [13] O(rs log r) Theorem 1

Ks,t-minor-free and tw ⩽ k Ω(rs−1 log r) [13] O(rs−1 log r) Theorem 2

X-minor-free Ω(rrtd2(X)−2) [8] O(rrtd2(X)−1 log r) Theorem 5

X-minor-free and tw ⩽ k Ω(rrtd2(X)−2) [8] O(rrtd2(X)−2 log r) Theorem 6

Table 1. Lower and upper bounds on maxG∈C wcolr(G) for some minor-closed
graphs classes C. The variables g, k, s, t are fixed positive integers with s+3 ⩽
t ⩽ k, and X is a fixed nonnull graph. The weak coloring numbers of Ks,t-
minor-free graphs were first studied by van den Heuvel and Wood in [10]. In
particular they proved the upper bound O(rs+1) and they conjectured O(rs).
Theorem 1 implies that Ks,t-minor-free graphs have weak coloring numbers in
O(rs−1 log r). The lower bound Ω(rs−1 log r) follows from the fact that graphs
of simple treewidth s are Ks,t-minor-free and among them there are graphs with
weak coloring numbers in Ω(rs−1 log r), see [13] for further details.

Moreover, for all nonnegative integers r, t, the graph Gr,t of [8] satisfies rtd2(Gr,t) = t + 1
and wcolr(Gr,t) = Ω(rt). Since rooted 2-treedepth is minor-monotone5 (see Lemma 22), for
every graph X with at least one edge, Gr,rtd2(X)−2 is X-minor-free and wcolr(Gr,rtd2(X)−2) =

Ω(rrtd2(X)−2) for every positive integer r. This and Theorem 5 imply that for every graph X
with at least one edge,

rtd2(X)− 2 ⩽ f(X) ⩽ rtd2(X)− 1.

Similarly, Theorem 2 is a direct consequence of the following technical statement.

5A graph parameter p is said to be minor-monotone if p(H) ⩽ p(G) for all graphs H and G such that H is
a minor of G.
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Theorem 6. For every integer t with t ⩾ 2, for every graph X with rtd2(X) ⩽ t, there exists
an integer c such that for every graph G, if G is X-minor-free, then for every integer r with
r ⩾ 2,

wcolr(G) ⩽ c · (tw(G) + 1) · rt−2 log r.

When X is a planar graph, X-minor-free graphs have bounded treewidth by the Grid-Minor
Theorem [20]. Hence, Theorem 6 implies that for every planar graph X with at least one edge,

f(X) = rtd2(X)− 2.

tw

pw td2 rtd2 f

(GKRSS 2018)

(DHHJLMMRW 2024)td

vc

|V |

(vdHW 2018)

(vdHOdMQRS 2017)

Figure 1. Connections of f to other graph parameters. An arrow from a
parameter p to a parameter q indicates that there is a function α such that
p(X) ⩽ α(q(X)) for every graph X. We show that f is tied to td2 and rtd2 but
not to tw, pw, td, vc, or |V |. The results marked in the figure (top-to-bottom)
are in [11], [10], [2], and [8] respectively.

We conclude the introduction with our two favorite problems in the area.

Question 1. What is the asymptotic of the maximum of wcolr(G) when G is planar? As
discussed, it is known to be Ω(r2 log r) and O(r3). In this paper, we show that the lower
bound is tight for planar graphs of bounded treewidth.

For a positive integer p, a vertex coloring ϕ of a graph G is p-centered if for every connected
subgraph H of G, either ϕ uses more than p colors in V (H) or there is a color that appears
exactly once in H. The p-centered chromatic number of G, denoted by χp(G), is the least
number of colors in a p-centered coloring of G. Centered colorings are tied with weak coloring
numbers and therefore they also characterize classes of bounded expansion. However, we
seemingly miss the right proof technique to get upper bounds on χp(G) when G excludes a
fixed graph as a minor.

Question 2. Is there a function g such that for every fixed graph X, for every X-minor-free
graph G and for every positive integer p,

χp(G) = O
(
pg(td(X))

)
?

All we know is that χp(G) = O
(
pg(|V (X)|)) for some function g as proved by Pilipczuk and

Siebertz in [17].
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2. Outline of the proofs

In this section, we introduce several notions that we use in the proofs of Theorem 5 and
Theorem 6 and then we sketch their proofs.

First, we establish basic notation. For a positive integer k, we write [k] = {1, . . . , k} and
[0] = ∅. The null graph is the graph with no vertices. All graphs considered in this paper are
finite, simple, and undirected. Let G1, G2 be two graphs. We denote by G1 ⊔G2 the disjoint
union of G1 and G2, and by G1 ⊕G2 the graph obtained from G1 ⊔G2 by adding every edge
with one endpoint in V (G1) and the other in V (G2). For every positive integer k, for every
graph G, we write k ·G for the union of k disjoint copies of G.

2.1. The key parameter. Let G be a graph and let k be a nonnegative integer. A separation
of order k of G is a pair (A,B) of subgraphs of G such that A ∪ B = G, E(A ∩ B) = ∅,
and |V (A ∩ B)| = k. We define recursively a new graph parameter called rooted 2-treedepth,
denoted by rtd2, as follows. For every graph G,

(r1) rtd2(G) = 0 if G is the null graph,
(r2) rtd2(G) = 1 if G is a one vertex graph, and otherwise
(r3) rtd2(G) is the minimum of max{rtd2(A), rtd2(B − V (A)) + |V (A) ∩ V (B)|} over all

separations (A,B) of G of order at most one with V (A) ̸= ∅ and V (B)− V (A) ̸= ∅.

Another way to understand rtd2 is through “natural” separations of the graph defined by its
block decomposition. When G is not connected, rtd2(G) is realized by rtd2(C), where C is a
component of G for which the value of rtd2 is the greatest. When G consists of a single block,
a separation (A,B) of G with V (A) ̸= ∅ and V (B) − V (A) ̸= ∅ of order at most one is such
that V (A) = {v}. Therefore, rtd2(G) = rtd2(B − v) + 1. When G consists of multiple blocks,
the minimum of max{rtd2(A), rtd2(B − V (A)) + |V (A) ∩ V (B)|} is reached for separations
where V (A)∩ V (B) consists of exactly one cut-vertex of G. The above can be summarized as
the following properties. For every graph G,

(r4) rtd2(G) is the maximum of rtd2(C) over all components C of G when G is not connected,
(r5) rtd2(G) is the minimum of rtd2(G − v) + 1 over all vertices v of G when G consists of

one block,
(r6) rtd2(G) is the minimum of max{rtd2(A), rtd2(B−V (A))+1} over all separations (A,B)

of G of order one with V (A)∩V (B) consisting of a cut-vertex, when G is connected and
consists of more than one block.

Moreover, observe that rtd2(G) ⩽ max{rtd2(A), rtd2(B − V (A)) + |V (A) ∩ V (B)|} for every
separation (A,B) of G of order at most one. In particular, for every u ∈ V (G), (G[{u}], G) is
a separation of G of order one, and so,

(r7) rtd2(G) ⩽ 1 + rtd2(G− u).

Finally, vertices of degree 1 can not increase rooted 2-treedepth of a graph.

(r8) rtd2(G) ⩽ max{2, rtd2(G− u)} for every u ∈ V (G) of degree at most 1.
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Rooted 2-treedepth has several interesting properties: it is minor-monotone, see Lemma 22; and
it is also tied to 2-treedepth. More precisely, for every graph G, we have td2(G) ⩽ rtd2(G) ⩽
max{1, 2 td2(G)− 2} – see Lemma 23, and these inequalities are tight – see Lemma 25.

The parameter rtd2 originates from a construction by Grohe et al. [8] of graphs Gr,t for all
nonnegative integers r and t such that

tw(Gr,t) = t and wcolr(Gr,t) =

(
r + t

t

)
.

We now recall this construction. Let d be a positive integer, let B and H be two graphs and
let u be a vertex of H. We define Ld(B,H, u) as the graph obtained in the following process.
Take a copy of B and d|V (B)| copies of H. Label the latter Hi,x for each i ∈ [d] and x ∈ V (B).
Next, for each x ∈ V (B) identify x and u in each Hi,x for i ∈ [d]. See Figure 2.

B

Hu

L2(B,H, u)

Figure 2. An construction of L2(B,H, u), where B is a triangle and H is a
path on three vertices with u being one of its endpoints.

For all nonnegative integers r, t the graph Gr,t is defined recursively for all nonnegative integers
r and t by {

G0,t = Gr,0 = K1,

Gr,t = L(r+t
t )

(Gr−1,t,K1 ⊕Gr,t−1, u) if r, t > 0,

where u is the vertex of K1 in K1 ⊕ Gr,t−1. Observe that Gr,1 is a tree for all nonnegative
integers r.

One can show that for all nonnegative integers r, t and positive integer d,

rtd2
(
Ld(Gr−1,t,K1 ⊕Gr,t−1, u)

)
⩽ max{rtd2(Gr−1,t), 1 + rtd2(Gr,t−1)}.

Therefore, by induction, rtd2(Gr,t) = t+1. In fact, this construction is universal for graphs of
rooted 2-treedepth at most t+ 1. Namely, for every graph G, rtd2(G) ⩽ t+ 1 if and only if G
is isomorphic to a subgraph of Gr,t for some nonnegative integer r. Since rooted 2-treedepth
is minor-monotone, we deduce that for every graph X, Gr,rtd2(X)−2 is X-minor-free. It follows
that there are X-minor-free graphs with r-th weak coloring numbers in Ω(rrtd2(X)−2). Hence,
Theorem 5 yields that for every nonnegative integer t, if a minor-closed class of graphs contains
graphs with r-th weak coloring in ω(rt log r), then it contains Gr,t for every nonnegative integer
r. As a consequence, in the setting of minor-closed graphs classes, our results imply that the
family constructed by Grohe et al. is, up to an O(r log r) factor, the unique construction of
graphs with large weak coloring numbers. Similarly, in the setting of minor-closed graphs
classes of bounded treewidth, the family constructed by Grohe et al. is, up to an O(log r)
factor, the unique construction of graphs with large weak coloring numbers.
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2.2. Weak coloring numbers of (G,S). Another key ingredient in our method is a notion
of weak coloring numbers focused on a given subset S of vertices of a graph G. Intuitively, we
want to order the vertices of S and place them first in the ordering of V (G) so that, whatever
the ordering of the other vertices is, every vertex weakly reaches a small number of vertices
in S.

Let G be a graph, let r be a nonnegative integer, let S ⊆ V (G), let σ be an ordering of
S, let u ∈ V (G), and let v ∈ S. We say that v is weakly r-reachable from u in (G,S, σ) if
there is an u-v path P in G of length at most r such that minσ(V (P ) ∩ S) = v. We denote
by WReachr[G,S, σ, u] the set of all the weakly r-reachable vertices from u in (G,S, σ) and
we write wcolr(G,S, σ) = maxu∈V (G) |WReachr[G,S, σ, u]|. Finally, let wcolr(G,S) be the
minimum value of wcolr(G,S, σ) among all σ orderings of S. For each of the defined objects,
we drop S when S = V (G). Namely, v is weakly r-reachable from u in (G, σ) whenever
v is weakly r-reachable from u in (G,V (G), σ), WReachr[G, σ, u] = WReachr[G,V (G), σ, u],
wcolr(G, σ) = wcolr(G,V (G), σ), and wcolr(G) = wcolr(G,V (G)). This matches the definition
given in Section 1. See an illustration in Figure 3. In Section 3, we give many properties of
this notion.

σ u

Figure 3. The pink vertices correspond to the set S. The vertices in S high-
lighted blue are in WReach3[G,S, σ, u].

2.3. F-rich models. For a graph H, a model of H in a graph G is a family
(
Bx | x ∈ V (H)

)
of disjoint subsets of V (G) such that

(i) G[Bx] is connected, for every x ∈ V (H); and
(ii) there is an edge between Bx and By in G, for every xy ∈ E(H).

If G has a model of H, then we say that H is a minor of G. Let F be a family of nonnull
connected subgraphs of G. Such a model of H is said to be F-rich if we have the additional
following property.

(iii) For every x ∈ V (H), there exists F ∈ F such that F ⊆ G[Bx].

For example, if H has k vertices and no edges, then G has an F-rich model of H if and only if
G contains k pairwise disjoint members of F . Another extreme case is when F contains every
one-vertex subgraph of G. Then every model of H in G is F-rich.

2.4. Plan of the proof. We now present the main ideas behind the proofs of Theorem 5
and Theorem 6. In order to prove the theorems, we strengthen the statement and instead of
considering graphs with no models of X, we consider graphs with no F-rich models of X, given
a family F of nonnull connected subgraphs of G. This turns out to be very helpful in keeping
induction invariant if we carefully choose F . For some choices of F , excluding an F-rich model
of a graph may be a local property. Therefore, we keep a global property that G excludes
Kk as a minor, where k = |V (X)|. The locality of the property suggests that the bound on
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weak coloring numbers should be local in some sense as well. To this end, instead of bounding
wcolr(G), we bound wcolr(G,S), where S is a hitting set for F , that is V (F )∩S ̸= ∅ for every
F ∈ F . A result in this spirit, that corresponds to excluding every F-rich model of an edgeless
graph X, is already present in [2]. We restate this result below with adjusted notations.

Lemma 7. There exists a function δ such that for all positive integers k, d, for every connected
Kk-minor-free graph G, for every family F of nonnull connected subgraphs of G, if there are
no d pairwise vertex-disjoint subgraphs in F , then there exists S ⊆ V (G) such that

(a) V (F ) ∩ S ̸= ∅ for every F ∈ F ;
(b) G[S] is connected;
(c) wcolr(G,S) ⩽ δ(k, d) · r for every positive integer r.

Pushing this idea further, we show the following technical version of Theorem 5, which can be
seen as the induction setup.

Theorem 8. Let k and t be positive integers with t ⩾ 2. Let X be a graph with rtd2(X) ⩽ t.
There exists an integer c(t,X, k) such that for every connected Kk-minor-free graph G, for
every family F of nonnull connected subgraphs of G, if G has no F-rich model of X, then
there exists S ⊆ V (G) such that

(A) V (F ) ∩ S ̸= ∅ for every F ∈ F ;
(B) G[S] is connected;
(C) wcolr(G,S) ⩽ c(t,X, k) · rt−1 log r for every integer r with r ⩾ 2.

To recover Theorem 5 from this last statement, apply it for a family F containing each one-
vertex subgraph of G. Then (A) implies that S = V (G), and so, wcolr(G) = wcolr(G,S) ⩽
c(t,X, k) · rt−1 log r by (C). The assumption that G is Kk-minor-free is necessary: for every
positive integer n, if F is the family of all the subgraphs of Kn with more than n

2 vertices,
then Kn has no F-rich model of K2, but every hitting set S of F satisfies wcolr(G,S) ⩾ n

2 for
every nonnegative integer r, which is not bounded by a function of r. Item (B) is a technical
condition that supports the induction.

The proof of Theorem 8 is by induction on t. Within the inductive step, given the result for
all X with rtd2(X) = t − 1 we argue that the result holds for graphs of rooted 2-treedepth
equal t. First, we prove it for graphs of the form K1 ⊕X where rtd2(X) = t− 1. Let G be a
K1 ⊕X-minor-free graph. Let u be a vertex of G and let F be the family of all the connected
subgraphs H of G − {u} that contain a neighbor of u in G. Then observe that any F-rich
model

(
Bx | x ∈ V (X)

)
of X in G − {u} yields a model

(
Cx | x ∈ V (X) ∪ {s}

)
of K1 ⊕ X

defined by Cx = Bx for every x ∈ V (X) and Cs = {u} – see Figure 4. Therefore, G − {u}
has no F-rich model of X. Hence, choosing F carefully, we can deduce that G has no F-rich
model of X knowing that G has no model of K1 ⊕X. This technique will allow us to prove
Theorem 8 for K1 ⊕ X, assuming the result for X (see Claim 1 and Claim 2 in the proof of
Theorem 8). When we have the result for graphs of the form K1 ⊕X, we follow the inductive
definition of rooted 2-treedepth and conclude the full statement of Theorem 8, see Claim 3.

Here is the summary of the plan of the proof of Theorem 8, with the bounds on wcolr(G,S)
obtained at each step:
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u u

Figure 4. On the left-hand side, we depict an F-rich model of X, where X
is a cycle on 8 vertices and F is the family of all nonnull connected subgraphs
of G − {u} containing a neighbor of u in G. On the right-hand side, we show
how to construct, given an F-rich model of Y , a model of K1 ⊕X.

1. Pre-base case: rtd2(X) ⩽ 1, i.e. X has no edges; Lemma 17. O(r)
2. Base case: rtd2(X) ⩽ 2, i.e. X is a forest; Section 5.

a. X is a star; Lemmas 30 and 31. O(r log r)
b. X is a forest; Lemma 33. O(r log r)

3. Induction: rtd2(X) ⩽ t, assuming the result for t− 1; Section 6.
a. X = K1 ⊕ Y for some Y with rtd2(Y ) ⩽ t− 1; Claims 1 and 2. O(rt−1 log r)
b. X is any graph with rtd2(X) ⩽ t; Claim 3. O(rt−1 log r)

The logarithmic factor appears already in the base case. This phenomenon can be explained
as follows. Graphs excluding a fixed tree as a minor have bounded pathwidth [19], and it is
known that paths have logarithmic weak coloring numbers (see [13] or Figure 10). Combining
these ideas, one can show that graphs excluding a fixed tree as a minor have logarithmic weak
coloring numbers. Here, we are working in the more general setting of graphs with no F-rich
model of a fixed tree, and so we do not have bounded pathwidth. However, using a similar
strategy together with Lemma 7, we prove in our base case an O(r log r) bound for weak
coloring numbers of a hitting set of F , in a Kk-minor-free graphs with no F-rich model of a
fixed tree.

The proof of Theorem 6 is very similar, except that a factor O(r) is saved in the first step.
This comes from the fact that for every graph G, for every family F of connected subgraphs
of G, if there are no d + 1 disjoint members of F , then there exists a hitting set S ⊆ V (G)
of F of size at most d · (tw(G) + 1). In particular, wcolr(G,S) ⩽ |S| ⩽ d · (tw(G) + 1) for
every nonnegative integer r. This fact (see Lemma 35) will replace Lemma 7 in the first step of
the proof, which improves by a factor O(r) the bound obtained in the more general setting of
Kk-minor-free graphs. In the proof of Theorem 5, for technical reasons we keep as an invariant
that G[S] is connected. The techniques used in the proof Theorem 6 force us to relax this
condition slightly. Now, we assert that for every component C of G− S, NG(V (C)) intersects
only few components of G − V (C). This makes the proof slightly more technical. However,
the main ideas are the same, and substantial parts of the proofs overlap.

2.5. Organisation of the paper. In Section 3, we introduce notation and some simple prop-
erties that will be used throughout the paper. In Section 4, we prove several properties of the
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rooted 2-treedepth, and show its connection with the construction {Gr,t}r,t⩾0 [8]. In Section 5,
we prove the base case of Theorem 8 when X is a forest. In Section 6, we prove Theorem 8.
Finally, in Section 7, we prove Theorem 6 with the same method.

3. Preliminaries

Let G be a graph and let A,B,Z ⊆ V (G). We say that Z separates A and B in G if no
component of G− Z intersects both A and B.

A collection P of subsets of a non-empty set S is a partition of S if elements of P are non-
empty, pairwise disjoint, and

⋃
P = S. A sequence (P0, . . . , Pm) of subsets of a set S is an

ordered partition of S if {Pi}i∈{0,...,m} is a partition of S. Given a graph G and a partition P
of V (G), the quotient graph G/P is the graph with the vertex set P and two distinct P, P ′ ∈ P
are adjacent in G/P if there are u ∈ P and u′ ∈ P ′ such that uu′ is an edge in G.

A layering of a graph G is an ordered partition (P0, . . . , Pℓ) of V (G) such that for every
edge uv in G either there is i ∈ {0, . . . , ℓ} with u, v ∈ Pi or there is i ∈ {0, . . . , ℓ − 1} with
u ∈ Pi and v ∈ Pi+1. A tree partition of a graph G is a pair (T,P), where T is a tree and
P = (Px | x ∈ V (T )) is a partition of V (G) such that for every edge uv in G either there is
x ∈ V (T ) with u, v ∈ Px or there is an edge xy in T with u ∈ Px and v ∈ Py.

Let G be a graph. For X,Y ⊆ V (G), an X-Y path is a path in G that is either a one-vertex
path with the vertex in X ∩ Y or a path with one endpoint in X and the other endpoint in Y
such that no internal vertices are in X∪Y . When u, v ∈ V (G), instead of {u}-{v} path we write
u-v path for short. The length of a path P is the number of edges of P . A path P is a geodesic
in G if it is a shortest path between its endpoints in G. The distance between two vertices u
and v in G, denoted by distG(u, v), is the length of a u-v geodesic in G when it exists, and
+∞ otherwise. Let u be a vertex of G. The neighborhood of u in G, denoted by NG(u), is the
set {v ∈ V (G) | uv ∈ E(G)}. For every set of vertices X of G, let NG(X) =

⋃
u∈X NG(u)−X.

For every positive integer r, we denote by N r
G[u] = {v ∈ V (G) | distG(u, v) ⩽ r}. We omit G

in the subscripts when it is clear from the context. The following lemma is folklore, see e.g.
[2, Lemma 23] for a proof.

Lemma 9. Let G be a graph and r be a nonnegative integer. For every geodesic Q in G and
for every vertex v ∈ V (G),

|N r[v] ∩ V (Q)| ⩽ 2r + 1.

An ordering σ of a finite set E is a sequence (x1, . . . , x|E|) of all the elements of E. For all
x, y ∈ E, we write x ⩽σ y when there are i, j ∈ [|E|] such that xi = x, xj = y, and i ⩽ j. We
also write minσ E = x1 and maxσ E = x|E|. When F ⊆ E, we write σ|F for the restriction of
σ to F that is defined as the ordering of F such that x ⩽σ|F y if and only if x ⩽σ y for all
x, y ∈ F . For every nonempty F ⊆ E, we define minσ F = minσ|F F and maxσ F = maxσ|F F .
For all F, F ′ ⊆ E, we write F <σ F ′ whenever for all x ∈ F and y ∈ F ′, we have x <σ y. If σ′

is an ordering of F ⊆ E, we say that σ extends σ′ if σ|F = σ′.

When H is a subgraph of a graph G and F is a family of subgraphs of G, we denote by F|H
the family {F ∈ F | F ⊆ H}.
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Next, we state a bunch of simple observations concerning the notion of weak coloring numbers
in the version presented above.

Observation 10. Let G be a graph and let S ⊆ V (G). Let G′ consist of all the components
of G that contain a vertex from S. For every nonnegative integer r, we have

wcolr(G,S) = wcolr(G
′, S).

Observation 11. Let G be a graph, S ⊆ V (G), and C be the family of components of G. For
every nonnegative integer r, we have

wcolr(G,S) = max
C∈C

wcolr(C, S ∩ V (C)).

Observation 12. Let G be a graph and let S, S′ ⊆ V (G). For every nonnegative integer r,
we have

wcolr(G,S ∪ S′) ⩽ wcolr(G,S) + wcolr(G− S, S′ − S).

Observations 10 and 11 are clear from the definition and to see Observation 12, it suffices to
order all the vertices of S before all the vertices of S′.

Geodesics are a useful tool when bounding weak coloring numbers. For instance, Lemma 9
implies the following.

Observation 13. Let G be a graph, S ⊆ V (G), ℓ be a positive integer, and Q1, . . . , Qℓ be
geodesics in G. For every nonnegative integer r, we have

wcolr(G,S ∪ V (Q1) ∪ · · · ∪ V (Qℓ)) ⩽ wcolr(G,S) + ℓ(2r + 1).

This inequality is witnessed by an ordering of S∪V (Q1)∪· · ·V (Qℓ) obtained from the ordering
σ of S witnessing wcolr(G,S) by putting vertices from V (Q1) ∪ · · ·V (Qℓ)− S arbitrarily.

Note that wcolr(G,S) is not monotone with respect to S. For example, let G be a star with
the root v. We have V (G) − {v} ⊆ V (G), however, wcol1(G,V (G) − {v}) = |V (G)| and
wcol1(G,V (G)) = 2. On the other hand, our version of weak coloring numbers is monotone in
the following sense.

Observation 14. Let G be a graph, S ⊆ V (G), and U ⊆ V (G). For every nonnegative
integer r, we have

wcolr(G− U, S − U) ⩽ wcolr(G,S).

The ideas of Observations 13 and 14 can be combined to obtain another property.

Observation 15. Let G be a graph, S ⊆ V (G), U ⊆ V (G), ℓ be a positive integer, and
Q1, . . . , Qℓ be geodesics in G. For every nonnegative integer r, we have

wcolr(G− U, (S ∪ V (Q1) ∪ · · · ∪ V (Qℓ))− U) ⩽ wcolr(G− U, S − U) + ℓ(2r + 1).

Finally, we can decide to place a fixed subset A of vertices first in the ordering and then
consider the geodesic paths in the remaining graph G−A. This turns out to be an important
trick.
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Observation 16. Let G be a graph, A ⊆ V (G), ℓ be a positive integer, and Q1, . . . , Qℓ be
geodesics in G−A. For every nonnegative integer r, we have

wcolr(G,A ∪ V (Q1) ∪ · · · ∪ V (Qℓ)) ⩽ |A|+ ℓ(2r + 1).

To see that the observation holds, we just take an arbitrary ordering of A∪V (Q1)∪· · ·∪V (Qℓ)
with vertices of A preceding vertices of V (Q1) ∪ · · · ∪ V (Qℓ).

Now, we present one of the key basic tools in the proof of Theorem 5.

Lemma 17 (Lemma 7 restated). There exists a function δ such that for all positive integers
k, d, for every connected Kk-minor-free graph G, for every family F of nonnull connected
subgraphs of G, either there are d pairwise vertex-disjoint subgraphs in F , or there exists
S ⊆ V (G) such that

(a) V (F ) ∩ S ̸= ∅ for every F ∈ F ;
(b) G[S] is connected;
(c) wcolr(G,S) ⩽ δ(k, d) · r for every positive integer r.

Lemma 17 is a consequence of the following statement from [2], which relies on the Graph
Minor Structure Theorem by Robertson and Seymour.

Lemma 18 ([2, Lemma 21]). There exists a function γ such that for all positive integers k, d,
for every Kk-minor-free graph G, for every family F of nonnull connected subgraphs of G either

(1) there are d pairwise vertex-disjoint subgraphs in F , or
(2) there exists A ⊆ V (G) such that |A| ⩽ (d − 1)γ(k), and a subgraph X of G, where X

is the union of at most (d − 1)2γ(k) geodesics in G − A, and for every F ∈ F we have
V (F ) ∩ (V (X) ∪A) ̸= ∅.

Proof of Lemma 17. Let δ(k, d) = 12(d − 1)2γ(k) where γ is the function from Lemma 18.
Let G be a Kk-minor-free graph and let F be a family of nonnull connected subgraphs of G.
Suppose that there are no d pairwise disjoint members of F , and hence, Lemma 18.(2) holds,
yielding A ⊆ V (G) and a subgraph X of G such that |A| ⩽ (d− 1)γ(k) and X is the union of
at most (d−1)2γ(k) geodesics in G−A. Note that G[A∪V (X)] has at most |A|+(d−1)2γ(k)
components. Let Q1, . . . , Qℓ be a family of at most (d − 1)γ(k) + (d − 1)2γ(k) − 1 geodesics
in G such that the set S = A ∪ V (X) ∪

⋃
i∈[ℓ] V (Qi) induces a connected subgraph in G. In

particular, ℓ ⩽ 2(d− 1)2γ(k). By Observations 13 and 16, for every positive integer r,

wcolr(G,S) ⩽ wcolr(G,A ∪ V (X)) + ℓ(2r + 1)

⩽ |A|+ (d− 1)2γ(k)(2r + 1) + ℓ(2r + 1)

⩽ (d− 1)γ(k) + (d− 1)2γ(k)(2r + 1) + 2(d− 1)2γ(k)(2r + 1)

⩽ 4(d− 1)2γ(k)(2r + 1) ⩽ δ(k, d)r. □

It is easy to derive an upper bound on weak coloring numbers of trees. It suffices to root a
given tree and order the vertices in an elimination order. Namely, an elimination ordering of
a tree T rooted in s ∈ V (T ) is an ordering (x1, . . . , x|V (T )|) of V (T ) such that x1 = s and for
every i ∈ {2, . . . , |V (T )|}, N(xi) ∩ {xj | j ∈ [i − 1]} = {y} where y is the parent of x. Note
that in such an ordering a vertex weakly reaches only its ancestors. See Figure 5.
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σ

Figure 5. An example of an eliminating ordering of a complete binary tree of
height 3.

Observation 19. Let T be a tree. For every positive integer r, we have

wcolr(T ) ⩽ r + 1.

More precisely, for every elimination ordering σ of T , for every u ∈ V (T ), and for every
positive integer r we have

WReachr[T, σ, u] ⊆ Ar,x

where Ar,x is the set of ancestors of x in distance at most r. Note that |Ar,x| ⩽ r + 1.

Note that this idea can be generalized to elimination orderings of tree decompositions – see [8].

4. Rooted 2-treedepth

First, we recall the definition of rooted 2-treedepth. For every graph G,

(r1) rtd2(G) = 0 if G is the null graph,
(r2) rtd2(G) = 1 if G is a one vertex graph, and otherwise
(r3) rtd2(G) is the minimum of max

{
rtd2(A), rtd2

(
B − V (A)

)
+ |V (A) ∩ V (B)|

}
over all

separations (A,B) of G of order at most one with V (A) ̸= ∅ and V (B)− V (A) ̸= ∅.

As mentioned in Section 2.1, the following properties are direct consequences of the definition.

(r4) rtd2(G) is the maximum of rtd2(C) over all components C of G when G is not connected,
(r5) rtd2(G) is the minimum of rtd2(G − v) + 1 over all vertices v of G when G consists of

one block,
(r6) rtd2(G) is the minimum of max{rtd2(A), rtd2(B−V (A))+1} over all separations (A,B)

of G of order one with V (A)∩V (B) consisting of a cut-vertex, when G is connected and
consists of more than one block.

(r7) rtd2(G) ⩽ 1 + rtd2(G− u).
(r8) rtd2(G) ⩽ max{2, rtd2(G− u)} for every u ∈ V (G) of degree at most 1.

As an illustration of the definition of rooted 2-treedepth, we characterize graphs having the
values of rtd2 in {1, 2}. First, note the following straightforward observation.
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Observation 20. For every graph G, we have rtd2(G) ⩽ 1 if and only if G has no edges.

Next, we show that for every tree T , we have rtd2(T ) ⩽ 2. We proceed by induction on
the number of vertices of T . For the base case, rtd2(K1) = 1 ⩽ 2. In general, if x is
a leaf of T whose parent is y, then the separation (T − x, T [{x, y}]) witnesses rtd2(T ) ⩽
max{rtd2(T − x), rtd2(K1) + 1} ⩽ 2.

We are about to show that rtd2 is minor-monotone. Note that this yields a characterization
of graphs with rtd2 at most two. Namely, rtd2(G) ⩽ 2 if and only if G is a forest. Indeed,
observe that rtd2(K3) = 3.

Observation 21. For every graph G, we have rtd2(G) ⩽ 2 if and only if G is a forest.

Lemma 22. For all graphs G,H, if H is a minor of G, then

rtd2(H) ⩽ rtd2(G).

Proof. We proceed by induction on |V (G)|. When |V (G)| ⩽ 1, then the assertion holds. Hence,
let G be a graph on at least two vertices. There is a separation (A,B) of G of order at most one
such that rtd2(G) = max{rtd2(A), rtd2(B − V (A)) + |V (A) ∩ V (B)|}, V (B)− V (A) ̸= ∅, and
V (A) ̸= ∅. In particular, rtd2(A) ⩽ rtd2(G) and rtd2(B − V (A)) + |V (A) ∩ V (B)| ⩽ rtd2(G).

We claim that H has a separation (A′, B′) such that A′ is a minor of A, B′−V (A′) is a minor
of B − V (A), and |V (A′) ∩ V (B′)| ⩽ |V (A) ∩ V (B)|. Indeed, let

(
Cx | x ∈ V (H)

)
be a model

of H in G, and let

A′ = H[{x ∈ V (H) | Cx ∩ V (A) ̸= ∅}]
B′ = H[{x ∈ V (H) | Cx ∩ V (B) ̸= ∅}].

Note that (A′, B′) is a separation of H. Moreover, since |V (A) ∩ V (B)| ⩽ 1, A′ is a minor
of A and B′ − V (A′) is a minor of B − V (A). Moreover, by construction |V (A′) ∩ V (B′)| ⩽
|V (A) ∩ V (B)|. Observe that since |V (A′) ∩ V (B′)| ⩽ 1,

(
Cx ∩ V (A) | x ∈ V (A′)

)
is a model

of A′ in A, and
(
Cx ∩ (V (B)− V (A)) | x ∈ V (B′)− V (A′)

)
is a model of B′ − V (A′) in B.

Since V (B)−V (A) ̸= ∅, and V (A) ̸= ∅, we have |V (A)| < |V (G) and |V (B−V (A))| < |V (G)|.
Therefore, by induction hypothesis, since A′ is a minor of A and B′ − V (A′) is a minor of
B − V (A), rtd2(A′) ⩽ rtd2(A) and rtd2(B

′ − V (A′)) ⩽ rtd2(B − V (A)). We deduce that

rtd2(H) ⩽ max{rtd2(A′), rtd2(B
′ − V (A′)) + |V (A′) ∩ V (B′)|}

⩽ max{rtd2(A), rtd2(B − V (A)) + |V (A) ∩ V (B)|}
= rtd2(G). □

It is evident from the definitions that the parameters td2 and rtd2 are closely related. Indeed,
for instance, td2 is minor-monotone too – one can see this by following the above proof with a
slight modification (we do not give an explicit proof since we never use this fact). In the next
part of this section, we discuss relations between rtd2 and td2. Namely, we show that the two
parameters are linearly tied.

Lemma 23. For every graph G with at least one edge,

td2(G) ⩽ rtd2(G) ⩽ 2 td2(G)− 2.
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Proof. First, we prove that td2(G) ⩽ rtd2(G) for every graph G. We proceed by induction on
|V (G)|. When G is a null graph, we have td2(G) = rtd2(G) = 0 and when G is a one-vertex
graph, we have td2(G) = rtd2(G) = 1. Thus, we assume that |V (G)| ⩾ 2. If G consists of one
block, then by (r5) and induction hypothesis,

td2(G) = min
v∈V (G)

td2(G− v) + 1 ⩽ min
v∈V (G)

rtd2(G− v) + 1 = rtd2(G).

If G consists of blocks B1, . . . , Bk for k > 1, then by induction hypothesis,

td2(G) = max
i∈[k]

td2(Bi) ⩽ max
i∈[k]

rtd2(Bi) ⩽ rtd2(G).

Now, we prove the other inequality for every graph G with at least one edge. We again proceed
by induction on |V (G)|. If td2(G) = 2, then G is a forest with at least one edge, and so as
mentioned earlier rtd2(G) = td2(G) = 2. Now assume that td2(G) ⩾ 3, and so in particular
|V (G)| ⩾ 3, and that the result holds for smaller graphs. In particular, for every nonnull graph
H with |V (H)| < |V (G)|, either H has no edge and so rtd2(H) = td2(H) = 1, or rtd2(H) ⩽
2 td2(H)− 2. In both cases, rtd2(H) ⩽ max{1, 2 td2(H)− 2}. There is a separation (A,B) of
G of order at most one such that rtd2(G) = max{rtd2(A), rtd2(B − V (A)) + |V (A) ∩ V (B)|},
V (B)− V (A) ̸= ∅, and V (A) ̸= ∅. If |V (A) ∩ V (B)| = 0, then B − V (A) = B and so

rtd2(G) = max{rtd2(A), rtd2(B)}
⩽ max{max{1, 2 td2(A)− 2},max{1, 2 td2(B)− 2}}
= max{1, 2max{td2(A), td2(B)} − 2}
= 2 td2(G)− 2.

Therefore, we assume that |V (A)∩V (B)| = 1 and V (A)∩V (B) = {u}. There exists v ∈ V (B)
such that td2(B − v) = td2(B)− 1. Then, by (r7),

rtd2(B − u) ⩽ rtd2(B − u− v) + 1 ⩽ rtd2(B − v) + 1

⩽ max{1, 2 td2(B − v)− 2}+ 1

= max{2, 2 td2(B − v)− 1}
⩽ max{2, 2 td2(B)− 3}.

Finally, since td2(G) ⩾ 3,

rtd2(G) ⩽ max{rtd2(A), rtd2(B − u) + 1}
⩽ max{max{1, 2 td2(A)− 2},max{2, 2 td2(B)− 3}+ 1}
= max{3, 2 td2(A)− 2, 2 td2(B)− 3 + 1}
⩽ max{3, 2 td2(G)− 2}
= 2 td2(G)− 2. □

The bounds in Lemma 23 are tight. Indeed, for every positive integer n, we have td2(Kn) =
rtd2(Kn) = n, which witnesses that the first inequality is tight. For the second one, see
Lemma 25, which we precede with a simple observation. Note that this observation is also true
for td2, namely, td2(K1 ⊕G) = 1 + td2(G) – again, the proof is very similar and we omit it.

Observation 24. For every graph G,

rtd2(K1 ⊕G) = 1 + rtd2(G).
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Proof. Let G be a graph and let s the vertex of K1 in K1 ⊕G. By definition, rtd2(K1 ⊕G) ⩽
1 + rtd2(G). For the other inequality, we proceed by induction on rtd2(G). The assertion is
clear when G is the null graph, thus, assume that G is not the null graph. If G is not connected,
then rtd2(G) = rtd2(C) for some component C of G, and since rtd2(K1 ⊕G) ⩾ rtd2(K1 ⊕C),
it suffices to show rtd2(K1 ⊕ C) ⩾ 1 + rtd2(C). Therefore, we assume that G is connected.
Since K1 ⊕ G is also connected, there is a separation (A,B) of K1 ⊕ G of order one such
that rtd2(G) = max{rtd2(A), rtd2(B − V (A)) + 1}, V (B) − V (A) ̸= ∅, and V (A) ̸= ∅. Since
s is adjacent to all other vertices in K1 ⊕ G, the only possibility is that V (A) = {s} and
V (B) = V (K1⊕G). It follows that B−V (A) contains a subgraph isomorphic to G, and thus,
rtd2(K1 ⊕G) ⩾ 1 + rtd2(B − V (A)) ⩾ 1 + rtd2(G). □

Lemma 25. For every integer k with k ⩾ 2, there is a graph G with td2(G) ⩽ k and rtd2(G) ⩾
2k − 2.

Proof. We define inductively graphs Hk,ℓ with two distinguished vertices uk,ℓ and vk,ℓ for every
integers k, ℓ with k, ℓ ⩾ 2. For k = 2, Hk,ℓ is a path on ℓ vertices and uk,ℓ, vk,ℓ are its endpoints.
For k > 3, Hk,ℓ is obtained from two disjoint copies H1, H2 of K1 ⊕Hk−1,ℓ by identifying the
copy of vk−1,ℓ in H1 with the copy of uk−1,ℓ in H2. The vertices uk,ℓ, vk,ℓ are then respectively
the copy of uk−1,ℓ in H1 and the copy of vk−1,ℓ in H2. See Figure 6.

By induction on k, we show that td2(Hk,ℓ) ⩽ k and rtd2(Hk,ℓ) ⩾ 2k−2 for all integers k, ℓ with
ℓ ⩾ k ⩾ 2. When k = 2, H2,ℓ is a path on at least two vertices and so td2(H2,ℓ) = rtd2(H2,ℓ) =
2. Now suppose that k > 2. First, observe that Hk,ℓ has exactly two blocks H1, H2, both
isomorphic to K1 ⊕ Hk−1,ℓ. Hence, td2(Hk,ℓ) ⩽ td2(K1 ⊕ Hk−1,ℓ) ⩽ 1 + td2(Hk−1,ℓ) ⩽ k
by induction hypothesis. Let v be the unique cut-vertex of Hk,ℓ. Since Hk,ℓ is connected
and consists of more than one block, by (r6), there is a separation (A,B) of Hk,ℓ such that
V (A)∩V (B) = {v} and rtd2(Hk,ℓ) = max{rtd2(A), rtd2(B−v)+1}. It follows that the graph
B − v contains K1 ⊕Hk−1,ℓ−1 as a subgraph, and so, applying Observation 24,

rtd2(Hk,ℓ−1) ⩾ rtd2(B − v) + 1 ⩾ rtd2(K1 ⊕Hk−1,ℓ−1) + 1 ⩾ rtd2(Hk−1,ℓ−1) + 2 ⩾ 2k − 2.

This concludes the proof of the lemma. □

H2,4

H3,4

H4,4

Figure 6. The proof of Lemma 25 implies that td2(H4,4) ⩽ 4 and rtd2(H4,4) ⩾ 6.

In Section 1, we mentioned several times the construction given in [8]. Let us now finally
introduce it properly, and later show the equivalent description of rooted 2-treedepth using
this construction.
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Let d be a positive integer, let B,H be two graphs, and let u be a vertex of H. Recall that
Ld(B,H, u) is the graph obtained in the following process. Take a copy of B and d|V (B)|
copies of H. Label the latter Hi,x for each i ∈ [d] and x ∈ V (B). Next, for each x ∈ V (B)
identify x and u in each Hi,x for i ∈ [d]. See Figure 2.

Moreover, for all nonnegative integers r, t the graph Gr,t is defined recursively by{
G0,t = Gr,0 = K1

Gr,t = L(r+t
t )

(Gr−1,t,K1 ⊕Gr,t−1, u) if r, t > 0

where u is the vertex of K1 in K1 ⊕Gr,t−1.

Lemma 26. For every graph G with at least one edge, rtd2(G) is equal to the least t such that
there exists a nonnegative integer r with G ⊆ Gr,t−1.

Proof. First, we show that for every G with at least one edge and every integer t ⩾ 0 such that
there exists r ⩾ 0 with G ⊆ Gr,t−1, we have rtd2(G) ⩽ t. Since G has an edge, we have t ⩾ 2.
By Lemma 22, it is enough to show that rtd2(Gr,t−1) ⩽ t for all integers r, t with r ⩾ 0 and
t ⩾ 2. We proceed by induction on t+ r. If t = 2 or r = 0, then Gr,t−1 is a tree and the result
follows. Now suppose t ⩾ 3, r ⩾ 1. By the definition of Gr,t−1, there is a sequence H0, . . . ,Hm

of graphs such that H0 = Gr−1,t−1, Hm = Gr,t−1, and for every i ∈ [m], Hi contains a block
Bi containing a unique cut vertex ri of Hi in Bi, which is such that Bi − ri is isomorphic to
Gr,t−2 and Hi−1 = Hi − V (Bi − ri).

We claim that rtd2(Hi) ⩽ t for every i ∈ {0, . . . ,m}. We proceed by induction on i. The main
induction hypothesis gives rtd2(H0) = rtd2(Gr−1,t−1) ⩽ t. Now let i ∈ [m]. The graph Hi has
a block Bi containing a unique cut vertex ri of Hi such that Bi − ri is isomorphic to Gr,t−2

and Hi−1 = Hi − V (Bi − ri). Then (Hi−1, Bi) is a separation of Hi of order at most one, and
hence by induction hypothesis rtd2(Hi) ⩽ max{rtd2(Hi−1), rtd2(Gr,t−2) + 1} ⩽ t. For i = m,
this proves that rtd2(Gr,t−1) ⩽ t as asserted.

Next, we prove the opposite implication, i.e., if rtd2(G) ⩽ t then there exists r ⩾ 0 such that
G ⊆ Gr,t−1. We proceed by induction on (t, |V (G)|) in the lexicographic order. Since G has
an edge, we must have |V (G)| ⩾ 2 and t ⩾ 2. Suppose that t = 2, and so, rtd2(G) ⩽ 2, which
implies by Observation 21 that G is a forest. There is a vertex x of G of degree at most one.
Since rtd2(G − x) ⩽ rtd2(G) ⩽ t, by induction hypothesis, there exists a nonnegative integer
r such that G− x ⊆ Gr,1, and so G ⊆ Gr+1,1.

Now, suppose that t ⩾ 3. There is a separation (A,B) of G of order at most one such that
rtd2(A) ⩽ rtd2(G), rtd2(B − V (A)) ⩽ rtd2(G) − |V (A) ∩ V (B)|, V (B) − V (A) ̸= ∅ and
V (A) ̸= ∅. We take such a separation (A,B) with |V (A)∩V (B)| = 1 if possible. Assume that
it is impossible, and so, |V (A) ∩ V (B)| = 0. Then we claim that every component of G has
only one vertex. Indeed, by (r4) there is a component C of G such that rtd2(G) = rtd2(C). If
C has more than one vertex, there is a separation (A′, B′) of C of order at most one such that
rtd2(A

′) ⩽ rtd2(C), rtd2(B′ − V (A′)) ⩽ rtd2(C) − |V (A′) ∩ V (B′)|, V (B′) − V (A′) ̸= ∅ and
V (A′) ̸= ∅. Note that |V (A′)∩ V (B′)| = 1 as C is connected. However,

(
(G− V (C))∪A′, B′)

contradicts the impossibility assumption. This proves that every component of G has one
vertex, and so, G has no edges, which is a contradiction.
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We have |V (A) ∩ V (B)| = 1, |V (A)| < |V (G)|, and |V (B − V (A))| < |V (G)|. Moreover,
rtd2(A) ⩽ t and rtd2(B − V (A)) ⩽ t − 1, therefore, by induction hypothesis, there exist
nonnegative integers r and r′ such that A ⊆ Gr,t−1 and B − V (A) ⊆ Gr′,t−2. It follows that
B ⊆ K1 ⊕Gr′,t−2, and so G ⊆ Gmax{r+1,r′},t−1. □

We finish this section with another universal construction for graphs of rooted 2-treedepth at
most t, which will be useful in the proofs of Theorem 5 and Theorem 6. Given a graph G,
we will define a graph Th,d(G) for all positive integers h, d, whose blocks are all isomorphic to
K1 ⊕G.

Let G be a graph and let d be a positive integer. For every positive integer h, we define the
graph Th,d(G) with one distinguished vertex, which we call the root of Th,d(G). When h = 1,
let T1,d(G) = K1⊕G, and let the vertex of K1 be the root. When h > 1, fix a copy of Th−1,d(G)
with the root s, and let

Th,d(G) = Ld(K1 ⊕G,Th−1,d(G), s).

As the root of Th,d(G), we distinguish the vertex of K1 in the copy of K1⊕G given as the first
argument to Ld. See Figure 7.

G

Th−1,3(G)

s

Th,3(G)

Figure 7. An illustration of the construction of Th,d(G), which is obtained
from K1 ⊕G by gluing on every vertex d copies of Th−1,d(G).

The following is a straightforward consequence of Observation 24 and (r6).

Observation 27. For every graph G, for all positive integers h, d, we have

rtd2(Th,d(G)) = rtd2(G) + 1.

Lemma 28. For every nonnull graph G, there exists a graph H such that

(a) rtd2(H) ⩽ rtd2(G)− 1 and
(b) G ⊆ Th,d(H) for some positive integers h and d.

Proof. If G has no edges, then we set H = K1 and the assertion follows, thus assume that G
has at least one edge. Let t = rtd2(G)− 1. By Lemma 26, there exists a nonnegative integer r
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such that G ⊆ Gr,t. Hence, it is enough to show that there exists a graph H with rtd2(H) ⩽ t
and Gr,t ⊆ Th,d(H) for some positive integers h, d. Let B be the family of all the blocks of
Gr,t. Recall that Gr,t = L(r+t

t )
(Gr−1,t,K1 ⊕ Gr,t−1, u) if r, t > 0. Thus, each B ∈ B is either

isomorphic to K1⊕Gr,t−1, or is a block of Gr−1,t. Thus, for each B ∈ B there is a nonnegative
integer r′ with r′ < r such that every B is isomorphic to K1 ⊕ Gr′,t−1. This implies that for
each B ∈ B we have B ⊆ K1 ⊕Gr,t−1.

We denote by sB the vertex of B corresponding to K1. By the definition of Gr,t, one can
inductively construct a rooted tree T with V (T ) = B such that for every B ∈ B which
is not the root, the vertex sB belongs of V (B′) if B′ is the parent of B in T . Moreover,
B − sB is isomorphic to Gr′,t−1 for some integer r′ with r′ ⩽ r. Let S be the root of T . Let
h be the vertex-height of T , and let d be the maximum number of children of a vertex in
T . We claim that H = Gr,t−1 satisfies the required conditions. The first assertion is clear
by Lemma 26, thus, it suffices to prove that Gr,t ⊆ Th,d(Gr,t−1). To this end, we show by
induction the following property. For every subtree T ′ of T rooted in S of vertex-height h′, we
have

⋃
B∈V (T ′) V (B) ⊆ Th′,d(Gr,t−1).

When h′ = 1, |V (T ′)| = 1 and so
⋃

B∈V (T ′) V (B) ⊆ K1 ⊕Gr,t−1 = T1,d(Gr,t−1). Now suppose
that h′ > 1. Let L be the set of all vertices of T ′ at distance h′−1 from S. By induction hypoth-
esis and because T ′ −L has vertex-height h′ − 1, we have

⋃
B∈V (T ′−L) V (B) ⊆ Th′−1,d(Gr,t−1).

Then,
⋃

B∈V (T ′) V (B) is obtained from
⋃

B∈V (T ′−L) V (B) by gluing on every vertex at most
d blocks isomorphic to a subgraph of K1 ⊕ Gr,t−1. Hence

⋃
B∈V (T ′) V (B) ⊆ Th′,d(Gr,t−1).

Applying the above to T ′ = T ends the proof. □

Having a model of Th,d(X) in some graph G, sometimes it will be handy to insist that a given
vertex u ∈ V (G) is in the branch set of the root of Th,d(X). To this end, we introduce another
auxiliary construction and we prove Lemma 29 below.

For every graph X and for all positive integers d, h, let T ′
h,d(X) be the result of taking two

disjoint copies of Th,d(X) and identifying their roots – we call this new vertex the root of
T ′
h,d(X).

Lemma 29. Let X be a graph and let h, d be positive integers. Let G be a connected graph
and let u ∈ V (G). If

(
Ax | x ∈ V (T ′

h,d(X))
)

is a model of T ′
h,d(X) in G, then there exists a

model
(
Bx | x ∈ V (Th,d(X))

)
of Th,d(X) in G such that

(a) u ∈ Bs where s is the root of Th,d(X) and
(b) for every x ∈ V (Th,d(X)), there exists y ∈ V (T ′

h,d(X)) such that Ay ⊆ Bx.

Proof. Observe that T ′
h,d(X) has a separation (H1, H2) such that V (H1)∩V (H2) = {s′} where

s′ is the root of T ′
h,d(X), and Hi is isomorphic to Th,d(X) for each i ∈ {1, 2}.

Let A be the union of all branch sets Ax for x ∈ V (T ′
h,d(X)). Fix a path P in G from u

to any vertex of A with no internal vertices in A. Suppose that the endpoint of P in A is
contained in Ax for some x0 ∈ V (T ′

h,d(X) Let {i, j} = {1, 2} be such that x0 ∈ V (Hi). Let
Bs = V (P )∪

⋃
x∈V (Hi)

Ax and By = Ay for every y ∈ V (Hj)−{s}. Then
(
By | y ∈ V (Hj)

)
is

a model of Th,d(X) in G satisfying the conclusion of the lemma. □
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5. The base case: Graphs with no F-rich model of a given tree

The proof of Theorem 5 is by induction. The technical statement of the induction is stated in
Theorem 8. In this section, we provide the base case for the induction, that is, the case where
X is a forest. It turns out that methods used in the so-called theory of product structure of
graphs are useful in the study of weak coloring numbers. For instance, the main result of [2]
is actually a product structure result and the weak coloring numbers bound follows from a
slight adjustment of the argument. In the material of this section, we are strongly inspired
by another product structure paper by Dujmović, Hickingbotham, Joret, Micek, Morin, and
Wood [3].

For all positive integers h and d, we denote by Fh,d the (rooted) complete d-ary tree of vertex-
height h. In particular, F2,d is the star with d leaves. Note that for every tree X, there exist
positive integers h, d such that X ⊆ Fh,d.

We start with the case where X is a star. Let δ be the function given by Lemma 17.

Lemma 30. Let k, d be positive integers. Let G be a connected Kk-minor-free graph, and let F
be a family of nonnull connected subgraphs of G such that G has no F-rich model of F2,d. For
every U ⊆ V (G) such that G[U ] is connected, there is a set S ⊆ V (G), a layering (P0, . . . , Pℓ)
of S in G with P0 = U , and sets R1, . . . , Rℓ ⊆ S such that

(a) V (F ) ∩ S ̸= ∅ for every F ∈ F ;
(b) G[S] is connected;
(c) for every component C of G−S, NG(V (C)) ⊆ Pi∪Pj for some i, j ∈ {0, . . . , ℓ} and either

i = j or j = i+ 1;
(d) Pi ⊆ Ri ⊆

⋃
j∈{0,...,i} Pj for every i ∈ [ℓ];

(e) wcolr(G,Ri) ⩽ (δ(k, d+ 1) + 3) · r for every i ∈ [ℓ] and for every positive integer r.

The statement of the lemma is visualized on Figure 8.

G

P0=U P1 P2 P4 P5P3

R3

S

Figure 8. We illustrate the statement of Lemma 30. The green is a given set
U , which should become P0. It is contained in a blue layering of S. The yellow
components should not contain members of F . Moreover, each such component
can have neighbors only in two consecutive layers. The set R3 has to satisfy
P3 ⊆ R3 ⊆ P0 ∪ P1 ∪ P2 ∪ P3 and we want wcolr(G,R3) to be low. We do not
depict all the sets Ri for readability.
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Proof. In the proof we define many objects, they are depicted in Figure 9. We proceed by
induction on |V (G)|− |U |. Let U ⊆ V (G) be such that G[U ] is connected. If F|G−U = ∅, then
it suffices to take S = U , ℓ = 0 and P0 = U . In particular, this is the case for U = V (G).
Therefore, assume |U | < |V (G)| and F|G−U ̸= ∅. Let F0 be the family of all the nonnull
connected subgraphs A of G−U such that A contains a member of F and V (A)∩NG(U) ̸= ∅.
We argue that F0 ̸= ∅. Since F|G−U ̸= ∅, there is a component C of G − U containing a
member of F . Since G is connected, V (C) ∩NG(U) ̸= ∅, and in particular, C ∈ F0.

Observe that any collection of d+1 pairwise disjoint A1, . . . , Ad+1 ∈ F0 yields an F-rich model
of F2,d in G. Indeed, it suffices to take U ∪ Ad+1 as the branch set corresponding to the root
of F2,d and A1, . . . , Ad as the branch sets of the remaining d vertices of F2,d. Therefore, there
is at most d pairwise disjoint members of F0, and thus, by Lemma 17 applied to G and F0,
there exists a set S0 ⊆ V (G) such that

17.(a) V (F ) ∩ S0 ̸= ∅ for every F ∈ F0;
17.(b) G[S0] is connected;
17.(c) wcolr(G,S0) ⩽ δ(k, d+ 1) · r for every positive integer r.

Since F0 ̸= ∅, we have S0 − U ̸= ∅. Let Q be a U -S0 geodesic in G (possibly just one vertex
path), and let S1 = (S0 ∪ V (Q))− U . Note that by 17.(b), G[U ∪ S1] is connected.

Let C0 be the family of all the components C of G − U − S1 such that NG(U) ∩ V (C) = ∅.
Let U ′ = V (G) −

⋃
C∈C0 V (C). Observe that |U ′| > |U | since S0 − U ̸= ∅ and U ′ contains

U ∪ S1. Moreover, G[U ′] is connected since G is connected and G[U ∪ S1] is connected. Let
F ′ = {F ∈ F | V (F ) ∩ U ′ = ∅}. By induction hypothesis applied to G, F ′, and U ′, there is a
set S′ ⊆ V (G), a layering (P ′

0, . . . , P
′
ℓ′) of G[S′] with P ′

0 = U ′, and sets R′
0, . . . , R

′
ℓ′ ⊆ S′ such

that

(a’) V (F ) ∩ S′ ̸= ∅ for every F ∈ F ′;
(b’) G[S′] is connected;
(c’) for every component C of G − S′, NG(V (C)) ⊆ Pi ∪ Pj for some i, j ∈ {0, . . . , ℓ′} and

either i = j or j = i+ 1;
(d’) P ′

i ⊆ R′
i ⊆

⋃
j∈{0,...,i} P

′
j for every i ∈ {0, . . . , ℓ′};

(e’) wcolr(G,R′
i) ⩽ (δ(k, d+ 1) + 3) · r for every i ∈ [ℓ] and for every positive integer r.

Let S = U ∪ S1 ∪ (S′ − U ′), P0 = U , P1 = S1 and Pi = P ′
i−1 for every i ∈ {2, . . . , ℓ′ + 1} –

we set ℓ = ℓ′ + 1. Let R1 = S0 ∪ V (Q) and Ri = R′
i−1 for every i ∈ {2, . . . , ℓ}. We claim

that (P0, . . . , Pℓ) is a layering of S in G and (a)-(e) hold, which will complete the proof of the
lemma.

Let i, j ∈ {0, . . . , ℓ} with i < j and assume that there is an edge a vertex in Pi and a vertex in
Pj in G. If i ⩾ 1, then Pi ⊆ P ′

i−1 and Pj = P ′
j−1, which implies |i− j| ⩽ 1 since (P ′

0, . . . , P
′
ℓ′)

is a layering of G[S′]. Otherwise, i = 0 and since NG(V (G − U ′)) ⊆ S1 = P1, we have j = 1,
which implies that (P0, . . . , Pℓ) is a layering of S in G.

Let F ∈ F . If V (F ) ∩ (U ∪ S1) ̸= ∅, then V (F ) ∩ S ̸= ∅. Otherwise, F ⊆ G − U and
V (F ) ∩ S0 = ∅, and therefore by 17.(a), F /∈ F0, so in particular, V (F ) ∩NG(U) = ∅. In this
case, F ∈ F ′, and by (a’), V (F ) ∩ S′ ̸= ∅. This proves (a).

Item (b) holds since G[U ∪ S1] is connected and G[S′] is connected by (b’).
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Let C be a component of G − S. Either C is a component of G − U − S1 with C /∈ C0 or
V (C) ∩ U ′ = ∅. In the former case, NG(V (C)) ⊆ U ∪ S1 = P0 ∪ P1, thus, assume the latter
case. In particular, C is a component of G − S′. By (c’), NG(V (C)) is included in at most
two consecutive parts of (P ′

0, . . . , P
′
ℓ′). If NG(V (C)) ⊆ P ′

ℓ′ , and so NG(V (C)) ⊆ Pℓ′+1, or there
exists i ∈ {0, . . . , ℓ′−1} such that NG(V (C)) ⊆ P ′

i ∪P ′
i+1. If i = 0, then NG(V (C)) ⊆ U ′∪P ′

1,
and since NG(V (G − U ′)) ⊆ S1, we have NG(V (C)) ⊆ S1 ∪ P ′

1 = P1 ∪ P2. If i > 0, then
NG(V (C)) ⊆ P ′

i ∪ P ′
i+1 = Pi−1 ∪ Pi. Hence, (c) holds.

Item (d) holds by construction and (d’).

Finally, let i ∈ [ℓ] and let r be a positive integer. If i = 1, then we set R1 = S0 ∪ V (Q). We
have R1 ⊆ P0 ∪ P1 = U ∪ S1 and P1 = S1 ⊆ R1. Moreover,

wcolr(G,S0 ∪ V (Q))) ⩽ δ(k, d+ 1) + (2r + 1) ⩽ (δ(k, d+ 1) + 3) · r
by 17.(c) and Observation 13. If i > 1, then by (e’), there exists R′

i−1 ⊆
⋃

a∈{0,...,i−1} P
′
a with

P ′
i−1 ⊆ R′

i−1 and wcolr(G,R′
i−1) ⩽ (δ(k, d+1)+3) · r. We set Ri = R′

i−1. This proves that (e)
holds and ends the proof of the lemma. □

GU

S0

Q
P ′
1 P ′

2 P ′
3 P ′

4
S′– U ′

P ′
0 = U ′

Figure 9. An illustration of the considered objects in Lemma 30. Note that
S0 may intersect U .

Now we are ready to prove the theorem for graphs with no F-rich model of a fixed star. This
part of the argument follows ideas from the proof by [13] that wcolr(P ) ⩽ 1 + ⌈log r⌉ for all
paths P – we explain the idea of this proof in Figure 10.

Lemma 31. Let k, d be positive integers. For every connected Kk-minor-free graph G, for
every family F of nonnull connected subgraphs of G, if G has no F-rich model of F2,d, then
there is a set S ⊆ V (G) such that

(a) V (F ) ∩ S ̸= ∅ for every F ∈ F ;
(b) G[S] is connected;
(c) wcolr(G,S) ⩽ 5(δ(k, d+ 1) + 3) · r log r for every integer r with r ⩾ 2.

Proof. Let G be a connected Kk-minor-free graph, let F be a family of nonnull connected
subgraphs of G, and suppose that G has no F-rich model of F2,d. Let r be an integer with
r ⩾ 2. Let U be an arbitrary singleton of a vertex in G. Lemma 30 applied to G, F , and U
gives S ⊆ V (G), a layering (P0, . . . , Pℓ) of G[S] with P0 = U , and sets R1, . . . , Rℓ ⊆ S such
that
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p1 p2 p3 p4 p5 p6 p7 p8 p9 p10 p11 p12 p13 p14 p15 p16 p17 p18 p19 p20 p21 p22

3

p0

3 32 2 21 1 1 1 1 10 0 0 0 0 0 0 0 0 0 0

σ

3 2 1 0

Figure 10. Consider the path P = p0 . . . p22. Let r = 7. Then, s = 3 =
⌈log(r + 1)⌉. We claim that wcolr(P ) ⩽ 1+s. We mark every eigth vertex with
3 (this corresponds to the set I3 in the proof of Lemma 31). Then, we mark
each fourth unmarked vertex with 2 (the set I2 − I3), every second unmarked
vertex with 1 (the set I1 − I2), and finally all remaining vertices with 0 (the
set I0 − I1). Next, we construct an ordering on the vertices p0, . . . , p22. First,
preserving the original ordering in the path, we put the vertices marked with
3, then similarly the ones marked with 2, with 1, and with 0. The lower part of
the figure depicts this ordering in a slightly convoluted way that we will explain.
It suffices to argue that for every u ∈ V (P ), we have |WReachr[P, σ, u]| ⩽ 4.
We build an auxiliary tree (depicted in green in the figure), where for every
i ∈ {3, 2, 1}, we connect every vertex marked with i with the closest (in the
path) vertices marked with i − 1. It is not hard to see that WReachr[P, σ, u]
consists only of the ancestors of u in the auxiliary tree.

30.(a) V (F ) ∩ S ̸= ∅ for every F ∈ F ;
30.(b) G[S] is connected;
30.(c) for every component C of G − S, NG(V (C)) ⊆ Pi ∪ Pj for some i, j ∈ {0, . . . , ℓ} and

either i = j or j = i+ 1;
30.(d) Pi ⊆ Ri ⊆

⋃
j∈{0,...,i} Pj for every i ∈ [ℓ];

30.(e) wcolr(G,Ri) ⩽ (δ(k, d+ 1) + 3) · r for every i ∈ [ℓ] and for every positive integer r.

Moreover, since (P0, . . . , Pℓ) is a layering of S in G and by 30.(c) we obtain

(⋆) for each i ∈ {0, . . . , ℓ}, Pi separates
⋃

a∈{0,...,i} Pa and
⋃

a∈{i,...,ℓ} Pa in G.
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Note that (a) holds by 30.(a) and (b) holds by 30.(b). In order to conclude the proof, it suffices
to show (c).

Let s = ⌈log(r + 1)⌉. For every i ∈ {0, . . . , s}, let Ii =
{
j ∈ {0, . . . , ℓ} | j = 0 mod 2i

}
. See

Figure 10 again. We construct recursively families {R′
j}j∈{0,...,ℓ} and {Si}i∈{0,...,s} of subsets

of V (G) and a family {σj}j∈{0,...,ℓ} such that σj is an ordering of R′
j . For every j ∈ Is, let

R′
j = Rj −

⋃
a∈{0,...,j−2s} Pa

and let Ss =
⋃

j∈Is R
′
j . If j < 2s, then R′

j = Rj , and so by 30.(e), wcolr(G,R′
j) ⩽ (δ(k, d+1)+

3) · r. Now assume that j ⩾ 2s. By (⋆), Pj−2s separates
⋃

a∈{0,...,j−2s} Pa and
⋃

a∈{j−2s,...,ℓ} Pa

in G. In particular, Pj−2s separates
⋃

a∈{0,...,j−2s} Pa and R′
j in G. Since Pj−2s ⊆ R′

j−2s

by 30.(d), by (⋆) and Observation 10, we have

wcolr

(
G−

⋃
a∈{0,...,j−2s}∩Is R

′
a, R

′
j

)
= wcolr

(
G− Pj−2s , R

′
j

)
= wcolr

(
G−

⋃
a∈{0,...,j−2s} Pa, R

′
j

)
.

Finally,

wcolr

(
G−

⋃
a∈{0,...,j−2s} Pa, R

′
j

)
⩽ wcolr(G,Rj) by Observation 14

⩽ (δ(k, d+ 1) + 3) · r by 30.(e).

For every j ∈ Is, let σj be an ordering of R′
j such that

wcolr

(
G−

⋃
a∈{0,...,j−2s}∩Is R

′
a, R

′
j , σj

)
⩽ (δ(k, d+ 1) + 3) · r.

Next, let i ∈ {0, . . . , s− 1} and assume that Si+1 is defined. Now for every j ∈ Ii − Ii+1, let

R′
j =

(
Rj −

⋃
a∈{0,...,j−2i} Pa

)
− Si+1,

and let Si =
⋃

j∈Ii R
′
j . Let j ∈ Ii − Ii+1. We have j − 2i ∈ Ii+1 and therefore Pj−2i ⊆ Si+1.

By (⋆), Pj−2i separates
⋃

a∈{0,...,j−2i} Pa and
⋃

a∈{j−2i,...,ℓ} Pa in G. It follows that

wcolr(G− Si+1, R
′
j) = wcolr(G− Pj−2i , R

′
j) = wcolr

(
G−

⋃
a∈{0,...,j−2i} Pa, R

′
j

)
.

Furthermore,

wcolr

(
G−

⋃
a∈{0,...,j−2i} Pa, R

′
j

)
⩽ wcolr(G,Rj) by Observation 14

⩽ (δ(k, d+ 1) + 3) · r by 30.(e).

Let σj be an ordering of R′
j such that

wcolr(G− Si+1, R
′
j , σj) ⩽ (δ(k, d+ 1) + 3) · r.

This concludes the construction of the families.

Let S = S0. The sets {R′
j}j∈{0,...,ℓ} are pairwise disjoint, and they partition S. Let σ be an

ordering of S such that

(i) σ extends σj , for every j ∈ {0, . . . , ℓ};
(ii) for every j, j′ ∈ Is with j < j′, for all u ∈ R′

j and v ∈ R′
j′ , u <σ v; and

(iii) for every i ∈ {0, . . . , s− 1}, for all u ∈ Si+1 and v ∈ Si − Si+1, u <σ v.
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Note the similarity of this ordering to the one described in Figure 10. For convenience, let
Pj = R′

j = ∅ for every integer j with j > ℓ.

Let u ∈ V (G). We will show that |WReachr[G,S, σ, u]| ⩽ 5(δ(k, d + 1) + 3) · r log r. Let
ju ∈ {0, . . . , ℓ} be such that if u ∈ S, then u ∈ Pju , and otherwise, NG(V (C)) ⊆ Pju ∪ Pju+1,
where C is the component of u in G− S (such ju exists by 30.(c)).

We claim that
|WReachr[G,S, σ, u] ∩ Ss| ⩽ 2(δ(k, d+ 1) + 3) · r.

Let α = max{a ∈ Is | a ⩽ ju}. This is well-defined since 0 ∈ Is. Let β = α+2s. Thus if β ⩽ ℓ
then β ∈ Is. Next, we argue that

WReachr[G,S, σ, u] ∩ Ss ⊆ R′
α ∪R′

β.

Suppose to the contrary that there is a vertex v ∈ WReachr[G,S, σ, u] ∩ Ss with v ̸∈ R′
α ∪R′

β

and v ∈ R′
γ for some γ ∈ Is − {α, β}. Then either γ < α or γ > β. First, assume γ < α.

Since R′
γ ⊆

⋃
a∈{0,...,γ} Pa, by (⋆), every u-v path in G intersects Pa for each a ∈ {γ, . . . , ju}.

Thus, we have distG(u, v) ⩾ ju − γ ⩾ α − γ ⩾ 2s > r, which contradicts the fact that
v ∈ WReachr[G,S, σ, u]. Finally, assume that γ > β. If β > ℓ, then the assertion is clear,
thus assume β ⩽ ℓ. Since R′

γ ⊆
⋃

a∈{γ−2s+1,...,γ} Pa, by (⋆), every u-v path in G intersects
Pβ . However, for every w ∈ Pβ , we have w <σ v, thus, v /∈ WReachr[G,S, σ, u], which is a
contradiction. We obtain that WReachr[G,S, σ, u] ∩ Ss ⊆ R′

α ∪R′
β .

For every δ ∈ Is, by definition of σ, we have

WReachr[G,S, σ, u] ∩R′
δ ⊆ WReachr[G−

⋃
a∈{0,...,ju−2s}∩Is R

′
a, R

′
δ, σδ, u]

and therefore,
|WReachr[G,S, σ, u] ∩R′

δ| ⩽ (δ(k, d+ 1) + 3) · r.
In particular,

|WReachr[G,S, σ, u] ∩ Ss| ⩽ |WReachr[G,S, σ, u] ∩ (R′
α ∪R′

β)|
⩽ 2(δ(k, d+ 1) + 3) · r.

Next, let i ∈ {0, . . . , s− 1}. We claim that

|WReachr[G,S, σ, u] ∩ (Si − Si+1)| ⩽ (δ(k, d+ 1) + 3) · r.
Since each vertex of Si+1 precedes each vertex of Si in σ, we have

WReachr[G,S, σ, u] ∩ (Si − Si+1) ⊆ WReachr[G− Si+1, S − Si+1, σ|S−Si+1 , u] ∩ (Si − Si+1).

Let α = max{a ∈ Ii+1 | a ⩽ ju} and β = α+ 2i+1. Let C be the component of u in G− Si+1.
Since Pα, Pβ ⊆ Si+1, by (⋆), V (C) ∩ S ⊆

⋃
a∈{α+1,...,β−1} Pa. We deduce that

WReachr[G− Si+1, S − Si+1, σ|S−Si+1 , u] ∩ (Si − Si+1) ⊆
⋃

a∈{α+1,...,β−1}

Pa.

Since the only multiple of 2i in {α+ 1, . . . , β − 1} is γ = α+ 2i, we in fact have

WReachr[G− Si+1, S − Si+1, σ|S−Si+1 , u] ∩ (Si − Si+1) ⊆ R′
γ .
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If γ > ℓ, then R′
γ = ∅ and if γ ⩽ ℓ, then

|WReachr[G− Si+1, S − Si+1, σ|S−Si+1 , u] ∩ (Si − Si+1)| ⩽ wcolr(G− Si+1, R
′
γ , σγ)

⩽ (δ(k, d+ 1) + 3) · r.
This concludes the claim that |WReachr[G,S, σ, u] ∩ (Si − Si+1)| ⩽ (δ(k, d+ 1) + 3) · r.

Since S = S0, it follows that setting Ss+1 = ∅, we have

|WReachr[G,S, σ, u]| ⩽
∑

i∈{0,...,s}

|WReachr[G,S, σ, u] ∩ (Si − Si+1)|

⩽ (s+ 2) · (δ(k, d+ 1) + 3) · r
⩽ 5(δ(k, d+ 1) + 3) · r log r. □

To generalize Lemma 31 to graphs with no F-rich model of Fh,d for h > 2, we need the following
straightforward property.

Lemma 32. Let h, d be positive integers. Let G be a connected graph. If there is a model
(
Bx |

x ∈ V (Fh,d+1)
)

of Fh,d+1 in G, then for every u ∈ V (G), there is a model
(
B′

x | x ∈ V (Fh,d)
)

of Fh,d in G such that

(a) u ∈ B′
s, where s is the root of Fh,d, and

(b) for every x ∈ V (Fh,d), By ⊆ B′
x for some y ∈ V (Fh,d+1).

Proof. Suppose that there is a model
(
Bx | x ∈ V (Fh,d+1)

)
of Fh,d+1 in G. Since G is connected,

we can assume that
⋃

x∈V (Fh,d+1)
Bx = V (G). Let s0 be the root of Fh,d+1. There is a subtree T ′

of Fh,d+1 rooted in a child of s0 such that u ∈
⋃

x∈V (T ′)∪{s0}Bx. Define B′
s =

⋃
x∈V (T ′)∪{s0}Bx

and B′
x = Bx for every x ∈ V (Fh,d+1) − ({s0} ∪ V (T ′)). The collection

(
B′

x | x ∈ V (Fh,d)
)

is
a model of Fh,d in G satisfying (a) and (b). □

Lemma 33. Let k, h, d be positive integers with h ⩾ 2. There is an integer c0(h, d, k) such that
for every connected Kk-minor-free graph G, for every family F of nonnull connected subgraphs
of G, if G has no F-rich model of Fh,d, then there is a set S ⊆ V (G) such that

(a) V (F ) ∩ S ̸= ∅ for every F ∈ F ;
(b) G[S] is connected;
(c) wcolr(G,S) ⩽ c0(h, d, k) · r log r for every integer r with r ⩾ 2.

Proof. We proceed by induction on h. For h = 2, the result is given by Lemma 31 setting
c0(1, d, k) = 5(δ(k, d + 1) + 3). Next, assume h > 2 and that c0(h − 1, d, k) witnesses the
assertion for h− 1. Let c0(h, d, k) = 5(δ(k, d+ 1) + 3) + 3 + c0(h− 1, d+ 1, k).

Let G be a connected Kk-minor-free graph and let F be a family of nonnull connected subgraphs
of G. Suppose that G has no F-rich model of Fh,d. Let r be an integer with r ⩾ 2. Let F ′ be
the family of all the connected subgraphs H of G such that H contains an F|H -rich model of
Fh−1,d+1. We claim that there is no F ′-rich model of F2,d in G. Suppose to the contrary that(
Bx | x ∈ V (F2,d)

)
is such a model. Let s be the root of F2,d and let s′ be the root of Fh−1,d.

For every x ∈ V (F2,d)− {s}, by Lemma 32, there is an F-rich model
(
Cy | y ∈ V (Fh−1,d)

)
of
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Fh−1,d in G[Bx] such that Cs′ contains a vertex of NG(Bs) ∩ Bx. The union of these models
together with Bs yields an F-rich model of Fh,d in G, which is a contradiction. See Figure 11.

F2,2 =

F3,2 =

F2,3 =

s

x y

Bs

Bx

By

Figure 11. We provide an example of the construction of an F-rich model
of Fh,d in G assuming that there is an F ′-rich model of F2,d in G in the case
where h = 3 and d = 2. In green, we depict an F ′-rich model of F2,d = F2,2

in the graph. Each branch set contains an F-rich model of Fh−1,d+1 = F2,3.
We depict these models in yellow and the red stars are the elements of F . The
obtained model of Fh,d = F3,2 we depict in blue. Note that this model is F-rich.

Since G has no F ′-rich model of F2,d, by Lemma 31, there is a set S0 ⊆ V (G) such that

31.(a) for every F ∈ F ′, V (F ) ∩ S0 ̸= ∅;
31.(b) G[S0] is connected;
31.(c) wcolr(G,S0) ⩽ 5(δ(k, d+ 1) + 3) · r log r.

Let C be a component of G − S0. By 31.(a), C /∈ F ′, and so, C has no F|C-rich model of
Fh−1,d+1. Therefore, by induction hypothesis, there is a set SC ⊆ V (C) such that

(a’) V (F ) ∩ SC ̸= ∅ for every F ∈ F|C ;
(b’) C[SC ] is connected;
(c’) wcolr(C, SC) ⩽ c0(h− 1, d+ 1, k) · r log r.

Let QC be an SC-NG(S0) geodesic in G. In particular, QC is a geodesic in C. Let C be the
family of components of G− S0 and let

S = S0 ∪
⋃
C∈C

(SC ∪ V (QC)).

See Figure 12 for an illustration. We claim that (a)-(c) hold.

Let F ∈ F . If V (F ) ∩ S0 = ∅, then V (F ) ⊆ V (C) for some component C of G − S0. In
particular, F ∈ F|C , and thus, by (a’), V (F ) ∩ SC ̸= ∅, which proves (a). The graph G[S]
is connected by construction, (b’) and 31.(b), which yields (b). The following sequence of
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G

S0

SC1

SC2

SC3

SC4

QC1 C1

QC2 C2

QC3 C3

QC4 C4

S

Figure 12. An illustration of the construction of the set S in the proof of Lemma 33.

inequalities concludes the proof of (c) and the lemma:

wcolr(G,S) ⩽ wcolr(G,S0) + wcolr

(
G− S0,

⋃
C∈C

(
SC ∪ V (QC)

))
by Observation 12

⩽ wcolr(G,S0) + max
C∈C

wcolr(C, SC ∪ V (QC)) by Observation 11

⩽ wcolr(G,S0) + max
C∈C

wcolr(C, SC) + (2r + 1) by Observation 13

⩽ 5(δ(k, d+ 1) + 3) · r log r + c0(h− 1, d+ 1, k) · r log r + 3r by 31.(c) and (c’)
⩽ (5(δ(k, d+ 1) + 3) + c0(h− 1, d+ 1, k) + 3) · r log r
= c0(h, d, k) · r log r. □

6. Proof of the main theorem

In this section, we prove Theorem 5. As already mentioned, the proof is by induction, and in
Section 5 we covered the base case. The induction statement is encapsulated in Theorem 8.
Note that in order to obtain Theorem 5 as a corollary of Theorem 8 one has to apply it to each
connected component of G with k = |V (X)| and with the family of all one-vertex subgraphs
of G as F . Note that in such a case S must be equal to V (G).

Theorem 34 (Theorem 8 restated). Let k and t be positive integers with t ⩾ 2. Let X be
a graph with rtd2(X) ⩽ t. There exists an integer c(t,X, k) such that for every connected
Kk-minor-free graph G, for every family F of nonnull connected subgraphs of G, if G has no
F-rich model of X, then there exists S ⊆ V (G) such that

(A) V (F ) ∩ S ̸= ∅ for every F ∈ F ;
(B) G[S] is connected;
(C) wcolr(G,S) ⩽ c(t,X, k) · rt−1 log r for every integer r with r ⩾ 2.

Proof. We proceed by induction on t. When t = 2, by Observation 21, X is a forest. Let h, d
be positive integers such that X ⊆ Fh,d, and let c0(h, d, k) be the constant given by Lemma 33.
The assertion with c(2, X, k) = c0(h, d, k) follows by applying Lemma 33. Next, let t ⩾ 3,
and assume that the result holds for t − 1. We refer to this property as the main induction
hypothesis.
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Claim 1. Let Y be a graph with rtd2(Y ) ⩽ t− 1. There is an integer c1(t, Y, k) such that for
every connected Kk-minor-free graph G, for every u ∈ V (G), for every family F of nonnull
connected subgraphs of G, if G has no F-rich model of K1 ⊕ Y , then there exist S ⊆ V (G), a
tree T rooted in s ∈ V (T ), and a tree partition

(
T, (Px | x ∈ V (T ))

)
of G[S] with Ps = {u}

such that

(a) V (F ) ∩ S ̸= ∅ for every F ∈ F ;
(b) G[S] is connected;
(c) for every component C of G− S, NG(V (C)) ⊆ Px ∪ Py for some x, y ∈ V (T ) with either

x = y or xy is an edge in T ;
(d) for every x ∈ V (T ) let Tx be the subtree of T rooted in x, then

wcolr

G

 ⋃
y∈V (Tx)

Py

 , Px

 ⩽ c1(t,X, k) · rt−2 log r

for every integer r with r ⩾ 2.

The statement of the claim is visualized in Figure 13.

G

S

u

Figure 13. An illustration of the statement of Claim 1.

Proof of the claim. Let X ′ = K1 ⊔ Y and let c1(t, Y, k) = c(t − 1, X ′, k) + 3. We proceed by
induction on |V (G)|. If |V (G)| = 1, then since c1(t, Y, k) ⩾ 1, the result holds. Next, suppose
that |V (G)| > 1.

First, assume that G−{u} is not connected. Let C be the family of all the components of G−
{u}. Consider a component C ∈ C. By induction hypothesis applied to GC = G[V (C) ∪ {u}],
u, and F|GC

, there exist SC ⊆ V (GC), a tree TC rooted in sC ∈ V (TC), and a tree partition
(TC , (PC,x | x ∈ V (TC))) of SC in GC with PC,sC = {u} such that

(a’) V (F ) ∩ SC ̸= ∅ for every F ∈ F|G[V (C)∪{u}];
(b’) G[SC ] is connected;
(c’) for every component C ′ of GC − SC , NGC

(V (C ′)) ⊆ PC,x ∪ PC,y for some x, y ∈ V (TC)
and either x = y or xy is an edge in TC ;
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(d’) for every x ∈ V (TC) let TC,x be the subtree of TC rooted in x, then

wcolr

GC

 ⋃
y∈V (TC,x)

PC,y

 , PC,x

 ⩽ c1(t,X, k) · rt−2 log r

for every integer r with r ⩾ 2.

Then let S =
⋃

C∈C SC , let T be the tree obtained from the disjoint union of all the TC for
C ∈ C by identifying all the vertices in {sC | C ∈ C} into a single vertex s. Finally, let
Ps = {u} and Px = PC,x for every C ∈ C and x ∈ V (TC)− {sC}. Then we claim that (a)-(d)
hold. Indeed, for every F ∈ F , F is connected so either F is a subgraph of G − {u} or F
contains u. In both cases, we see that V (F )∩S ̸= ∅, so (a) holds. Item (b) holds as u ∈ SC and
G[SC ] is connected for all C ∈ C. Item (c) holds as every component of G− S is a component
of GC − SC for some C ∈ C. Finally, for all x ∈ V (T ) with x ̸= s item (d) follows directly
from (d’) and the construction of T , while when x = s, wcolr

(
G
[⋃

y∈V (T ) Py

]
, Ps

)
= 1 for

every integer r with r ⩾ 2. From now on we assume that G− {u} is connected.

Let F ′ be the family of all the nonnull connected subgraphs H of G − {u} such that u ∈
NG(V (H)) and F ⊆ H for some F ∈ F . We argue that there is no F ′-rich model of X ′ in
G − {u}. Indeed, such a model would contain an F-rich model of K1 ⊔ Y in G − {u} such
that every branch set is adjacent to u. By adding u to the branch set corresponding to K1 in
K1 ⊔Y , we obtain an F-rich model of K1⊕Y in G, which is a contradiction. This proves that
there is no F ′-rich model of X ′ in G− {u}.

Since rtd2(X
′) ⩽ max{rtd2(Y ), 1} ⩽ t − 1, by the main induction hypothesis applied to

X ′, G− {u}, and F ′, there exists a set S0 ⊆ V (G− {u}) such that

(A’) V (F ) ∩ S0 ̸= ∅ for every F ∈ F ′;
(B’) (G− {u})[S0] is connected;
(C’) wcolr(G− {u}, S0) ⩽ c(t− 1, X ′, k) · rt−2 log r for every integer r with r ⩾ 2.

By possibly adding an arbitrary vertex of V (G − {u}) to S0, we can assume S0 ̸= ∅. Let Q
be a u-S0 geodesic in G and let S1 = (S0 ∪ V (Q))− {u}. Note that G[{u} ∪ S1] is connected
by (B’).

Let C1 be the family of all the components C of G− ({u} ∪ S1) such that NG(u) ∩ V (C) = ∅.
Consider C ∈ C1. Since G is connected and u ̸∈ NG(V (C)), there is an edge between V (C)
and S1 in G. Let GC be obtained from G[V (C) ∪ S1] by contracting S1 into a single vertex
uC . Note that |V (GC)| < |V (G)| since u ̸∈ V (GC). Since GC is a minor of G, GC has no
F|C-rich model of K1 ⊕ Y . By induction hypothesis applied to GC , uC , and F|C , there exist
SC ⊆ V (GC), a tree TC rooted in sC ∈ V (TC), and a tree partition

(
TC , (PC,x | x ∈ V (TC))

)
of SC in GC with PC,sC = {uC} such that

(a”) V (F ) ∩ SC ̸= ∅ for every F ∈ F|C ;
(b”) GC [SC ] is connected;
(c”) for every component C ′ of GC − SC , NGC

(V (C ′)) ⊆ PC,x ∪ PC,y for some x, y ∈ V (TC)
and either x = y or xy is an edge in TC ;
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(d”) for every x ∈ V (TC) let TC,x be the subtree of TC rooted in x, then

wcolr

GC

 ⋃
y∈V (TC,x)

PC,y

 , PC,x

 ⩽ c1(t,X, k) · rt−2 log r

for every integer r with r ⩾ 2.

Let
S = {u} ∪ S1 ∪

⋃
C∈C1

(SC − {uC}).

Let T be obtained from the disjoint union of {TC | C ∈ C1} by identifying the vertices
{sC | C ∈ C1} into a new vertex s′ and by adding a new vertex s adjacent to s′ in T . Let
Ps = {u}, Ps′ = S1, and for each C ∈ C1, x ∈ V (TC − {sC}), let Px = PC,x. See Figure 14 for
the illustration of this construction.

In order to conclude, we argue that
(
T, (Px | x ∈ V (T ))

)
is a tree partition of G[S] and (a)-(d)

hold.

G

u

S0

Q

C1

C2

SC2
– uC2

SC1
– uC1

SPs Ps′

Figure 14. An illustration of the construction of S and its tree partition in
the proof of Claim 1. Note that in the sketched case C1 = {C1, C2}.

Since for every C ∈ C1, u /∈ NG(V (C)), every edge in G[S] containing u has another endpoint
in S1 = Ps′ . Consider an edge vw in G[S] such that v ∈ S1 and w ∈ SC for some C ∈ C1. Since(
TC , (PC,x | x ∈ V (TC))

)
is a tree partition of GC [SC ] with PC,sC = {uC} and uC is the result

of the contraction of S1, we conclude that w ∈ Px for some x ∈ V (TC) such that s′x is an edge
in T . Finally, for every edge vw of G[S] with v, w ̸∈ {u} ∪ S1, vw is an edge of G[SC − {uC}]
for some component C ∈ C1, and so v ∈ PC,x and w ∈ PC,y for adjacent or identical vertices
v, w of TC . Then v ∈ Px and w ∈ Py. It follows that

(
T, (Px | x ∈ V (T ))

)
is a tree partition

of G[S].

Let F ∈ F . If V (F ) ∩ ({u} ∪ S1) ̸= ∅, then V (F ) ∩ S ̸= ∅. Otherwise, F ⊆ G − {u} and
V (F ) ∩ S0 = ∅, and therefore by (A’), F /∈ F ′, so in particular, u /∈ NG(V (F )). In this case,
there is a component C ∈ C1 such that F ∈ F|C , thus, V (F )∩SC ̸= ∅ by (a”). This proves (a).

Item (b) holds since G[{u}∪S1] is connected and for every C ∈ C1, GC [SC ] is connected by (b”)
and uC ∈ SC .
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For every component C ′ of G − S, either NG(V (C ′)) ⊆ {u} ∪ S1 = Ps ∪ Ps′ , or C ′ ⊆ C for
some C ∈ C1. In the latter case, C ′ is a component of GC − SC , and u ̸∈ NG(V (C)). By (c”),
there is x, y ∈ V (TC) such that NGC

(V (C ′)) ⊆ PC,x ∪ PC,y, and thus, NG(V (C ′)) ⊆ Px ∪ Py.
This proves (c).

Finally, we argue (d). Let r be an integer with r ⩾ 2 and let x ∈ V (T ). For x = s,
|Ps| = 1, thus the assertion is clear. For x = s′, we have Ts′ = V (G) − {u}. By (C’),
wcolr(G− {u}, S0) ⩽ c(t− 1, X ′, k) · rt−2 log r. Since Q is a geodesic in G, by Observation 15,

wcolr(G− {u}, S1) ⩽ c(t− 1, X ′, k) · rt−2 log r + (2r + 1) ⩽ c1(t, Y, k) · rt−2 log r.

For x ∈ V (TC − {sC}) for some C ∈ C1, we have Tx = TC,x, thus, the asserted inequality
follows from (d”). This ends the proof of the claim. ♢

Claim 1 yields the following less technical statement.

Claim 2. Let Y be a graph with rtd2(Y ) ⩽ t− 1. There is an integer c2(t, Y, k) such that for
every connected Kk-minor-free graph G, for every family F of nonnull connected subgraphs of
G, if G has no F-rich model of K1 ⊕ Y , then there exists S ⊆ V (G) such that

(a) V (F ) ∩ S ̸= ∅ for every F ∈ F ;
(b) G[S] is connected;
(c) wcolr(G,S) ⩽ c2(t, Y, k) · rt−1 log r for every integer r with r ⩾ 2.

Proof of the claim. Let c2(t, Y, k) = 2 · c1(t, Y, k) and let r be an integer with r ⩾ 2. We apply
Claim 1 with an arbitrary vertex u ∈ V (G) to obtain S ⊆ V (G), a tree T rooted in s ∈ V (T ),
and a tree partition

(
T, (Px | x ∈ V (T ))

)
of S in G with Ps = {u} such that

1.(a) V (F ) ∩ S ̸= ∅ for every F ∈ F ;
1.(b) G[S] is connected;
1.(c) for every component C of G− S, NG(V (C)) ⊆ Px ∪ Py for some x, y ∈ V (T ) and either

x = y or xy is an edge in T ;
1.(d) for every x ∈ V (T ) let Tx be the subtree of T rooted in x, then

wcolr

G

 ⋃
y∈V (Tx)

Py

 , Px

 ⩽ c1(t,X, k) · rt−2 log r

for every integer r with r ⩾ 2.

Items (a) and (b) hold by 1.(a) and 1.(b) respectively. It suffices to prove (c).

For each x ∈ V (T ), let σx be an ordering of Px witnessing 1.(d) and let σ′ = (x1, . . . , x|V (T )|)
be an elimination ordering of T . Finally, let σ be the concatenation of σx1 , . . . , σx|V (T )| in this
order.

Let u ∈ V (G). To conclude the claim, we argue that

|WReachr[G,S, σ, u]| ⩽ c2(t, Y, k) · rt−1 log r.

Let xu ∈ V (T ) be such that if u ∈ S, then u ∈ Pxu , and otherwise, xu is the vertex of T
furthest to s such that Pxu intersects NG(V (C)), where C is the component of u in G − S.
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Let A be the set of all the ancestors of xu in T in distance at most r from xu. In particular,
|A| ⩽ r + 1. By Observation 19 and 1.(c),

WReachr[G,S, σ, u] ⊆
⋃
y∈A

Py.

Let y ∈ A. Since σ extends σy and x ∈ Ty, by 1.(d), we have

|WReachr[G,S, σ, u] ∩ Py| ⩽ wcolr

G

 ⋃
z∈V (Ty)

Pz

 , Py

 ⩽ c1(t,X, k) · rt−2 log r.

Summarizing,

|WReachr[G,S, σ, u]| =
∑
y∈A

|WReachr[G,S, σ, u] ∩ Py|

⩽ (r + 1) · c1(t,X, k) · rt−2 log r

⩽ 2r · c1(t,X, k) · rt−2 log r = c2(t, Y, k) · rt−1 log r.

This concludes the proof of (c), and the claim follows. ♢

We now move on to the final step of the proof.

Claim 3. Let Y be a graph with rtd2(Y ) ⩽ t− 1 and let h, d be positive integers. There exists
an integer c3(Y, h, d, k) such that for every connected Kk-minor-free graph G and for every
family F of nonnull connected subgraphs of G, if G has no F-rich model of T ′

h,d(Y ), then there
exists S ⊆ V (G) such that

(a) V (F ) ∩ S ̸= ∅ for every F ∈ F ;
(b) G[S] is connected;
(c) wcolr(G,S) ⩽ c3(Y, h, d, k) · rt−1 log r for every integer r with r ⩾ 2.

Proof of the claim. We proceed by induction on h. When h = 1, T ′
h,d(Y ) = K1⊕(Y ⊔Y ) and the

result follows from the previous claim applied to Y ⊔Y (note that rtd2(Y ⊔Y ) = rtd2(Y ) ⩽ t−1)
by setting c3(Y, 1, d, k) = c2(t, Y ⊔ Y, k).

Now assume that h > 1 and that the result holds for h − 1. Fix a copy of Y ⊔ Y . For each
y ∈ V (Y ⊔ Y ) add d vertices with y as a unique neighbor. Furthermore, add 2d isolated
vertices. We call the obtained graph Z – see Figure 15. To keep things in order, we write
V (Z) = VY ∪ VZ , where VY are the vertices of Y ⊔ Y in Z and VZ are all the added vertices.
Let

c3(Y, h, d, k) = c2(t, Z, k) + c3(Z, h− 1, d, k) + 3.

By (r8) and (r4), rtd2(Z) ⩽ max{2, rtd2(Y )} ⩽ t− 1 since t ⩾ 3.

Let F ′ be the family of all the connected subgraphs H of G such that H has an F|H -rich
model of T ′

h−1,d(Y ). We claim that there is no F ′-rich model of K1 ⊕ Z in G. Suppose to the
contrary that such a model

(
Ay | y ∈ V (K1⊕Z)

)
exists. Let s be the vertex of K1 in K1⊕Z.

In particular, V (K1 ⊕ Z) = {s} ∪ VY ∪ VZ . For every vertex z ∈ VZ , we define its parent in
K1 ⊕ Z in the following way. Note that z has at most one neighbor in Z. If z has a neighbor
in Z, then the neighbor is its parent and if z is isolated in Z, then s is its parent. Let z ∈ VZ

with the parent pz and let uz ∈ Az be such that there is an edge between uz and a vertex in
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. . . . . .

1 d 1 d 1 d

1 2d

1 d 1 d 1 d

Y Y

s

. . .. . .. . . . . . . . .

VZ

VY

. . . . . . . . . . . . . . . . . .

Figure 15. An illustration of the graph K1 ⊕ Z.

Apz . Since the model is F ′-rich, G[Az] contains an F|G[Az ]-rich model of T ′
h−1,d(Y ). Let Hz

be a copy of Th−1,d(Y ) with a root sz. By Lemma 29 applied to Y , G[Az], and u, there is an
F|G[Az ]-rich model

(
Bz,x | x ∈ V (Hz)

)
of Hz in G[Az] such that uz ∈ Bz,sz . In particular,

there is an edge between Bz,sz and Apz in G. Finally, we construct an F-rich model of T ′
h,d(Y )

in G. Observe that the graph obtained from (K1 ⊕ Z)[{s} ∪ VY ] (this graph is isomorphic to
K1 ⊕ (Y ⊔ Y )) and the disjoint union of Hz for each z ∈ VZ by identifying sz ∈ V (Hz) with
pz ∈ {s} ∪ VY for each z ∈ VZ is isomorphic to T ′

h,d(Y ). For each p ∈ {s} ∪ VY , let Py be the
set of all z ∈ VZ such that p is the parent of z. Let

(i) Dp = Ap ∪
⋃

z∈Pp
Bz,sz for every p ∈ {s} ∪ VY and

(ii) Dx = Bz,x for every z ∈ VZ and x ∈ V (Hz − {sz}).

It follows that
(
Dx | x ∈ {s} ∪ VY ∪

⋃
z∈VZ

V (Hz − {sz})
)

is an F-rich model of T ′
h,d(Y ) in G.

This is a contradiction, hence, G has no F ′-rich model of K1 ⊕ Z.

Bsz1 Bsz2

Az1 Az2

. . .

. . .

Ap

Dp

uz1 uz2

Figure 16. We illustrate how the F ′-rich model of T ′
h,d(Y ) in G is con-

structed. We depict only one vertex p ∈ {s} ∪ VY and two vertices z1, z2 ∈ VZ

such that p is the parent of both z1 and z2. The yellow model is a model of
T ′
h−1,d(Y ) after applying Lemma 29.
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By Claim 2, applied to Z, G, and F ′ there exists S0 ⊆ V (G) such that

2.(a) V (F ) ∩ S0 ̸= ∅ for every F ∈ F ′;
2.(b) G[S0] is connected;
2.(c) wcolr(G,S0) ⩽ c2(t, 1, Z, k) · rt−1 log r for every integer r with r ⩾ 2.

Let C be a component of G − S0. Since V (F ) ∩ S0 ̸= ∅ for every F ∈ F ′, C has no F|C-rich
model of T ′

h−1,d(Y ). Therefore, by induction hypothesis, there exists SC ⊆ V (C) such that

(a’) V (F ) ∩ SC ̸= ∅ for every F ∈ F|C ;
(b’) C[SC ] is connected;
(c’) wcolr(C, SC) ⩽ c3(Y, h− 1, d, k) · rt−1 log r for every integer r with r ⩾ 2.

Let QC be an SC-NG(S0) geodesic in G. In particular, QC is a geodesic in C. Let C be the
family of all the components of G− S0 and let

S = S0 ∪
⋃
C∈C

(SC ∪ V (QC)).

We claim that (a)-(c) hold. Let F ∈ F . If V (F ) ∩ S0 = ∅, then V (F ) ⊆ V (C) for some
component C of G − S0. In particular, F ∈ F|C , and thus, by (a’), V (F ) ∩ SC ̸= ∅, which
proves (a). The graph G[S] is connected by construction, 2.(b) and (b’), which yields (b). The
following sequence of inequalities concludes the proof of (c) and the claim:

wcolr(G,S) ⩽ wcolr(G,S0) + wcolr

(
G− S0,

⋃
C∈C

(
SC ∪ V (QC)

))
by Observation 12

⩽ wcolr(G,S0) + max
C∈C

wcolr(C, SC ∪ V (QC)) by Observation 11

⩽ wcolr(G,S0) + max
C∈C

wcolr(C, SC) + (2r + 1) by Observation 13

⩽ c2(t, Z, k) · rt−1 log r + c3(Y, h− 1, d, k) · rt−1 log r + 3r by 2.(c) and (c’)

⩽
(
c2(t, Z, k) + c3(Y, h− 1, d, k) + 3

)
· rt−1 log r

= c3(Y, h, d, k) · rt−1 log r.

♢

Finally, by Lemma 28, for every for every graph X with rtd2(X) ⩽ t, there exists a graph Y
with rtd2(Y ) ⩽ t− 1 and positive integers h, d such that X ⊆ Th,d(Y ) ⊆ T ′

h,d(Y ). By Claim 3,
the theorem follows with c(t,X, k) = c3(Y, h, d, k). □

7. A tighter bound for graphs of bounded treewidth

In this section, we prove Theorem 6.

7.1. Preliminaries. We start by recalling the notion of tree decomposition and one of its
basic properties. Then, we introduce a refined version of tree decomposition – natural tree
decomposition. Let G be a graph. A tree decomposition of a graph G is a pair D =

(
T, (Wx |

x ∈ V (T ))
)

where T is a tree and Wx ⊆ V (G) for every x ∈ V (T ) satisfying the following
conditions:
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(i) for every u ∈ V (G), T [{x ∈ V (T ) | u ∈ Wx}] is a connected nonnull subtree of T , and
(ii) for every edge uv ∈ E(G), there exists x ∈ V (T ) such that u, v ∈ Wx.

The sets Wx are called bags of D. The width of D is maxx∈V (T ) |Wx| − 1, and the treewidth of
G, denoted by tw(G), is the minimum width of a tree decomposition of G.6

Lemma 35 ([20, Statement (8.7)]). For every graph G, for every tree decomposition D of G,
for every family F of nonnull connected subgraphs of G, for every positive integer d, either

(1) there are d pairwise vertex-disjoint subgraphs in F or
(2) there is a set S that is the union of at most d− 1 bags of D such that V (F ) ∩ S ̸= ∅ for

every F ∈ F .

A tree decomposition
(
T, (Wx | x ∈ V (T ))

)
of a graph G is natural if for every edge e in T , for

each component T0 of T −e, the graph G
[⋃

z∈V (T0)
Wz

]
is connected. The following statement

appeared first in [6], see also [7].

Lemma 36 ([6, Theorem 1]). Let G be a connected graph and let
(
T, (Wx | x ∈ V (T ))

)
be a

tree decomposition of G. There exists a natural tree decomposition
(
T ′, (W ′

x | x ∈ V (T ′))
)

of
G such that for every x′ ∈ V (T ′) there is x ∈ V (T ) with W ′

x′ ⊆ Wx.

The following lemma is folklore. See e.g. [2, Lemma 8] for a proof.

Lemma 37. Let m be a positive integer. Let G be a graph and let D be a tree decomposition of
G. If Y is the union of m bags of D, then there is a set X that is the union of at most 2m− 1
bags of D such that Y ⊆ X and for every component C of G−X, NG(V (C)) ∩X is a subset
of the union of at most two bags of D. Moreover, if D is natural, then NG(V (C)) intersects at
most two components of G− V (C).

We will need the following technical statement. For a given set S, we say that a collection
S1, . . . , Sk ⊆ S is a covering of S if S1 ∪ · · · ∪ Sk = S.

Lemma 38. Let k be a positive integer and let X be a graph. There exists a graph X ′ such
that rtd2(X ′) ⩽ rtd2(X) and for every sets S1, . . . , Sk of vertices of X ′ whose union is V (X ′),
there exists i ∈ [k] such that X ′ contains an {H ⊆ X ′ | H connected and Si ∩ V (H) ̸= ∅}-rich
model of X.

Lemma 38 follows directly from Lemma 39 and Lemma 28.

Lemma 39. Let h, d, k be positive integers and let X be a graph. There exists a positive
integer d′ and a graph X ′ with rtd2(X

′) ⩽ rtd2(X) such that for each covering S1, . . . , Sk

of V (Th,d′(X
′)), there exists i ∈ [k] such that Th,d′(X

′) contains an {H ⊆ Th,d′(X
′) |

H connected and Si ∩ V (H) ̸= ∅}-rich model of Th,d(X) whose branch set corresponding to the
root of Th,d(X) contains the root of Th,d′(X

′).

Proof. We proceed by induction on (rtd2(X), h) in the lexicographic order. If rtd2(X) = 0,
then X is the null graph, Th,d(X) = K1, and the result holds.

6A path decomposition of G is a tree decomposition
(
T, (Wx | x ∈ V (T ))

)
of G where T is a path. The

pathwidth of G, denoted by pw(G), is the minimum width of a path decomposition of G.



WEAK COLORING NUMBERS OF MINOR-CLOSED GRAPH CLASSES 39

Assume that rtd2(X) > 0 and that the result holds for every graph with rooted 2-treedepth
less than rtd2(X). By Lemma 28, there is a graph Z such that rtd2(Z) ⩽ rtd2(X) − 1 and
X ⊆ Th1,d1(Z) for some positive integers h1 and d1.

By induction hypothesis applied to h1, d1, and Z, there exists a positive integer d′1 and a graph
Y with rtd2(Y ) ⩽ rtd2(Z) such that for each covering S1, . . . , Sk of V (Th1,d′1

(Y )), there exists
i ∈ [k] such that Th1,d′1

(Y ) contains an {H ⊆ Th1,d′1
(Y ) | H connected and Si ∩ V (H) ̸= ∅}-

rich model of Th1,d1(Z) (in particular of X) whose branch set corresponding to the root of
Th1,d1(Z) contains the root of Th1,d′1

(Y ).

In the case of h = 1.Let X ′ = (k + 1) · Th1,d′1
(Y ) and d′ = 1. In particular, T1,d(X

′) =

K1 ⊕ ((k + 1) · Th1,d′1
(Y )). By (r4) and Observation 27

rtd2(X
′) = rtd2(Th1,d′1

(Y )) = 1 + rtd2(Y ) ⩽ 1 + rtd2(Z) ⩽ rtd2(X).

Note that T1,1(X
′) = K1 ⊕ X ′ = K1 ⊕ ((k + 1) · Th1,d′1

(Y )). Denote by u the vertex of K1

in T1,1(X
′) and by H1, . . . ,Hk+1 the copies of Th1,d′1

(Y ) in T1,1(X
′). Next, let S1, . . . , Sk be

a covering of T1,1(X
′). For every j ∈ [k + 1], there exists ij ∈ [k] such that Hj contains an

{H ⊆ Hj | H connected and Sij ∩ V (H) ̸= ∅}-rich model
(
Bj,x | x ∈ V (X)

)
of X. By the

pigeonhole principle, there exist distinct j1, j2 ∈ [k + 1] such that ij1 = ij2 . Adding a branch
set {u} ∪

⋃
x∈V (X)Bj2,x to the model

(
Bj,x | x ∈ V (X)

)
gives a model of T1,d(X) = K1 ⊕X

in T1,1(X
′). The new branch set contains the root of T1,1(X

′) and corresponds to the root of
T1,d(X). Finally, the obtained model is an {H ⊆ T1,1(X

′) | H connected and Si1 ∩ V (H) ̸= ∅}-
rich model.

Next, suppose that h > 1 and that the result holds for h−1. By induction hypothesis applied to
h−1, d, and X, there exists a positive integer d′0 and a graph X ′

0 with rtd2(X
′
0) ⩽ rtd2(X) such

that for each covering S1, . . . , Sk of V (Th−1,d′(X
′
0)), there exists i ∈ [k] such that Th−1,d′0

(X ′
0)

contains an {H ⊆ Th−1,d′0
(X ′

0) | H connected and Si ∩ V (H) ̸= ∅}-rich model of Th−1,d(X)

whose branch set corresponding to the root of Th−1,d(X) contains the root of Th−1,d′(X
′
0). Let

d′ = d′0 + (dk + 1) and X ′ = X ′
0 ⊔

(
(k + 1) · Th1,d′1

(Y )
)
. We claim that X ′, d′ satisfy the

conclusion of the lemma. By (r4) and Observation 27, rtd2(X ′) ⩽ rtd2(X).

Let S1, . . . , Sk be a covering of V (Th,d′(X
′)). Recall that Th,d′(X

′) = Ld′(K1 ⊕
X ′, Th−1,d′(X

′), s′) where s′ is the root of Th−1,d′(X
′). For every x ∈ V (K1 ⊕ X ′)), let

H1,x, . . . ,Hd′,x be the copies of Th−1,d′(X
′) such that Th,d′(X

′) is obtained from their disjoint
union with K1 ⊕X ′ by identifying x with the copies of s′ in each of H1,x, . . . ,Hd′,x. Note that
now x is the root of Hj,x for every j ∈ [d′] and x ∈ V (K1 ⊕X ′)). Since d′ ⩾ d′0 and X ′

0 ⊆ X ′,
for every x ∈ V (K1⊕X ′) and for every j ∈ [d′], there exists ij,x ∈ [k] such that Hj,x contains an
{H ⊆ Th−1,d′(X

′) | H connected and Sij,x ∩ V (H) ̸= ∅}-rich model Mj,x of Th−1,d(X) whose
branch set of the root of Th−1,d(X) contains x. Since d′ ⩾ dk + 1, for every x ∈ V (K1 ⊕X ′),
by pigeonhole principle, there exists ix ∈ [k] and pairwise distinct j1,x, . . . , jd+1,x ∈ [d′] such
that ijℓ,x,x = ix for every ℓ ∈ [d+ 1].

Let H1, . . . ,Hk+1 be the copies of Th1,d′1
(Y ) in X ′. For every j ∈ [k + 1] and for every

ℓ ∈ [k], let Sj,ℓ = {x ∈ V (Hi) | ix = ℓ}. For every j ∈ [k + 1], Sj,1, . . . , Sj,k is a
covering of V (Hj), therefore, there exists ℓj ∈ [k] such that Hj contains an {H ⊆ Hi |
H connected and Sj,ℓj ∩ V (H) ̸= ∅}-rich model Mj of X. By pigeonhole principle, there ex-
ists distinct j1, j2 ∈ [k + 1] and i ∈ [k] such that ℓj1 = ℓj2 = i for some i ∈ [k]. Let u
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be the vertex of K1 in k1 ⊕ X ′. Adding a branch set {u} ∪
⋃
M2 to the model M1 gives

a model of an {H ⊆ K1 ⊕ X ′ | H connected and there is x ∈ V (H) with ix = i}-rich model(
Ay | y ∈ V (K1 ⊕ X)

)
of K1 ⊕ X in K1 ⊕ X ′. For every y ∈ V (K1 ⊕ X, let xy ∈ Ay

be such that ixy = i and let By = Ay ∪
⋃
Mjd+1,xy . Finally, consider the model obtained

from
(
By | y ∈ V (K1 ⊕ X)

)
by adding all the models Mj1,xy ,xy , . . . ,Mjd,xy ,xy for every

y ∈ V (K1 ⊕X). We obtain an {H ⊆ Th,d′(X
′) | H connected and Si ∩ V (H) ̸= ∅}-rich model

of Th,d(X) whose branch set of the root of Th,d(X) contains the root of Th,d′(X
′). □

7.2. The base case. Recall that for all positive integers h and d, we denote by Fh,d the
(rooted) complete d-ary tree of vertex-height h.

This first lemma is a modification of a proof in [3].

Lemma 40. Let d be a positive integer. Let G be a connected graph, let D =
(
T, (Wx | x ∈

V (T ))
)

be a tree decomposition of G, and let F be a family of nonnull connected subgraphs of
G such that G has no F-rich model of F2,d. For every u ∈ V (G), there is a set S ⊆ V (G) and
a layering (P0, . . . , Pℓ) of G[S] with P0 = {u} such that

(a) V (F ) ∩ S ̸= ∅ for every F ∈ F ;
(b) for every component C of G−S, NG(V (C)) ⊆ Pi∪Pj for some i, j ∈ {0, . . . , ℓ} and either

i = j or j = i+ 1;
(c) for every i ∈ [ℓ], Pi is contained in the union of at most d bags of D.

Proof. We illustrate some parts of the proof in Figure 17. We proceed by induction on |V (G)|.
If F|G−{u} is empty, then it suffices to take ℓ = 0 and P0 = {u}. In particular, this is the case
for |V (G)| = 1. Therefore, assume |V (G)| > 1 and F|G−{u} ̸= ∅. Let F0 be the family of all
the nonnull connected subgraphs A of G − {u} such that A contains some member of F and
V (A) ∩NG(u) ̸= ∅. Since F|G−{u} ̸= ∅ and G is connected, F0 is nonempty.

Observe that any collection of d+1 pairwise disjoint A1, . . . , Ad+1 ∈ F0 yields an F-rich model
of F2,d in G. Indeed, it suffices to take {u}∪Ad+1 as the branch set corresponding to the root
of F2,d and A1, . . . , Ad as the branch sets of the remaining d vertices of F2,d. Therefore, there
is at most d pairwise disjoint members of F0, and thus, by Lemma 35 applied to G− {u} and
F0, there exists a set Z ⊆ V (G− {u}) included in the union of at most d bags of D such that
Z ∩ V (F ) ̸= ∅ for every F ∈ F0. Suppose that Z is inclusion-wise minimal for this property.
Note that since F0 ̸= ∅, Z is nonempty.

Let C0 be the family of all the components C of G − ({u} ∪ Z) such that NG(u) ∩ V (C) =
∅. Let W =

⋃
C∈C0 V (C). Let z ∈ Z. By the minimality of Z, there exists Az ∈ F0

with V (Az) ∩ (Z − z) = ∅. We have Az − {z} /∈ F0, thus, z ∈ V (Az). Since Az ∈ F0,
V (Az) ∩NG(u) ̸= ∅, and so, there is a u-z path Qz in G[{u} ∪ Az] ⊆ G− (Z − z). For every
component C ∈ C0, we have V (C) ∩ V (Qz) = ∅, hence, W ∩ V (Qz) = ∅.

Let Q =
⋃

z∈Z V (Qz) and let G′ be the graph obtained from G[W ∪Q] by contracting Q into a
single vertex u′. Note that G′ is a minor of G, and V (G′) = {u′} ∪W . Moreover, since Z ̸= ∅,
we have |V (G′)| < |V (G)|.
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u

Z

G

P ′
1 P ′

2 P ′
3

S′– u′ G[W ]

Figure 17. An illustration of the proof of Lemma 40.

For every x ∈ V (T ), let

W ′
x =

{
Wx if Wx ⊆ W

(Wx ∩W ) ∪ {u′} otherwise.

It follows that D′ =
(
T, (W ′

x | x ∈ V (T ))
)

is a tree decomposition of G′. By induction
hypothesis applied on G′,D′, u′,F|G[W ], there is a set S′ ⊆ V (G′) and a layering (P ′

0, . . . , P
′
ℓ′)

of G′[S′] with P ′
0 = {u′} such that

(a’) V (F ) ∩ S′ ̸= ∅ for every F ∈ F|G[W ];
(b’) for every component C of G[W ]−S′, NG(V (C)) ⊆ P ′

i ∪P ′
j for some i, j ∈ {0, . . . , ℓ′} with

either i = j or j = i+ 1;
(c’) for every i ∈ [ℓ′], P ′

i is contained in the union of at most d bags of D′.

Let S = {u} ∪ Z ∪ (S′ − {u′}), P0 = {u}, P1 = Z, and Pi = P ′
i−1 for every i ∈ {2, . . . , ℓ′ + 1}

– we set ℓ = ℓ′ + 1. We claim that (P0, . . . , Pℓ) is a layering of G[S] satisfying (a)-(c), which
will complete the proof of the lemma.

Let i, j ∈ {0, . . . , ℓ} with i < j and assume that there is an edge a vertex in Pi and a vertex in
Pj in G. If i ⩾ 2, then Pi ⊆ P ′

i−1 and Pj = P ′
j−1, which implies |i− j| ⩽ 1 since (P ′

0, . . . , P
′
ℓ′)

is a layering of G′[S′]. Otherwise, i ∈ {0, 1}. If i = 0, then j = 1 since u has no neighbors in
W . If i = 1, then j = 2 since NG′(u′) ⊆ P ′

1. It follows that (P0, . . . , Pℓ) is a layering of G[S].

Let F ∈ F . If V (F ) ∩ ({u} ∪ Z) ̸= ∅, then V (F ) ∩ S ̸= ∅. Otherwise, F ⊆ C for some
component of G − ({u} ∪ Z), and in particular, C /∈ F ′. In this case, NG(u) ∩ V (C), hence,
C ∈ C0, thus, F ∈ F|G[W ], and finally, V (F ) ∩ S′ ̸= ∅ by (a’). This proves (a).

For every component C of G− S, either C ∩W = ∅ and so N(V (C)) ⊆ {u} ∪Z = P0 ∪ P1, or
V (C) ⊆ W , and so C is a component of G′ − S′. It follows that there exists i, j ∈ {0, . . . , ℓ′}
with |i − j| ⩽ 1 such that NG′(V (C)) ⊆ P ′

i ∪ P ′
j and so NG(V (C)) ⊆ Pi+1 ∪ Pj+1. This

proves (b).

Finally, P0 is contained in one bag of D, P1 is contained in at most d bags of D by the definition
of Z, and for every i ∈ {2, . . . , ℓ}, Pi is contained in at most d bags of D by (c’). Therefore, (c)
holds, which concludes the proof of the lemma. □
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Recall that in the base case of the proof of Theorem 5 (see Section 5), we applied the ideas
required to prove that positive integer r and for every path P , wcolr(P ) ⩽ 1 + ⌈log r⌉. We
illustrated these ideas in Figure 10. In this section, it suffices to use this result as a black box.
We state it here for reference.

Lemma 41 ([13]). For every positive integer r and for every path P , wcolr(P ) ⩽ 1 + ⌈log r⌉.

Lemma 42. Let k, d be positive integers. For every graph G, for every tree decomposition D
of G of width at most k− 1, for every family F of nonnull connected subgraphs of G, if G has
no F-rich model of F2,d, then there is a set S ⊆ V (G) such that

(a) V (F ) ∩ S ̸= ∅ for every F ∈ F ;
(b) for every component C of G − S, NG(V (C)) is contained in the union of at most d bags

of D;
(c) wcolr(G,S) ⩽ 6dk · log r for every integer r with r ⩾ 2.

Proof. Let G be a graph, let D be a tree decomposition of G of width at most k − 1, let F
be a family of nonnull connected subgraphs of G, and suppose that G has no F-rich model of
F2,d. Let r be an integer with r ⩾ 2. By considering the components of G independently, we
can assume that G is connected. Let u be an arbitrary vertex in G. Lemma 40 applied to G,
D, F , and u gives S ⊆ V (G), a layering (P0, . . . , Pℓ) of G[S] with P0 = {u} such that

40.(a) V (F ) ∩ S ̸= ∅ for every F ∈ F ;
40.(b) for every component C of G − S, NG(V (C)) ⊆ Pi ∪ Pj for some i, j ∈ {0, . . . , ℓ} and

either i = j or j = i+ 1;
40.(c) for every i ∈ [ℓ], Pi is contained in the union of at most d bags of D.

Note that (a) holds by 40.(a) and (b) holds by 40.(b). In order to conclude the proof, it suffices
to show (c).

For convenience, let Pℓ+1 = ∅. Consider the path Q with V (Q) = {0, . . . , ℓ + 1} where two
numbers are connected by an edge whenever they are consecutive. Let σ′ = i0 . . . iℓ be an
ordering of {0, . . . , ℓ+1} given by Lemma 41, that is, wcolr(Q, σ′) ⩽ 1+ ⌈log r⌉ ⩽ 3 log r. For
each i ∈ {0, . . . , ℓ + 1}, let σi be an arbitrary ordering of Pi. Let σ be the concatenation of
σi0 . . . σiℓ+1

in this order.

Let u ∈ V (G). To conclude the claim, we argue that

|WReachr[G,S, σ, u]| ⩽ 6dk · log r.
Let iu ∈ V (T ) be such that if u ∈ S, then u ∈ Piu , and otherwise, iu ∈ {0, . . . , ℓ} is the
least value such that Piu intersects NG(C), where C is the component of u in G − S. Let
A = WReachr[Q, σ′, iu]∪WReachr[Q, σ′, iu+1]. In particular, |A| ⩽ 2·wcolr(Q, σ′) ⩽ 2·3 log r
By 40.(b),

WReach[G,S, σ, u] ⊆
⋃
j∈A

Pj .

By 40.(c), for every j ∈ {0, . . . , ℓ+1}, Pj is contained in the union of at most d bags of D and
since the width of D is at most k − 1, we have |Pj | ⩽ dk. It follows that

|WReach[G,S, σ, u]| ⩽ |A| · dk ⩽ 6dk log r. □
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Lemma 43. Let k, h, d be positive integers with h ⩾ 2. There is an integer c̄0(h, d) such that
for every graph G, for every tree decomposition D of G of width at most k−1, for every family
F of nonnull connected subgraphs of G, if G has no F-rich model of Fh,d, then there is a set
S ⊆ V (G) such that

(a) V (F ) ∩ S ̸= ∅ for every F ∈ F ,
(b) for every component C of G − S, NG(V (C)) is contained in the union of at most d(h −

1) +
(
h−1
2

)
bags of D;

(c) wcolr(G,S) ⩽ c̄0(h, d)k · log r for every integer r with r ⩾ 2.

Proof. We proceed by induction on h. For h = 2, the result holds by Lemma 42 setting
c̄0(h, d) = 6dk, since d(2− 1) +

(
2−1
2

)
= d. Next, assume h ⩾ 3 and that c̄(h, d) witnesses the

assertion for h− 1. Let c̄0(h, d) = 6d+ c̄0(h− 1, d+ 1).

Let G be a graph and let D be a tree decomposition of G of width at most k − 1. Let F be
a family of nonnull connected subgraphs of G. Let r be an integer with r ⩾ 2. Let F ′ be
the family of all the connected subgraphs H of G such that H contains an F|H -rich model of
Fh−1,d+1. We claim that there is no F ′-rich model of F2,d in G. Suppose to the contrary that(
Bx | x ∈ V (F2,d)

)
is such a model. Let s be the root of F2,d and let s′ be the root of Fh−1,d.

For every x ∈ V (F2,d)− {s}, by Lemma 32, there is an F-rich model
(
Cy | y ∈ V (Fh−1,d)

)
of

Fh−1,d in G[Bx] such that Cs′ contains a vertex of NG(Bs) ∩ Bx. The union of these models
together with Bs yields an F-rich model of Fh,d in G, which is a contradiction. Note that this
is exactly the same argument as in Lemma 33, see Figure 11.

Since G has no F ′-rich model of F2,d, by Lemma 42, there is a set S0 ⊆ V (G) such that

42.(a) for every F ∈ F ′, V (F ) ∩ S0 ̸= ∅;
42.(b) for every component C of G − S0, NG(V (C)) is contained in the union of at most d

bags of D;
42.(c) wcolr(G,S0) ⩽ 6dk · log r.

Let C be a component of G − S0. Let DC be D restricted to C. By 42.(a), C /∈ F ′, and
so, C has no F|C-rich model of Fh−1,d+1. Therefore, by induction hypothesis, there is a set
SC ⊆ V (C) such that

(a’) V (F ) ∩ SC ̸= ∅ for every F ∈ F|C ;
(b’) for every component C ′ of C − SC , NC(V (C ′)) is contained in the union of at most

(d+ 1)(h− 2) +
(
h−2
2

)
= d(h− 1) +

(
h−1
2

)
− d bags of DC ;

(c’) wcolr(C, SC) ⩽ c̄0(h− 1, d+ 1)k · log r.

Let C be the family of components of G− S0 and let

S = S0 ∪
⋃
C∈C

SC .

We claim that (a)-(c) hold. Let F ∈ F . If V (F ) ∩ S0 = ∅, then V (F ) ⊆ V (C) for some
component C of G − S0. In particular, F ∈ F|C , and thus, by (a’), V (F ) ∩ SC ̸= ∅, which
proves (a). For every component C ′ of G−S, there exists a component C of G−S0 such that
C ′ ⊆ C and by 42.(b) and (b’), NG(C

′) is contained in at most d+
(
d(h− 1) +

(
h−1
2

)
− d
)
=

d(h− 1) +
(
h−1
2

)
bags of D, which implies (b).
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The following sequence of inequalities concludes the proof of (c) and the lemma:

wcolr(G,S) ⩽ wcolr(G,S0) + wcolr

(
G− S0,

⋃
C∈C

SC

)
by Observation 12

⩽ wcolr(G,S0) + max
C∈C

wcolr(C, SC) by Observation 11

⩽ 6dk · log r + c̄0(h− 1, d+ 1)k · log r by 42.(c) and (c’)
= c̄0(h, d)k · log r. □

We now show that using Lemma 37, the constant d(h− 1) +
(
h−1
2

)
in (b) in Lemma 43 can be

reduced to two.

Lemma 44. Let k, h, d be positive integers with h ⩾ 2. For every graph G with tw(G) < k, for
every family F of nonnull connected subgraphs of G, if G has no F-rich model of Fh,d, then
there is a set S ⊆ V (G) such that

(a) V (F ) ∩ S ̸= ∅ for every F ∈ F ;
(b) for every component C of G−S, NG(V (C)) intersects at most two components of G−V (C);
(c) wcolr(G,S) ⩽

(
c̄0(h, d) + 2dh2

)
k · log r for every integer r with r ⩾ 2, where c̄0(h, d) is

the constant from Lemma 43.

Proof. Let G be a graph and let D be a tree decomposition of G of width at most k − 1. By
Lemma 36, we can assume that D is a natural tree decomposition of G. By Lemma 42 applies
to G, D, and F , there is a set S0 ⊆ V (G) such that

42.(a) V (F ) ∩ S0 ̸= ∅ for every F ∈ F ,
42.(b) for every component C of G − S0, NG(V (C)) is contained in the union of at most

d(h− 1) +
(
h−1
2

)
bags of D;

42.(c) wcolr(G,S0) ⩽ c̄0(h, d)k · log r for every integer r with r ⩾ 2.

Let C be a component of G − S0. By 42.(b) and Lemma 37, there exists a family BC of at
most 2

(
d(h− 1) +

(
h−1
2

))
− 1 ⩽ 2dh2 bags of D such that NG(V (C)) ⊆

⋃
BC and for every

component C ′ of G−
⋃
BC , NG(V (C ′)) intersects at most two components of G− V (C ′). Let

SC = V (C)∩
⋃
BC . Then, for every component C ′ of G− (S0 ∪SC) intersecting V (C), C is a

component of G−
⋃
BC , and so NG(V (C ′)) intersects at most two component of G− V (C ′).

Let C be the family of all the components of G− S0 and let

S = S0 ∪
⋃
C∈C

SC .
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Item (b) follows from the previous considerations and (a) follows directly from 42.(a). Now, it
suffices to justify (c). To this end, let r be an integer with r ⩾ 2. Then,

wcolr(G,S) ⩽ wcolr(G,S0) + wcolr

(
G− S0,

⋃
C∈C

SC

)
by Observation 12

⩽ wcolr(G,S0) + max
C∈C

wcolr(C, SC) by Observation 11

⩽ wcolr(G,S0) + max
C∈C

|SC |

⩽ c̄0(h, d)k · log r + 2dh2k by 42.(c)

⩽
(
c̄0(h, d) + 2dh2

)
k · log r. □

7.3. Induction. We can now prove Theorem 6 in the following stronger version, which is very
similar to Theorem 8, with a slightly relaxed condition (B). Note that the following proof and
the one of Theorem 8 largely overlap, but since there is no non-artificial way to merge them,
we elect to give full proofs of both theorems.

Theorem 45. Let t be positive integers with t ⩾ 2. Let X be a graph with rtd2(X) ⩽ t. There
exist an integer c̄(t,X) such that for every integer k, for every graph G with tw(G) < k, for
every family F of nonnull connected subgraphs of G, if G has no F-rich model of X, then there
exists S ⊆ V (G) such that

(A) V (F ) ∩ S ̸= ∅ for every F ∈ F ;
(B) for every component C of G − S, NG(V (C)) intersects at most two components of G −

V (C);
(C) wcolr(G,S) ⩽ c̄(t,X)k · rt−2 log r for every integer r with r ⩾ 2.

Proof. We proceed by induction on t. When t = 2, by Observation 21, X is a forest. Let h, d
be positive integers such that X ⊆ Fh,d, and let c̄0(h, d) be the constant given by Lemma 44.
The assertion with c̄(t,X) = c̄0(h, d) + 2dh2 follows by applying Lemma 44. Next, let t ⩾ 3,
and assume that the result holds for t − 1. We refer to this property as the main induction
hypothesis.

Claim 4. Let Y be a graph with rtd2(Y ) ⩽ t − 1. There is an integer c̄1(t, Y ) such that for
every positive integer k, for every connected graph G with tw(G) < k, for every nonempty set
U of vertices of G with |U | ⩽ 2, for every family F of nonnull connected subgraphs of G, if G
has no F-rich model of K1 ⊕ Y , then there exist S ⊆ V (G), a tree T rooted in s ∈ V (T ), and
a tree partition

(
T, (Px | x ∈ V (T ))

)
of G[S] with Ps = U such that

(a) V (F ) ∩ S ̸= ∅ for every F ∈ F ;
(b) for every component C of G−S, NG(V (C)) intersects at most four components of G−V (C);
(c) for every component C of G− S, NG(V (C)) ⊆ Px ∪ Py for some x, y ∈ V (T ) with either

x = y or xy is an edge in T ;
(d) for every x ∈ V (T ) let Tx be the subtree of T rooted in x, then

wcolr

G

 ⋃
y∈V (Tx)

Py

 , Px

 ⩽ c̄1(t, Y )k · rt−3 log r
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for every integer r with r ⩾ 2.

Proof of the claim. Let X ′ = K1 ⊔ Y . By Lemma 38 applied to k = 2 and X ′, there exists a
graph X ′′ with rtd2(X

′′) = rtd2(X
′) = t such that for every covering S1, S2 of V (X ′′) there

exists i ∈ {1, 2} such that X ′′ contains an {H ⊆ X ′′ | H connected and Si ∩ V (H) ̸= ∅}-rich
model of X ′. Let c̄1(t, Y ) = 2 + c̄(t− 1, X ′′).

We proceed by induction on |V (G)|. If F|G−U = ∅, then since c̄1(t, Y ) ⩾ |U |, the result holds.
Now suppose that F|G−U ̸= ∅ and in particular, |V (G)− U | > 1.

Assume that G − U is not connected. Let C be the family of all the components of G − U .
Consider a component C ∈ C. By induction hypothesis applied to GC = G[V (C) ∪ U ], U ,
and F|GC

, there exist SC ⊆ V (GC), a tree TC rooted in sC ∈ V (TC), and a tree partition
(TC , (PC,x | x ∈ V (TC))) of SC in GC with PC,sC = U such that

(a’) V (F ) ∩ SC ̸= ∅ for every F ∈ F|G[V (C)∪U ];
(b’) for every component C ′ of GC − SC , NG(V (C ′)) intersects at most four components of

GC − V (C ′);
(c’) for every component C ′ of GC − SC , NGC

(V (C ′)) ⊆ PC,x ∪ PC,y for some x, y ∈ V (TC)
and either x = y or xy is an edge in TC ;

(d’) for every x ∈ V (TC) let TC,x be the subtree of TC rooted in x, then

wcolr

GC

 ⋃
y∈V (TC,x)

PC,y

 , PC,x

 ⩽ c̄1(t, Y )k · rt−3 log r

for every integer r with r ⩾ 2.

Then let S =
⋃

C∈C SC , let T be the tree obtained from the disjoint union of all the TC for
C ∈ C by identifying all the vertices in {sC | C ∈ C} into a single vertex s. Finally, let Ps = U
and Px = PC,x for every C ∈ C and x ∈ V (TC) − {sC}. Then we claim that (a)-(d) hold.
Indeed, for every F ∈ F , F is connected so either F is a subgraph of G − U or F intersects
U . In both cases, we see that V (F ) ∩ S ̸= ∅, so (a) holds. Item (b) holds by (b’) as U ⊆ SC

for all C ∈ C. Item (c) holds as every component of G − S is a component of GC − SC for
some C ∈ C. Finally, for all x ∈ V (T ) with x ̸= s item (d) follows directly from (d’) and the
construction of T , while when x = s, wcolr

(
G
[⋃

y∈V (T ) Py

]
, Ps

)
= |U | ⩽ 2 for every integer

r with r ⩾ 2. From now on we assume that G− U is connected.

Let F ′ be the family of all the nonnull connected subgraphs H of G − U such that U ∩
NG(V (H)) ̸= ∅ and F ⊆ H for some F ∈ F . We argue that there is no F ′-rich model of X ′′

in G − U . Suppose to the contrary that there is an F ′-rich model
(
Bx | x ∈ V (X ′′)

)
of X ′′

in G − U . For each u ∈ U , let Su = {x ∈ V (X ′′) | u ∈ NG(Bx)}. Since the model is F ′-rich,
{Su}u∈U is a covering of V (X ′′). Therefore, there exists u ∈ U such that X ′′ contains an
{H ⊆ X ′′ | H connected and Su ∩ V (H) ̸= ∅}-rich model M of X ′. Moreover, by definition,
each branch set of M contains a member of F , and furthermore, M is a model of X ′ in G.
Recall that X ′ = K1 ⊔ Y . If v is the vertex of K1 is X ′, then the model obtained from M by
replacing the branch set Cv corresponding to v by Cv ∪ {u} yields an F-rich model of K1 ⊕ Y
in G, which is a contradiction. This proves that there is no F ′-rich model of X ′ in G− {u}.
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Since rtd2(X
′′) = rtd2(X

′) ⩽ max{rtd2(Y ), 1} ⩽ t − 1, by the main induction hypothesis
applied to X ′′, G− U , and F ′ there exists a set S0 ⊆ V (G− U) such that

(A’) V (F ) ∩ S0 ̸= ∅ for every F ∈ F ′;
(B’) for every component C of (G−U)−S0, NG−U (V (C)) intersects at most two components

of (G− U)− V (C);
(C’) wcolr(G− U, S) ⩽ c̄(t− 1, X ′′)k · rt−3 log r for every integer r with r ⩾ 2.

Note that S0 ̸= ∅ since F ′ ̸= ∅.

Let C1 be the family of all the components C of (G− U)− S0 such that NG(U) ∩ V (C) = ∅.
Consider C ∈ C1. Let GC be the graph obtained from G[V (C) ∪ NG(V (C))] by contracting
each component C ′ of (G − U) − V (C) into a single vertex. Let UC be the set of all the
vertices resulting from these contractions. Note that UC is not empty since G is connected,
and |UC | ⩽ 2 by (B’). Since NG(U) ∩ V (C) = ∅, |V (GC)| < |V (G)|. Since GC is a minor
of G, GC has no F|C-rich model of K1 ⊕ Y . By induction hypothesis applied to GC , uC ,
and F|C , there exist SC ⊆ V (GC), a tree TC rooted in sC ∈ V (TC), and a tree partition
(TC , (PC,x | x ∈ V (TC))) of SC in GC with PC,sC = U such that

(a”) V (F ) ∩ SC ̸= ∅ for every F ∈ F|C ;
(b”) for every component C ′ of GC − SC , NG(V (C ′)) intersects at most four components of

GC − V (C ′);
(c” ) for every component C ′ of GC − SC , NGC

(V (C ′)) ⊆ PC,x ∪ PC,y for some x, y ∈ V (TC)
and either x = y or xy is an edge in TC ;

(d”) for every x ∈ V (TC) let TC,x be the subtree of TC rooted in x, then

wcolr

GC

 ⋃
y∈V (TC,x)

PC,y

 , PC,x

 ⩽ c̄1(t, Y )k · rt−3 log r

for every integer r with r ⩾ 2.

Let
S = U ∪ S0 ∪

⋃
C∈C1

(SC − UC).

Let T be obtained from the disjoint union of {TC | C ∈ C1} by identifying the vertices
{sC | C ∈ C1} into a new vertex s′ and by adding a new vertex s adjacent to s′ in T . Let
Ps = U , Ps′ = S0, and for each C ∈ C1, x ∈ V (TC − {sC}), let Px = PC,x.

In order to conclude, we argue that
(
T, (Px | x ∈ V (T ))

)
is a tree partition of G[S] and (a)-(d)

hold.

Since for every C ∈ C1, U ∩ NG(V (C)) = ∅, every edge in G[S] containing a vertec in U has
another endpoint in U ∪ S0 = Ps ∪ Ps′ . Consider an edge vw in G[S] such that v ∈ S0 and
w ∈ SC for some C ∈ C1. Since

(
TC , (PC,x | x ∈ V (TC))

)
is a tree partition of GC [SC ] with

PC,sC = UC and S0 ⊆ V ((G−U)− V (C)), we conclude that w ∈ Px for some x ∈ V (TC) such
that s′x is an edge in T . Finally, for every edge vw of G[S] with v, w ̸∈ U ∪ S0, vw is an edge
of G[SC − UC ] for some component C ∈ C1, and so v ∈ PC,x and w ∈ PC,y for adjacent or
identical vertices x, y of TC . Then v ∈ Px and w ∈ Py. It follows that

(
T, (Px | x ∈ V (T ))

)
is

a tree partition of G[S].
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Let F ∈ F . If V (F ) ∩ (U ∪ S0) ̸= ∅, then V (F ) ∩ S ̸= ∅. Otherwise, F ⊆ G − U and
V (F ) ∩ S0 = ∅, and therefore by (A’), F /∈ F ′, so in particular, U ∩ NG(V (F )) = ∅. In this
case, there is a component C ∈ C1 such that F ∈ F|C , thus, V (F ) ∩ SC ̸= ∅ by (a”). This
proves (a).

Consider a component C ′ of G − S. If C ′ ⊆ C for some C ∈ C1, then by (b”), it follows that
NGC

(V (C ′)) intersects at most four components of GC − V (C ′), and so NG(V (C ′)) intersects
at most four components of G − V (C ′). Otherwise, C ′ is a component of (G − U) − S0

such that NG(U) ∩ V (C ′) ̸= ∅. By (B’), NG−U (V (C ′)) intersects at most two components of
(G−U)−V (C ′), and therefore, NG(V (C ′)) intersects at most four components of G−V (C ′).
This proves (b).

For every component C ′ of G− S, either NG(V (C ′)) ⊆ U ∪ S0 = Ps ∪Ps′ , or C ′ ⊆ C for some
C ∈ C1. In the latter case, C ′ is a component of GC − SC , and NG(U) ∩ V (C) = ∅. By (c”),
there is x, y ∈ V (TC) such that NGC

(V (C ′)) ⊆ PC,x ∪ PC,y, and thus, NG(V (C ′)) ⊆ Px ∪ Py.
This proves (c).

Finally, we argue (d). Let r be an integer with r ⩾ 2 and let x ∈ V (T ). For x = s,
|Ps| = |U | ⩽ 2, thus the assertion is clear. For x = s′, we have Ts′ = V (G)− U . By (C’),

wcolr(G− U, S0) ⩽ c̄(t− 1, X ′′)k · rt−3 log r ⩽ c̄1(t, Y )k · rt−3 log r.

For x ∈ V (TC − {sC}) for some C ∈ C1, we have Tx = TC,x, thus, the asserted inequality
follows from (d”). This ends the proof of the claim. ♢

Claim 4 yields the following less technical statement.

Claim 5. Let Y be a graph with rtd2(Y ) ⩽ t − 1. There are integers c̄2(t, Y ) such that for
every positive integer k, for every graph G with tw(G) < k, for every family F of nonnull
connected subgraphs of G, if G has no F-rich model of K1 ⊕ Y , then there exist S ⊆ V (G)
such that

(a) V (F ) ∩ S ̸= ∅ for every F ∈ F ;
(b) for every component C of G−S, NG(V (C)) intersects at most four components of G−V (C);
(c) wcolr(G,S) ⩽ c̄2(t, Y )k · rt−2 log r for every integer r with r ⩾ 2.

Proof of the claim. Let c̄2(t, Y ) = 2 · c̄1(t, Y ) and let r be an integer with r ⩾ 2. We apply
Claim 4 with an arbitrary singleton U in G to obtain S ⊆ V (G), a tree T rooted in s ∈ V (T ),
and a tree partition (T, (Px | x ∈ V (T ))) of S in G with Ps = {u} such that

4.(a) V (F ) ∩ S ̸= ∅ for every F ∈ F ;
4.(b) for every component C of G − S, NG(V (C)) intersects at most four components of

G− V (C);
4.(c) for every component C of G−S, NG(V (C)) ⊆ Px ∪Py for some x, y ∈ V (T ) with either

x = y or xy is an edge in T ;
4.(d) for every x ∈ V (T ) let Tx be the subtree of T rooted in x, then

wcolr

G

 ⋃
y∈V (Tx)

Py

 , Px

 ⩽ c̄1(t, Y )k · rt−3 log r

for every integer r with r ⩾ 2.
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Items (a) and (b) hold by 4.(a) and 4.(b) respectively. It suffices to prove (c).

For each x ∈ V (T ), let σx be an ordering of Px witnessing 4.(d) and let σ′ = (x1, . . . , x|V (T )|)
be an elimination ordering of T . Finally, let σ be the concatenation of σx1 , . . . , σx|V (T )| in this
order.

Let u ∈ V (G). To conclude the claim, we argue that

|WReachr[G,S, σ, u]| ⩽ c̄2(t, Y )k · rt−1 log r.

Let xu ∈ V (T ) be such that if u ∈ S, then u ∈ Pxu , and otherwise, xu is the vertex of T
furthest to s such that Pxu intersects NG(V (C)), where C is the component of u in G − S.
Let A be the set of all the ancestors of xu in T in distance at most r from xu. In particular,
|A| ⩽ r + 1. By Observation 19 and 4.(c),

WReachr[G,S, σ, u] ⊆
⋃
y∈A

Py.

Let y ∈ A. Since σ extends σy and x ∈ Ty, by 4.(d), we have

|WReachr[G,S, σ, u] ∩ Py| ⩽ wcolr

G

 ⋃
z∈V (Ty)

Pz

 , Py

 ⩽ c̄1(t,X)k · rt−2 log r.

Summarizing,

|WReachr[G,S, σ, u]| =
∑
y∈A

|WReachr[G,S, σ, u] ∩ Py|

⩽ (r + 1) · c̄1(t,X)k · rt−2 log r

⩽ 2r · c̄1(t,X)k · rt−2 log r = c̄2(t, Y )k · rt−1 log r.

This concludes the proof of (c), and the claim follows. ♢

Claim 6. Let Y be a graph with rtd2(Y ) ⩽ t− 1 and let h, d be positive integers. There exists
an integer c̄3(Y, h, d) such that for every positive integer k, for every graph G with tw(G) < k,
for every family F of nonnull connected subgraphs of G, if G has no F-rich model of T ′

h,d(Y ),
then there exists S ⊆ V (G) such that

(a) V (F ) ∩ S ̸= ∅ for every F ∈ F ;
(b) for every component C of G−S, NG(V (C)) intersects at most 4h components of G−V (C);
(c) wcolr(G,S) ⩽ c̄3(Y, h, d)k · rt−2 log r for every integer r with r ⩾ 2.

Proof of the claim. We proceed by induction on h. When h = 1, T ′
h,d(Y ) = K1⊕(Y ⊔Y ) and the

result follows from the previous claim applied to Y ⊔Y (note that rtd2(Y ⊔Y ) = rtd2(Y ) ⩽ t−1)
by setting c̄3(Y, 1, d) = c̄2(t, Y ⊔ Y ).

Now assume that h > 1 and that the result holds for h − 1. Fix a copy of Y ⊔ Y . For each
y ∈ V (Y ⊔ Y ) add d vertices with y as a unique neighbor. Furthermore, add 2d isolated
vertices. We call the obtained graph Z – see Figure 15. To keep things in order, we write
V (Z) = VY ∪ VZ , where VY are the vertices of Y ⊔ Y in Z and VZ are all the added vertices.
Let

c̄3(Y, h, d) = c̄2(t, Z) + c̄3(Z, h− 1, d).
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By (r8) and (r4), rtd2(Z) ⩽ max{2, rtd2(Y )} ⩽ t− 1 since t ⩾ 3.

Let F ′ be the family of all the connected subgraphs H of G such that H has an F|H -rich
model of T ′

h−1,d(Y ). We claim that there is no F ′-rich model of K1 ⊕ Z in G. Suppose to the
contrary that such a model

(
Ay | y ∈ V (K1⊕Z)

)
exists. Let s be the vertex of K1 in K1⊕Z.

In particular, V (K1 ⊕ Z) = {s} ∪ VY ∪ VZ . For every vertex z ∈ VZ , we define its parent in
K1 ⊕ Z in the following way. Note that z has at most one neighbor in Z. If z has a neighbor
in Z, then the neighbor is its parent and if z is isolated in Z, then s is its parent. Let z ∈ VZ

with the parent pz and let uz ∈ Az be such that there is an edge between uz and a vertex in
Apz . Since the model is F ′-rich, G[Az] contains an F|G[Az ]-rich model of T ′

h−1,d(Y ). Let Hz

be a copy of Th−1,d(Y ) with a root sz. By Lemma 29 applied to Y , G[Az], and u, there is an
F|G[Az ]-rich model

(
Bz,x | x ∈ V (Hz)

)
of Hz in G[Az] such that uz ∈ Bz,sz . In particular,

there is an edge between Bz,sz and Apz in G. Finally, we construct an F-rich model of T ′
h,d(Y )

in G. Observe that the graph obtained from (K1 ⊕ Z)[{s} ∪ VY ] (this graph is isomorphic to
K1 ⊕ (Y ⊔ Y )) and the disjoint union of Hz for each z ∈ VZ by identifying sz ∈ V (Hz) with
pz ∈ {s} ∪ VY for each z ∈ VZ is isomorphic to T ′

h,d(Y ). For each p ∈ {s} ∪ VY , let Py be the
set of all z ∈ VZ such that p is the parent of z. Let

(i) Dp = Ap ∪
⋃

z∈Pp
Bz,sz for every p ∈ {s} ∪ VY and

(ii) Dx = Bz,x for every z ∈ VZ and x ∈ V (Hz − {sz}).

It follows that
(
Dx | x ∈ {s} ∪ VY ∪

⋃
z∈VZ

V (Hz − {sz})
)

is an F-rich model of T ′
h,d(Y ) in G.

This is a contradiction, hence, G has no F ′-rich model of K1 ⊕ Z.

By Claim 5, applied to Z, G, and F ′ there exists S0 ⊆ V (G) such that

5.(a) V (F ) ∩ S0 ̸= ∅ for every F ∈ F ′;
5.(b) for every component C of G−S0, NG(V (C)) intersects at four components of G−V (C);
5.(c) wcolr(G,S0) ⩽ c̄2(t, 1, Z)k · rt−2 log r for every integer r with r ⩾ 2.

Let C be a component of G − S0. Since V (F ) ∩ S0 ̸= ∅ for every F ∈ F ′, C has no F|C-rich
model of T ′

h−1,d(Y ). Therefore, by induction hypothesis, there exists SC ⊆ V (C) such that

(a’) V (F ) ∩ SC ̸= ∅ for every F ∈ F|C ;
(b’) for every component C ′ of C − S, NC(V (C ′)) intersects at most 4(h− 1) components of

C − V (C ′);
(c’) wcolr(C, SC) ⩽ c̄3(Y, h− 1, d)k · rt−2 log r for every integer r with r ⩾ 2.

Let C be the family of all the components of G− S0 and let

S = S0 ∪
⋃
C∈C

SC .

We claim that (a)-(c) hold. Let F ∈ F . If V (F ) ∩ S0 = ∅, then V (F ) ⊆ V (C) for some
component C of G − S0. In particular, F ∈ F|C , and thus, by (a’), V (F ) ∩ SC ̸= ∅, which
proves (a). Let C be a component of G−S, and let C ′ be the component of G−S0 intersecting
V (C). By (b’), NC(V (C ′)) intersects at most 4(h− 1) components of C−V (C ′), and by 2.(b),
NG(V (C ′) intersects at most fours components of G− V (C ′). Hence, NG(V (C)) intersects at
most 4h components of G − V (C), which yields (b). The following sequence of inequalities
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concludes the proof of (c) and the claim:

wcolr(G,S) ⩽ wcolr(G,S0) + wcolr

(
G− S0,

⋃
C∈C

SC

)
by Observation 12

⩽ wcolr(G,S0) + max
C∈C

wcolr(C, SC) by Observation 11

⩽ c̄2(t, Z)k · rt−2 log r + c̄3(Y, h− 1, d)k · rt−2 log r by 5.(c) and (c’)

⩽
(
c̄2(t, Z) + c̄3(Y, h− 1, d)

)
k · rt−1 log r

= c̄3(Y, h, d)k · rt−1 log r.

♢

Finally, by Lemma 28, for every for every graph X with rtd2(X) ⩽ t, there exists a graph Y
with rtd2(Y ) ⩽ t− 1 and positive integers h, d such that X ⊆ Th,d(Y ) ⊆ T ′

h,d(Y ). Let G be a
graph with tw(G) < k and let F be a family of nonnull connected subgraphs of G. Suppose
that G has no F-rich model of X. By Claim 6, there exists S0 ⊆ V (G) such that

6.(a) V (F ) ∩ S0 ̸= ∅ for every F ∈ F ;
6.(b) for every component C of G − S0, NG(V (C)) intersects at most 4h components of

G− V (C);
6.(c) wcolr(G,S) ⩽ c̄3(Y, h, d)k · rt−2 log r for every integer r with r ⩾ 2.

Let C be the family of components of G − S0. Consider a component C ∈ C. By 6.(b),
NG(V (C)) intersects at most 4h components of G− V (C). Let QC be a collection of at most
4h−1 geodesics in C such that for every component C ′ of G−V (C) with NG(V (C))∩V (C ′) ̸= ∅,
there is Q ∈ QC with V (Q) ∩NG(V (C ′)) ̸= ∅.

Let
S = S0 ∪

⋃
C∈C

⋃
Q∈QC

V (Q).

Item (A) follows from 6.(a). Let C ′ be a component of G−S, and let C be the component of G−
S0 intersecting V (C ′). Then NG(V (C ′)) ⊆ NG(V (C))∪

⋃
Q∈QC

V (Q), and since
⋃

Q∈QC
V (Q)

induces a connected subgraph of C and contains a neighbor of every component of G− V (C)
having a neighbor in V (C), we deduce that NG(V (C ′)) intersects at most one component of
G− S. This proves that (B) holds. And finally, (C) is true once we set c̄(t,X) = c̄3(Y, h, d) +
(4h− 1) · 3 since

wcolr(G,S) ⩽ wcolr(G,S0) + wcolr

G− S0,
⋃
C∈C

⋃
Q∈QC

V (Q)

 by Observation 12

⩽ wcolr(G,S0) + max
C∈C

wcolr

C,
⋃

Q∈QC

V (Q)

 by Observation 11

⩽ wcolr(G,S0) + max
C∈C

|QC |(2r + 1) by Observation 13

⩽ c̄3(Y, h, d)k · rt−2 log r + (4h− 1)(2r + 1) by 6.(c)

⩽ (c̄3(Y, h, d) + (4h− 1) · 3) k · rt−2 log r. □
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