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QUICKLY EXCLUDING AN APEX-FOREST

JĘDRZEJ HODOR, HOANG LA, PIOTR MICEK, AND CLÉMENT RAMBAUD

Abstract. We give a short proof that for every apex-forest X on at least two vertices, graphs
excluding X as a minor have layered pathwidth at most 2|V (X)| − 3. This improves upon a
result by Dujmović, Eppstein, Joret, Morin, and Wood (SIDMA, 2020). Our main tool is a
structural result about graphs excluding a forest as a rooted minor, which is of independent
interest. We develop similar tools for treedepth and treewidth. We discuss implications for
Erdős-Pósa properties of rooted models of minors in graphs.

1. Introduction

Within the seminal Graph minors series, spanning from 1983 to 2010, Robertson and Seymour
described the structure of graphs excluding a graph as a minor. One of many key insights of
this series is the interplay between forbidding graphs as minors and treewidth or pathwidth.
Indeed, excluding a planar graph as a minor is equivalent to having bounded treewidth, which
follows from the Grid Minor Theorem [11]. Similarly, excluding a forest as a minor is equivalent
to having bounded pathwidth, which was proved in the first paper of the series [10]. Another
relevant statement following this pattern is that excluding a path as a minor is equivalent to
having bounded treedepth; see e.g. [8, Chapter 6].

In this paper, we study analogous statements for excluding apex-type graphs as minors. Recall
that a graph is an apex graph if it can be made planar by the removal of at most one vertex,
and a graph is an apex-forest if it can be made acyclic by the removal of at most one vertex.
It turns out that forbidding apex-type graphs as minors interplays with the layered versions
of treewidth, pathwidth, and treedepth. Dujmović, Morin, and Wood [6] proved that a minor-
closed class of graphs excludes an apex graph if and only if it has bounded layered treewidth.
Similarly, Dujmović, Eppstein, Joret, Morin, and Wood in [4], proved that a minor-closed class
of graphs excludes an apex-forest if and only if it has bounded layered pathwidth. Our first
contribution is a short and simple proof of the latter statement with an explicit and much
better bound on layered pathwidth. In what follows, for a graph G, we denote by tw(G),
pw(G), td(G), and lpw(G) the treewidth, pathwidth, treedepth, and layered pathwidth of G
respectively.
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2 HODOR, LA, MICEK, AND RAMBAUD

Theorem 1. For every apex-forest X with at least two vertices, and for every graph G, if G
is X-minor-free, then lpw(G) ⩽ 2|V (X)| − 3.

The main novelty in the proof of Theorem 1 is a version of path decomposition (and pathwidth)
of a graph G focused on some fixed subset S of V (G). We denote the new parameter by
pw(G,S), and we prove that for every forest F , if G has no S-rooted model of F , then
pw(G,S) ⩽ 2|V (F )| − 2, see Theorem 7. This part of the proof follows closely the argument
by Diestel [3] showing that for every forest F , if G has no F -minor, then pw(G) ⩽ |V (F )| − 2.

A graph is a fan or (an apex-path) if it becomes a path by the removal of at most one vertex.
We introduce the concept of layered treedepth mimicking other layered parameters. It will
be immediate that fans may have arbitrarily large layered treedepth. Conversely, we prove
that excluding a fan as a minor implies having bounded layered treedepth. For a graph G, let
ltd(G) be the layered treedepth of G.

Theorem 2. For every fan X with at least three vertices, and for every graph G, if G is
X-minor-free, then ltd(G) ⩽

(|V (X)|−1
2

)
.

Similarly to the proof of Theorem 1, the proof of Theorem 2 relies on a version of treedepth
focused on some fixed subset S of V (G) that we denote by td(G,S). The crucial property of this
parameter is that for every path P , if G has no S-rooted model of P , then td(G,S) ⩽

(|V (P )|
2

)
,

see Theorem 6.

Following the definition of pw(G,S), one can also define a notion of treewidth focused on S,
denoted by tw(G,S). We show an approximate duality between this parameter and a version of
tangles focused on S proposed by Marx, Seymour, and Wollan [7], see Theorem 10. Combined
with the main result of [7], this yields a grid-minor theorem for this notion of treewidth, see
Theorem 8.

The next two statements will follow immediately from the definitions of layered treedepth and
pathwidth, Theorem 2 and Theorem 1, respectively. Recall that the diameter of a graph G,
denoted by diam(G), is the maximal distance between two vertices in G taken over all pairs of
vertices in G.

Corollary 3. For every fan X with at least two vertices, and for every connected graph G, if
G is X-minor-free, then td(G) ⩽

(|V (X)|−1
2

)
(diam(G) + 1).

Corollary 4. For every apex-forest X with at least two vertices, and for every connected graph
G, if G is X-minor-free, then pw(G) ⩽ (2|V (X)| − 3)(diam(G) + 1)− 1.

Note that Corollary 3 and Corollary 4 are both optimal in the following sense. There are fans of
diameter 2 and unbounded treedepth and there are apex-forests of diameter 2 and unbounded
pathwidth. We also give a construction showing that the upper bound in Corollary 4 is tight
up to a multiplicative constant, see Theorem 20.

A natural strengthening of Theorem 1 is the following (false) product structure statement: for
every apex-forest X, there is a constant cX such that for every X-minor-free graph G, we have
G ⊆ H ⊠ P 1 for some graph H with pw(H) ⩽ cX and some path P . The statement is false
even for X = K3, as Bose, Dujmović, Javarsineh, Morin, and Wood [2] proved that trees do

1The strong product G1 ⊠ G2 of two graphs G1 and G2 is the graph with vertex set V (G1 ⊠ G2) :=
V (G1) × V (G2) and that contains the edge with endpoints (v, x) and (w, y) if and only if vw ∈ E(G1) and
x = y; or v = w and xy ∈ E(G2); or vw ∈ E(G1) and xy ∈ E(G2).
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not admit such a product structure. Since K3 is a fan, the construction in [2] also shows that
the analogous strengthening of Theorem 2 does not hold.

In Section 2, we give all necessary definitions. In Section 3, we state our main technical
contribution – a collection of graph decompositions focused on a prescribed subset of vertices.
In Section 4, we prove Theorem 1 and the main properties of pw(G,S). In Section 5, we prove
Theorem 2 and the main properties of td(G,S). In Section 6, we prove the main properties of
tw(G,S). Additionally, in Section 7, we give a lower bound construction for Corollary 3 and
Corollary 4. In Section 8, we discuss further applications of our results concerning Erdős-Pósa
properties of rooted models of graphs. In Section 9, we state a few open problems.

2. Preliminaries

We allow a graph to be the null graph. Moreover, the null graph is a path, a tree, and a grid.
For a non-negative integer ℓ, we denote by Pℓ a graph that is a path on ℓ vertices and by ⊞ℓ

an ℓ× ℓ planar grid.

Let G be a graph. The neighborhood of a vertex v is the set of neighbors of v, denoted by N(v).
The neighborhood of a set R ⊆ V (G) is NG(R) =

⋃
v∈R NG(v) − R. We drop the subscript

when the graph is clear from context.

Let H be a graph. A model of H in G is a family (Bx | x ∈ V (H)) of pairwise disjoint subsets
of V (G) such that:

(i) for every x ∈ V (H), the subgraph of G induced by Bx is non-empty and connected, and
(ii) for every edge xy ∈ E(H), there is an edge between Bx and By in G.

The set Bx for x ∈ V (H) is called the branch set of u in the model. We say that H is a minor
of G if G contains a model of H. Otherwise, we say that G is H-minor-free. Let S ⊆ V (G).
A model (Bx | x ∈ V (H)) of H in G is S-rooted if Bx ∩ S ̸= ∅ for each x ∈ V (H). Moreover,
if H is a plane graph, we say that a model (Bx | x ∈ V (H)) of H in G is S-outer-rooted if
Bx ∩ S ̸= ∅ for each vertex x in the outer face of H.

A rooted forest is a disjoint union of rooted trees. The vertex-height of a rooted forest F is the
maximum number of vertices on a path from a root to a leaf in F , and the depth of a vertex
u ∈ V (F ) is the number of vertices in the path between u and the root of its component. For
two vertices u, v in a rooted forest F , we say that u is a descendant of v in F if v lies on the
path from a root to u in F . The closure of F is the graph with vertex set V (F ) and edge set
{vw | v ̸= w and v is a descendant of w in F}. We say that F is an elimination forest of G if
V (F ) = V (G) and G is a subgraph of the closure of F . The treedepth of a graph G, denoted
by td(G), is 0 if G is empty, and otherwise is the minimum vertex-height of an elimination
forest of G.

A tree decomposition of G is a pair B =
(
T, (Wx | x ∈ V (T ))

)
, where T is a non-null tree and

the sets Wx for each x ∈ V (T ) are subsets of V (G) called bags satisfying:
(i) for each edge uv ∈ E(G) there is a bag containing both u and v, and
(ii) for each vertex v ∈ V (G) the set of vertices x ∈ V (T ) with v ∈ Wx induces a non-empty

subtree of T .
The width of B is max{|Wx| − 1 | x ∈ V (T )}. The treewidth of G, denoted tw(G), is the
minimum width of a tree decomposition of G. A path decomposition of G is a tree decomposition(
T, (Wx | x ∈ V (T ))

)
, where T is a path. In that case, we simply write (Wi | i ∈ [m]) for(

T, (Wx | x ∈ V (T ))
)
, where m = |V (T )|, simply identifying T with a path on [m]. The

pathwidth of a graph G, denoted pw(G), is the minimum width of a path decomposition of G.
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A layering of G is a sequence (Li | i ⩾ 0) of disjoint subsets of V (G) whose union is V (G) and
such that for every uv ∈ E(G) there is a non-negative integer i such that u, v ∈ Li ∪ Li+1.

Let B =
(
T, (Bx | x ∈ V (T ))

)
be a tree decomposition of G and let L = (Li | i ⩾ 0). The width

of (B,L) is max{|Bx ∩ Li| | x ∈ V (T ), i ⩾ 0}. The layered treewidth of G is the minimum
width of a pair (B,L), where B is a tree decomposition of G and L is a layering of G. The
layered pathwidth of G is the minimum width of a pair (B,L), where B is a path decomposition
of G and L is a layering of G.

We propose a natural counterpart of the definitions above for treedepth. Let F be an elim-
ination forest of G, and let L = (Li | i ⩾ 0) be a layering of G. The width of (F,L) is
max{|R ∩ Li| | R is a root-to-leaf path in F , i ⩾ 0}. The layered treedepth of G is the min-
imum width of a pair (F,L), where F is an elimination forest of G and L is a layering of
G.

A separation of G is a pair (A,B) of subgraphs of G such that A ∪ B = G, E(A ∩ B) = ∅,
and |V (A ∩ B)| = k. The order of (A,B) is |V (A) ∩ V (B)|. For X,Y ⊆ V (G), an X-Y path
is a path in G that is either a one-vertex path with the vertex in X ∩ Y or a path with one
endpoint in X and the other endpoint in Y such that no internal vertices are in X ∪ Y . We
need the following well-known theorem.

Theorem 5 (Menger’s Theorem). Let G be a graph and X,Y ⊆ V (G). There exists a sepa-
ration (A,B) of G such that X ⊆ V (A), Y ⊆ V (B), and there exists |V (A) ∩ V (B)| pairwise
disjoint X-Y paths.

3. Excluding a rooted minor

In this section, we introduce a new family of graph parameters and we state some of their
properties that are the key technical ingredients of the proofs of our main results. However,
we believe that the parameters and their properties are of independent interest. We start with
the new version of treedepth, and afterward, we discuss the new versions of pathwidth and
treewidth.

Let G be a graph and let S ⊆ V (G). An elimination forest of (G,S) is an elimination
forest F of H, an induced subgraph of G such that S is contained in V (H) and for every
component C of G − V (H), there is a root-to-leaf path in F containing all the neighbors of
V (C) in G. The treedepth of (G,S), denoted by td(G,S), is the minimum vertex-height of an
elimination forest of (G,S). This notion is similar in its definition to the elimination distance
to a given subgraph-closed class of graph C (see e.g. [9]), which is defined as min{td(G,S) |
S ⊆ V (G) such that every component of G− S is in C}.

Recall that if a graph G has no model of Pℓ, then td(G) < ℓ. We prove an analogous result
within the setting of S-rooted models of paths.

Theorem 6. For every positive integer ℓ, for every graph G, and for every S ⊆ V (G), if G
has no S-rooted model of Pℓ, then td(G,S) ⩽

(
ℓ
2

)
.

As already mentioned, Theorem 6 is the main ingredient of the proof of Theorem 2. Actually,
the intuition standing behind this is very simple. For a vertex u in a graph G, we set S = N(u).
Now, if G− u has a S-rooted model of a path Pℓ, then G has a model of Pℓ with a universal
vertex added, and so G has a model of every fan on ℓ+ 1 vertices.
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Let G be a graph and let S ⊆ V (G). A tree decomposition (resp. path decomposition) of (G,S)
is a tree decomposition (resp. path decomposition) B of H, an induced subgraph of G such
that S is contained in V (H), and for every component C of G − V (H), there exists a bag
of B containing all the neighbors of V (C) in G. The treewidth (resp. pathwidth) of (G,S),
denoted by tw(G,S) (resp. pw(G,S)), is the minimum width of a tree decomposition (resp.
path decomposition) of (G,S). We illustrate the notion of a path decomposition of (G,S) in
Figure 1.

H

G

V (H) ⊇ S =

Figure 1. The green and blue bags depict a path decomposition of H, an
induced subgraph of G such that S ⊆ V (H). Each component of G − V (H)
(yellow) has all the neighbors in one of the bags. Note that such a bag does
not have to be unique.

Bienstock, Robertson, Seymour, and Thomas [1] first proved that if a graph G has no model of
a forest F , then pw(G) ⩽ |V (F )| − 2. Note that the first bound on pw(G) in terms of |V (F )|
was proved by Robertson and Seymour in [10]. On the other hand, Diestel gave a beautiful and
short proof of the above in [3]. We prove an analogous result within the setting of S-rooted
models of forests.

Theorem 7. For every forest F with at least one vertex, for every graph G, and for every
S ⊆ V (G), if G has no S-rooted model of F , then pw(G,S) ⩽ 2|V (F )| − 2.

The Grid Minor Theorem can be generalized to the setting of S-outer-rooted models as follows.

Theorem 8. For every plane graph H, there exists a positive integer cH such that, for every
graph G, and for every S ⊆ V (G), if G has no S-outer-rooted model of H, then tw(G,S) ⩽ cH .

Note that in this result, one cannot replace “S-outer-rooted model” with “S-rooted model”.
Indeed, for every non-negative integer ℓ, the graph ⊞ℓ with Sℓ being the vertex set of the outer
face has no Sℓ-rooted model of K4, while tw(⊞ℓ, Sℓ) ⩾ ℓ−1. The latter inequality follows from
Lemma 22 applied for the family of all the connected subgraphs that are the union of a row
with a column.

We obtain Theorem 8 via tangles. First, let us recall the definition of tangles in graphs. Let
G be a graph and let k be a positive integer. Let T be a family of separations of G of order
less than k in G. T is a tangle of order k in G if

(T1) for every separation (A,B) of order at most k − 1 in G, (A,B) ∈ T or (B,A) ∈ T ,
(T2) for every (A1, B1), (A2, B2), (A3, B3) ∈ T , A1 ∪A2 ∪A3 ̸= G, and
(T3) for every (A,B) ∈ T , V (A) ̸= V (G).

Marx, Seymour, and Wollan [7] proposed a variant of tangles that is focused on a prescribed
set. Additionally, for a fixed S ⊆ V (G), T is a tangle of (G,S) if it is a tangle of G and
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(T4) for every (A,B) ∈ T , S ̸⊆ V (A).

The tangle number of (G,S), denoted by tn(G,S), is the maximum order of a tangle of (G,S).
When S = V (G), condition (T4) is vacuous, and tn(G) = tn(G,V (G)) is a classical tangle
number of G. One of the cornerstones of structural graph theory is that the following graph
parameters are functionally tied to each other: treewidth, tangle number, and the maximum
integer ℓ such that a graph contains a model of ⊞ℓ. An analog in the “focused” setting also
holds.

Marx, Seymour, and Wollan [7] showed that the tangle number of (G,S) is functionally tied
to the maximum integer ℓ such that G has an S-outer-rooted model of ⊞ℓ.

Theorem 9 ([7]). Let H be a plane graph. There is an integer cH such that for every graph
G, if there is a tangle T of (G,S) of order cH , then G contains an S-outer-rooted model of H.

We prove that tn(G,S) is functionally tied to tw(G,S).

Theorem 10. For every graph G with at least one vertex, and for every S ⊆ V (G),

tn(G,S)− 1 ⩽ tw(G,S) ⩽ 10max{tn(G,S), 2} − 12.

Note that Theorem 9 and Theorem 10 immediately imply Theorem 8.

4. Layered pathwidth

The proof of Theorem 7 follows Diestel’s proof [3] that graphs excluding a forest F as a minor
have pathwidth at most |V (F )| − 2. The notation follows a recent paper by Seymour [12].

Let G be a graph, let w be a positive integer, and let S ⊆ V (G). A separation (A,B) is
(w, S)-good if it is of order at most w and (A,S ∩ V (A)) has a path decomposition of width
at most 2w − 2 whose last bag contains V (A) ∩ V (B) as a subset. When (A,B), (A′, B′) are
separations of G, we write (A,B) ⩽ (A′, B′), if A ⊆ A′ and B ⊇ B′. If moreover the order of
(A′, B′) is at most the order of (A,B), then we say that (A′, B′) extends (A,B). A separation
(A,B) in G is maximal (w, S)-good if it is (w, S)-good and for every (w, S)-good separation
(A′, B′) extending (A,B), we have A′ = A and B′ = B.

We start with a simple lemma illustrated in Figure 2.

Lemma 11. Let G be a graph, let w be a positive integer, let S ⊆ V (G), and let (A′, B′) and
(P,Q) be two separations of G with (P,Q) ⩽ (A′, B′). If (A′, B′) is (w, S)-good and there are
|V (P ) ∩ V (Q)| vertex-disjoint V (P )-V (B′) paths in G, then (P,Q) is (w, S)-good.

Proof. Suppose that (A′, B′) is (w, S)-good and there are |V (P )∩V (Q)| vertex-disjoint V (P )-
V (B′) paths (Rx | x ∈ V (P ) ∩ V (Q)) in G. Let (Wi | i ∈ [m]) be a path decomposition of
(A′, S∩V (A′)) of width at most 2w−2 with V (A′)∩V (B′) ⊆ Wm. Let (Vi | i ∈ [m]) be obtained
from (Wi | i ∈ [m]) by contracting Rx into a single vertex that we identify with x, for every
x ∈ V (P ) ∩ V (Q). In other words, Vi = (Wi ∩ V (P )) ∪ {x ∈ V (P ) ∩ V (Q) | V (Rx) ∩Wi ̸= ∅}
for every i ∈ [m]. Observe that |Vi| ⩽ |Wi| for every i ∈ [m]. We claim that (Vi | i ∈ [m]) is a
path decomposition of (P, S ∩ V (P )).

The fact that (Vi | i ∈ [m]) is a path decomposition of H = P [
⋃

i∈[m] Vi] follows from the
construction. We show that every component C of P − V (H) has its neighborhood in P
contained in Vi for some i ∈ [m]. Let H ′ = A′[

⋃
i∈[m]Wi] and let C be a component of
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P
Q

A′ B′

P

→

Figure 2. Illustration of the proof of Lemma 11. On the left, we depict the
initial situation and on the right, we depict the result of applying the procedure
from the lemma. Bags of path decompositions (of (A′, S ∩ V (A′)) on the left
and of (P, S ∩ V (P )) on the right) are green and blue alternately. In yellow,
we show the components that are left after removing all vertices of respective
path decompositions. The latter is obtained from the former by contracting
|V (P ) ∩ V (Q)| disjoint V (P )-V (B′) paths (in blue).

P − V (H). Observe that V (H) ∩ V (P ) = V (H ′) ∩ V (P ), and so, P − V (H) is a subgraph
of A′ − V (H ′). It follows that C is a connected subgraph of A′ − V (H ′). Therefore, there
exists i ∈ [m] such that the neighborhood of V (C) in A′ is contained in Wi, and thus, the
neighborhood of C in P is contained in Vi.

Finally, since V (A′)∩V (B′) ⊆ Wm, we have V (P )∩V (Q) ⊆ Vm. Additionally, |V (P )∩V (Q)| =
|{Rx | x ∈ V (P )∩V (Q)}| ⩽ |V (A′)∩V (B′)| ⩽ w. All this proves that (P,Q) is (w, S)-good. □

We will use the following version of Menger’s theorem in the proof of Lemma 13.

Lemma 12. Let G be a graph and let (A,B) and (A′, B′) be two separations of G. If (A,B) ⩽
(A′, B′), then there is a separation (P,Q) of G such that

(i) (A,B) ⩽ (P,Q) ⩽ (A′, B′), and
(ii) there are |V (P ) ∩ V (Q)| pairwise disjoint V (A)-V (B′) paths in G.

Lemma 13. Let w be a positive integer, let G be a graph, and let S ⊆ V (G) such that
pw(G,S) > 2w− 2. If F is a forest on at most w vertices, then there is a separation (A,B) of
G such that
(s1) |V (A) ∩ V (B)| ⩽ |V (F )|,
(s2) there is a (V (A) ∩ V (B))-rooted model of F in A, and
(s3) (A,B) is maximal (w, S)-good.

Proof. We proceed by induction on |V (F )|. Suppose that F is the null graph. Since (∅, G) is
(w, S)-good, then a maximal (w, S)-good separation (A,B) extending (∅, G) satisfies (s1)-(s3).
Next, let F be a non-empty forest on at most w vertices. Let t be a vertex of F of degree at
most one.

By induction hypothesis for F − t, G has a separation (A0, B0) satisfying (s1)-(s3) for F − t.
Let (Wi | i ∈ [m]) be a path decomposition of (A0, S ∩ V (A0)) of width at most 2w − 2 with
V (A0) ∩ V (B0) ⊆ Wm. If V (A0) = V (G), then (Wi | i ∈ [m]) is a path decomposition of
(G,S), which contradicts the fact that pw(G,S) > 2w − 2. Hence V (B0) − V (A0) ̸= ∅. Let
(Bx | x ∈ V (F − t)) be a (V (A0) ∩ V (B0))-rooted model of F − t in A0. If t has degree 0 in
F , then choose a vertex v ∈ V (B0)− V (A0) arbitrarily. Otherwise, t has a unique neighbor s
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in F . Since |V (A0)∩ V (B0)| = |V (F )| − 1, let u be the unique vertex in Bs ∩ V (A0)∩ V (B0),
and choose v to be a neighbor of u in V (B0) − V (A0). Such a neighbor exists as otherwise
(A0∪{uu′ | uu′ ∈ E(B0)}, B0−u) is (w, S)-good, which contradicts the maximality of (A0, B0).

Let (A,B) be the separation of G defined by A = G[V (A0)∪ {v}] and B = G[V (B0)]−E(A).
Since V (A0) ∩ V (B0) ⊆ Wm, and the neighborhood of v in A is contained in V (A0) ∩ V (B0),
(W1, . . . ,Wm−1,Wm, V (A)∩V (B)) is a path decomposition of (A,S ∩V (A)). Moreover, since
|V (A) ∩ V (B)| ⩽ |V (F )| ⩽ w ⩽ 2w − 1, this path decomposition is of order at most 2w − 2.
Therefore, (A,B) is (w, S)-good, and so, there is a maximal (w, S)-good separation (A′, B′)
extending (A,B) in G. In particular, |V (A′) ∩ V (B′)| ⩽ |V (F )|.

The next step of the proof is illustrated in Figure 3. By Lemma 12, there exists a separation
(P,Q) such that (A,B) ⩽ (P,Q) ⩽ (A′, B′) and there is a family L of |V (P ) ∩ V (Q)| disjoint
V (A)-V (B′) paths in G. If |V (P ) ∩ V (Q)| ⩽ |V (F )| − 1, then by Lemma 11, since (A′, B′)
is (w, S)-good, (P,Q) is (w, S)-good as well. Since (P,Q) extends (A0, B0), and v ∈ V (P ) −
V (A0), this contradicts the maximality of (A0, B0). Hence |V (P ) ∩ V (Q)| ⩾ |V (F )|. Setting
Bt = {v} gives a (V (A) ∩ V (B))-rooted model (Bx | x ∈ V (F )) of F in A. Since (A,B) ⩽
(A′, B′), every V (A)-V (B′) path is a (V (A)∩V (B))-(V (A′)∩V (B′))-path contained in V (B)∩
V (A′). Therefore, the model can be extended using |V (F )| paths in L yielding a (V (A′) ∩
V (B′))-rooted model of F in A′. This proves that (A′, B′) satisfies (s1)-(s3). □

A0
B0

A
B

P
Q

A′ B′

v

→

A
B

A′ B′

vF − t

Figure 3. An illustration of the proof of Lemma 13. We consider F to be
a forest (|V (F )| = 5 in the figure). In pink, we depict the branch sets of the
rooted model of F − t. We argue that if |V (P ) ∩ V (Q)| < |V (F )|, then (P,Q)
contradicts the maximality of (A0, B0). Hence, V (A) is connected with V (B′)
by 5 pairwise disjoint paths. We add the blue branch set containing v to the
model and extend pink branch sets using the paths obtaining a (V (A′)∩V (B′))-
rooted model of F in A′.

Proof of Theorem 7. The proof is illustrated in Figure 4. Let F be a forest with at least one
vertex, let G be a graph, and let S ⊆ V (G) such that G has no S-rooted model of F . Suppose
that pw(G,S) > 2|V (F )|−2 and let w = |V (F )|. By Lemma 13, G admits a separation (A,B)
satisfying (s1)-(s3). Let (Wi | i ∈ [m]) be a path decomposition of (A,S ∩ V (A)) of width at
most 2w− 2 with V (A)∩ V (B) ⊆ Wm. By Menger’s Theorem applied to V (A) and S ∩ V (B)
there is a separation (P,Q) of G with V (A) ⊆ V (P ), S ∩ V (B) ⊆ V (Q) and a family L of
|V (P ) ∩ V (Q)| pairwise disjoint V (A)-(S ∩ V (B)) paths in G.

First, suppose that |V (P ) ∩ V (Q)| < |V (F )|. Then we claim that
(
W1, . . . ,Wm, (V (A) ∩

V (B)) ∪ (V (P ) ∩ V (Q))
)

is a path decomposition of (P, S ∩ V (P )) of width at most 2w − 1
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whose last bag contains V (P ) ∩ V (Q). Indeed, |V (A) ∩ V (B)|+ |V (P ) ∩ V (Q)| − 1 ⩽ 2w− 2.
Let C be a component of P −

(⋃
i∈[m]Wi∪ (V (P )∩V (Q))

)
. Since V (A)∩V (B) ⊆ Wm, either

C is a component of A −
⋃

i∈[m]Wi or C is a component of P − (V (A) ∪ (V (P ) ∩ V (Q))).
In the former case, there is i ∈ [m] such that the neighborhood of V (C) in A (and so in
P ) is contained in Wi. In the latter case, the neighborhood of V (C) in P is contained in
(V (A)∩V (B))∪(V (P )∩V (Q)). Hence, (P,Q) is (w, S)-good, which contradicts the maximality
of (A,B) because (P,Q) extends (A,B) and |V (P ) ∩ V (Q)| < |V (F )| = |V (A) ∩ V (B)|.

It follows that |V (P ) ∩ V (Q)| ⩾ |V (F )|. By (s2), there is a (V (A) ∩ V (B))-rooted model of
F in A. The model combined with the paths in L yields an S-rooted model of F in G. This
contradicts the assumption on G and ends the proof of the theorem. □

A
B

P
Q

A
B

P
Q

Figure 4. An illustration of the proof of Theorem 7. On the left, we depict
the situation, where |V (P ) ∩ V (Q)| < |V (F )|. We can extend the path de-
composition by appending the bag (V (A) ∩ V (B)) ∪ (V (P ) ∩ V (Q)) (the last
green bag in the figure). On the right, we depict the opposite situation, where
|V (P ) ∩ V (Q)| ⩾ |V (F )|. Then, we simply extend the model and make it S-
rooted.

Finally, we proceed with a proof of Theorem 1. The proof is by induction, however, since we
need to keep some invariant stronger than the statement of the theorem, we encapsulate it in
the following technical lemma, which we later show implies the theorem.

Lemma 14. Let X be an apex-forest with at least two vertices. Let G be a connected graph
and let u be a vertex of G. If G is X-minor-free, then G has a layering (Lj | j ⩾ 0) and there
is a path decomposition (Wi | i ∈ [m]) of G− u with

(i) L0 = {u}, and
(ii) |Wi ∩ Lj | ⩽ 2|V (X)| − 3, for all i ∈ [m] and j ⩾ 1.

Proof. Let x be a vertex of X such that X − x is a forest, which we denote by F . We proceed
by induction on |V (G)|. If G has only one vertex, then the result is clear. Hence, assume that
G has more vertices.

Let S = N(u) and G′ = G−u. Observe that G′ has no S-rooted model of F , as otherwise, this
model together with a branch set {u} added would give a model of X in G. By Theorem 7,
there is a path decomposition of (G′, S) of width at most 2|V (F )| − 2 = 2|V (X)| − 4. Let
(Vi | i ∈ [m0]) be such a path decomposition of (G′, S) with U =

⋃
i∈[m0]

Vi of minimum size.

Let C be a component of G′ − U . We claim that G − V (C) is connected. Suppose to the
contrary that there exists a component C ′ of G − V (C) that does not contain u. In other
words, C ′ is disjoint from S = N(u). Since G is connected, there is an edge vw in G such
that v ∈ V (C) and w ∈ V (C ′). More precisely, w ∈ U since otherwise C is not a component
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of G − U . It follows that U ′ = U − V (C ′) is strictly less than U . For every component C ′′

of G′ − U ′, either C ′′ is a component of G′ − U , or V (C ′′) = V (C ′) ∪ V (C). Since C ′ has
not neighbors in U ′, in both cases, there exists i ∈ [m0] such that N(V (C ′′)) ⊆ Vi − V (C ′).
Hence (Vi − V (C ′) | i ∈ [m0]) is a path decomposition of (G′, S). The width of this path
decomposition is at most 2|V (X)| − 4, which contradicts the minimality of U .

Let GC be obtained from G by contracting V (G)−V (C) into a single vertex uC , in particular,
GC is a minor of G and therefore GC is X-minor-free. Since G is connected, S is non-empty,
thus, |V (GC)| ⩽ |V (G)| − |S ∪ {u}| + 1 ⩽ |V (G)| − 1. Hence, by induction hypothesis, there
is a layering (LC,j | j ⩾ 0) and a path decomposition (VC,i | i ∈ [mC ]) of GC − uC such that

LC,0 = {uC} and |VC,i ∩ LC,j | ⩽ 2|V (X)| − 3, for every i ∈ [mC ] and j ⩾ 1.

Let L0 = {u}, L1 = U , and for every j ⩾ 2, Lj =
⋃

C LC,j−1 where C goes over all components
of components of G′ −U . See Figure 5. We claim that (Lj | j ⩾ 0) is a layering of G. Indeed,
every edge of G is either inside a layer or between two consecutive layers of (Lj | j ⩾ 0) since
N(u) = S ⊆ U = L1, and N(V (C)) ⊆ L1 and (LC,j | j ⩾ 0) is a layering of C, for every
component C of G′ − U .

H

G

u

→

G

uL0

L1

L2

L3

L4

L5

L6

Figure 5. An illustration of how we construct the layering (Lj | j ⩾ 0) in the
proof of Lemma 14.

For every component C of G′ − U , fix some α(C) ∈ [m0] such that the neighborhood of V (C)
in G is contained in Vα(C). Moreover, let the path decomposition obtained as a concatenation
of the path decompositions (VC,i | i ∈ [mC ]) for every component C of G′ − U with α(C) = k
be denoted by (Vk,i | i ∈ [mk]) where mk =

∑
C mC . For every k ∈ [m0], let V ′

k,0 = Vk and
V ′
k,i = Vk,i ∪ Vk for every i ∈ [mk]. Observe that (V ′

k,i | 0 ⩽ i ⩽ mk) is a path decomposition
of the subgraph of G′ induced by Vk ∪

⋃
C V (C) where C goes over all components of G′ − U

with α(C) = k. Now, let (Wi | i ∈ [m]) be the concatenation of the path decompositions
(V ′

k,i | 0 ⩽ i ⩽ mk) for each k ∈ [m0] in the increasing order of k. Here, m =
∑m0

k=1(mk + 1).
This yields a path decomposition of G− u. This construction is illustrated in Figure 6.

Finally, we argue that the width of
(
(Wi | i ∈ [m]), (Lj | j ⩾ 0)

)
is at most 2|V (F )| − 3. For

every i ∈ [m], we have Wi∩L1 = Wi∩U = Vk for some k ∈ [m0], and so, |Wi∩L1| ⩽ 2|V (X)|−3.
On the other hand, for every j ⩾ 2 and i ∈ [m], we have Wi ∩ Lj = VC,ℓ ∩ LC,j−1 for some C
component of G′−U and ℓ ∈ [mk], which gives |Wi∩Lj | ⩽ 2|V (X)|−3 and ends the proof. □

Proof of Theorem 1. Let X be an apex-forest with at least two vertices, and let G be an X-
minor-free graph. If G has no vertex, then the result is clear. Hence, we assume that V (G) is
non-empty. When G is connected, apply Lemma 14 to G with an arbitrary vertex u ∈ V (G).
We obtain a path decomposition (Wi | i ∈ [m]) of G − u and a layering (Lj | j ⩾ 0) of
G such that |Wi ∩ Lj | ⩽ 2|V (X)| − 3, for every i ∈ [m] and j ⩾ 1, and L0 = {u}. Then
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H

G

u

→

G− u

Figure 6. An illustration of how we construct the path decomposition (Wi |
i ∈ [m]) in the proof of Lemma 14.

(Wi ∪ {u} | i ∈ [m]) is a path decomposition of G such that every bag has intersection with
every layer of (Lj | j ⩾ 0) of size at most 2|V (X)| − 3. When G is not connected, apply the
above to each component of G and concatenate the layerings and the path decompositions. □

5. Layered treedepth

In this section, we prove Theorem 6 and Theorem 2. In the preliminaries section, we stated
the definition of treedepth via elimination trees. Treedepth can be also equivalently defined
inductively. Namely, treedepth of a graph is the maximum of treedepth of its components,
treedepth of the one-vertex graph is 1, and when a graph G has more than one vertex and is
connected, treedepth is the minimum over all vertices v ∈ V (G) of td(G − v) + 1. The new
version of treedepth that we proposed in Section 3 also admits an inductive definition, which
we state in terms of properties (t1) to (t3). Let G be a graph, and S ⊆ V (G).

(t1) If S = ∅, then td(G,S) = 0.
(t2) If V (G) ̸= ∅, then td(G,S) = maxC td(C, S ∩ V (C)), where C goes over all components

of G.
(t3) If G is connected and S ̸= ∅, then td(G,S) = 1 +minu∈V (G) td(G− u, S − {u}).

It immediately follows that treedepth is monotone in the following sense.

(t4) If H is a subgraph of G, then td(H,S ∩ V (H)) ⩽ td(G,S).

A depth-first-search tree, DFS tree for short, of G is a rooted spanning tree T of G such that
T is an elimination forest of G. We proceed with the proof of Theorem 6, the key inductive
step is encapsulated in the following lemma.

Lemma 15. Let G be a connected graph, let S ⊆ V (G), and let T be a DFS tree of G. For
every positive integer ℓ, if for each root-to-leaf path P in T , there are no ℓ pairwise disjoint
V (P )-S paths in G, then

td(G,S) ⩽

(
ℓ

2

)
.

Proof. We proceed by induction on ℓ. If ℓ = 1, then we set S = ∅, and so, td(G,S) = 0 by (t1).
Now, assume that ℓ ⩾ 2.

For every u ∈ V (G), let Tu be the subtree of T rooted in u, and let Gu = G[V (Tu)]. Let
s0 ∈ V (G) be the vertex with maximum depth in T such that S ⊆ V (Ts0). Let R be the
path from the root to s0 in T . By assumption, there are no ℓ pairwise disjoint V (R)-S paths.
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Hence by Menger’s Theorem, there is a separation (A,B) of G of order at most ℓ−1 such that
V (R) ⊆ V (A) and S ⊆ V (B). In particular, every V (R)-S path intersects X = V (A)∩ V (B).

Consider a component C of G − X. If C has no vertex in S, then td(C, S ∩ V (C)) = 0.
Therefore, we assume the opposite, namely, V (C) ⊆ V (Ts0) − {s0}. It follows that there is
a child v of s0 with V (C) ⊆ V (Tv). The next goal is to apply induction to Gv – this step is
illustrated in Figure 7. To this end, we claim that for every root-to-leaf path P ′ in Tv there
are no ℓ− 1 pairwise disjoint V (P ′)-S paths in Gv. Suppose to the contrary that there is such
a root-to-leaf path P ′. Let P be the path connecting the root of T and the unique leaf in
P ′. By the maximality of s0, S ⊈ V (Tv), hence, there is w ∈ S such that w /∈ V (Tv). Let Q
be the shortest path from s0 to w in T . Note that Q is a V (R)-S path, and Q disjoint from
V (Tv). Therefore, the ℓ− 1 pairwise disjoint V (P ′)-S paths in Gv and Q form a collection of
ℓ pairwise disjoint V (P )-S paths in G, which is a contradiction.

By inductive hypothesis applied to Gv and Tv we obtain td(Gv, S ∩ V (Gv)) ⩽
(
ℓ−1
2

)
. By

repeating the above reasoning for every component of G − X and (t4), this yields td(C, S ∩
V (C)) ⩽

(
ℓ−1
2

)
for every component of G−X. In particular, by (t2), td(G−X,S−X) ⩽

(
ℓ−1
2

)
.

Finally, by (t3),

td(G,S) ⩽ |X|+ td(G−X,S −X) ⩽ (ℓ− 1) +

(
ℓ− 1

2

)
=

(
ℓ

2

)
. □

v

s0

root

R

P ′
Q

X
→

Induction

A

B

w

Figure 7. An illustration to the proof of Lemma 15. In the figure ℓ = 5. On
the left, we illustrate the proof by contradiction that induction can be applied
to Gv. On the right, we illustrate an elimination tree that is build in the proof.

Proof of Theorem 6. Let ℓ be a positive integer, let G be a graph, and let S ⊆ V (G). We can
assume that G is connected due to (t2). Assume that G has no S-rooted model of Pℓ, and
suppose to the contrary that td(G,S) >

(
ℓ
2

)
. Then, by Lemma 15 applied with an arbitrary

DFS-tree of G, there is a path P in G and ℓ pairwise disjoint V (P )-S paths in G. These paths,
together with P , give an S-rooted model of Pℓ in G. This is a contradiction, which ends the
proof. □

In the second part of this section, we prove Theorem 2. The proof is quite similar to the
second part of the proof of Theorem 1 in terms of structure and content. Again, we first prove
a technical lemma and then derive the theorem.



QUICKLY EXCLUDING AN APEX-FOREST 13

Lemma 16. Let X be a fan with at least one vertex. Let G be a connected graph and let u
be a vertex of G. If G is X-minor-free, then G has a layering (Lj | j ⩾ 0) and there is an
elimination forest F of G− u with

(i) L0 = {u}, and
(ii) |V (P ) ∩ Lj | ⩽

(|V (X)|−1
2

)
for every root-to-leaf path P in F and for every j ⩾ 1.

Proof. Let x be a vertex of X such that X−x is a path, and let ℓ = |V (X)|− 1. If ℓ = 0, then
the result is vacuously true, thus, we assume that ℓ > 0. We proceed by induction on |V (G)|.
If G has only one vertex, then the result is clear. Hence, assume that G has more vertices.

Let S = N(u) and G′ = G−u. Observe that G′ has no S-rooted model of Pℓ as otherwise, this
model together with a branch set {u} added would give a model of X in G. By Theorem 6,
there is an elimination forest of (G′, S) of vertex-height at most

(
ℓ
2

)
. Let F ′ be such a forest

with |V (F ′)| minimum.

Let C be a component of G′ − V (F ′). We claim that G − V (C) is connected. Suppose to
the contrary that there exists a component C ′ of G− V (C) that does not contain u. In other
words, C ′ is disjoint from S = N(u). Since G is connected, there is an edge vw in G such that
v ∈ V (C) and w ∈ V (C ′). More precisely, w ∈ V (F ′) since otherwise, C is not a component
of G− V (F ′). It follows that V (F ′)− V (C ′) is strictly less than V (F ′). Let F ′′ be the forest
with the vertices V (F ′) = V (C ′), where for all x, y ∈ V (F ′), we have xy ∈ E(F ′′) whenever
there is an {x}-{y} path in F ′ with all internal vertices in V (C ′). For every component C ′′

of G′ − V (F ′′), either C ′′ is a component of G′ − V (F ′), or V (C ′′) = V (C ′) ∪ V (C). Since
C ′ has not neighbors in V (F ′′), in both cases, there exists a root-to-leaf path containing the
neighborhood of V (C ′) in G′. Hence F ′′ is an elimination forest of (G′, S). The vertex-height
of F ′ is at most

(
ℓ
2

)
, which contradicts the minimality of F ′.

Let GC be obtained from G by contracting V (G)−V (C) into a single vertex uC , in particular,
GC is a minor of G and therefore GC is X-minor-free. Since G is connected, S is non-empty,
thus, |V (GC)| ⩽ |V (G)| − |S ∪ {u}| + 1 ⩽ |V (G)| − 1. Hence, by induction hypothesis, there
is a layering (LC,j | j ⩾ 0) and an elimination forest FC of GC − uC such that

LC,0 = {uC} and |V (P ) ∩ LC,j | ⩽
(
ℓ

2

)
, for every root-to-leaf path P in FC and j ⩾ 1.

Let L0 = {u}, L1 = V (F ′), and for every j ⩾ 2, Lj =
⋃

C LC,j−1 where C goes over all
components of components of G′ − V (F ′). We claim that (Lj | j ⩾ 0) is a layering of G.
Indeed, every edge of G is either inside a layer or between two consecutive layers of (Lj | j ⩾ 0)
since N(u) = S ⊆ V (F ′) = L1, and N(V (C)) ⊆ L1 and (LC,j | j ⩾ 0) is a layering of C, for
every component C of G′ − U .

Let Z be the set of all leaves of F ′, and for each y ∈ Z, let Py be the path from the root of F ′ to
y in F ′. For every component C of G′−V (f ′), fix some α(C) ∈ Z such that the neighborhood
of V (C) in G is contained in Pα(C). Let F be a forest obtained from F ′ in the following way.
For each component C of G− V (F ′) add FC and edges of the form α(C)x for every x root of
FC . Let the set of roots of F be the same as F ′. It follows that F is an elimination forest of
G− u.

Finally, let P be a root-to-leaf path in F . We have |V (P )∩L1| ⩽
(
ℓ
2

)
since V (P )∩L1 is a vertex

set of a root-to-leaf path of F ′. For every j ⩾ 2, V (P )∩Lj ⊆ V (FC) for some component C of
G′ − V (F ′), which implies |V (P ) ∩ Lj | = |V (P ) ∩ LC,j−1| ⩽

(
ℓ
2

)
. This proves the lemma. □
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Proof of Theorem 2. Let X be a fan with at least three vertices, and let G be an X-minor-free
graph. If G has no vertex, then the result is clear. Hence, we assume that V (G) is non-empty.
When G is connected, apply Lemma 16 to G with an arbitrary vertex u ∈ V (G). We obtain an
elimination forest F of G−u and a layering (Lj | j ⩾ 0) of G such that |V (P )∩Lj | ⩽

(|V (X)−1|
2

)
,

for every root-to-leaf path P and for every j ⩾ 1, and L0 = {u}. Let T be obtained by adding u
to F as a new root adjacent to all the roots of F . Then T is an elimination tree of G witnessing
that ltd(G,S) ⩽

(|V (X)|−1
2

)
. When G is not connected, apply the above to each component of

G, take for F the disjoint union of the elimination forests obtained for each component, and
concatenate the layerings. □

6. Treewidth and tangles focused on a set of vertices

In this section, we prove Theorem 10. Let G be a graph with at least one vertex, and S ⊆ V (G).
Lemma 17 directly implies the upper bound, that is, tw(G,S) ⩽ 10max{tn(G,S), 2} − 12.
Lemma 19 implies the lower bound, that is, tn(G,S)− 1 ⩽ tw(G,S).

Lemma 17. Let k be an integer with k ⩾ 2. Let G be a graph and let S ⊆ V (G) be such that
there is no tangle of (G,S) of order k. Then for every R ⊆ V (G) with |R| ⩽ 7k − 8, there
is a tree decomposition D of (G,S) of width at most 10k − 12 such that there is a bag of D
containing R.

Proof. We proceed by induction on |V (G)|. If |V (G)| ⩽ 10k− 11, then the tree decomposition
consisting of a single bag V (G) witnesses the statement. Thus, we assume that |V (G)| ⩾
10k−10 ⩾ 7k−8. By possibly adding some vertices to R, we assume without loss of generality
that |R| = 7k − 8.

Let T be the family of all separations (A,B) of G of order at most k−1 such that |V (A)∩R| ⩽
4k−5. By assumption, T is not a tangle of (G,S). Therefore, one of (T1)-(T4) does not hold.

If (T1) does not hold, then there is a separation (A,B) of G of order at most k − 1 such that
|V (A)∩R| ⩾ 4k− 4 and |V (B)∩R| ⩾ 4k− 4. Then |R| ⩾ |V (A)∩R|+ |V (B)∩R| − |V (A)∩
V (B)| ⩾ 8k − 8− (k − 1) = 7k − 7 > 7k − 8, a contradiction.

If (T2) does not hold, then there are separations (A1, B1), (A2, B2), (A3, B3) in T such that
A1 ∪ A2 ∪ A3 = G. Let Z =

⋃3
i=1 V (Ai) ∩ V (Bi). Let C be a component of G − Z, let

GC = G[V (C) ∪N(C)], ale let RC = N(V (C)) ∪ (R ∩ V (C)). Since V (C) ⊆ V (Ai) for some
i ∈ {1, 2, 3}, |V (C)∩R| ⩽ |V (Ai)∩R| ⩽ 4k− 5. Note that V (GC) = V (C)∩N(C) ⊆ Ai, and
thus,

|V (G)− V (GC)| ⩾ |V (Bi)− V (Ai)| ⩾ |(V (Bi)− V (Ai)) ∩R| ⩾ 3k − 3 > 0.

Moreover, since N(V (C)) ⊆ Z, |N(V (C))| ⩽ |Z| = 3(k − 1). Hence, |RC | ⩽ |V (C) ∩ R| +
|N(V (C))| ⩽ 4k− 5+ 3k− 3 = 7k− 8. In order to apply induction to GC and RC , we have to
argue that |V (GC)| < |V (G)|. We have V (C)∪N(C) ⊆ Ai for some i ∈ {1, 2, 3}. By induction
hypothesis applied to GC and RC , there is a tree decomposition

(
TC , (WC,x | x ∈ V (TC))

)
of

(GC , S ∩ V (GC)) of width at most 10k − 12 such that RC ⊆ WC,rC for some rC ∈ V (TC).
Let T be obtained from the disjoint union of TC for all components C of G − Z by adding
a new vertex r and edges rrC for every component C of G − Z. Finally, let Wr = Z ∪ R,
and for every component C of G − Z and every x ∈ V (TC), let Wx = WC,x. Observe that
|Wr| ⩽ |Z| + |R| ⩽ 3(k − 1) + 7k − 8 = 10k − 11. Every component of G −

⋃
x∈V (T )Wx is a

subgraph of a component of GC −
⋃

x∈V (TC)WC,x for some component C of G−Z. Therefore,
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T, (Wx | x ∈ V (T ))

)
is a tree decomposition of (G,S) of width at most 10k − 12 such that

R ⊆ Wr.

If (T3) does not hold, then there is a separation (A,B) ∈ T such that V (A) = V (G). It follows
that |R| = |R ∩ V (A)| ⩽ 4k − 5 < 7k − 8 = |R|, a contradiction.

If (T4) does not hold, then there is a separation (A,B) ∈ T such that S ⊆ V (A). Let
R′ = (R ∩ V (A)) ∪ (V (A) ∩ V (B)). Note that |R′| ⩽ 4k − 5 + (k − 1) = 5k − 6 ⩽ 7k − 8. By
induction hypothesis applied to A and R′, there is tree decomposition

(
T ′, (Wx | x ∈ V (T ′))

)
of (A,S ∩ V (A)) of width at most 10k− 12 such that R′ ⊆ Wr′ for some r′ ∈ V (T ′). Let T be
obtained from T ′ by adding a new vertex r and the edge rr′. Finally, set Wr = R ∪ (V (A) ∩
V (B)) and observe that |Wr| ⩽ |R| + k − 1 ⩽ 7k − 8 + k − 1 = 8k − 9 ⩽ 10k − 12. Every
component of G−

⋃
x∈V (T )Wx is either a component of B−A or is a subgraph of a component

of A−
⋃

x∈V (T ′)Wx. In both cases, the neighborhood of the component is contained in a single
bag. Therefore,

(
T, (Wx | x ∈ V (T ))

)
is a tree decomposition of (G,S) of width at most

10k − 12 such that R ⊆ Wr. □

In the proof of Lemma 19 we use the following simple observation.

Observation 18. Let k be a positive integer, let G be a graph, and let T be a tangle of G
of order k. Let (A,B) and (A′, B′) be two separations of G of order at most k − 1 such that
V (A) = V (A′) and V (B) = V (B′). Then,

(B,A) /∈ T ⇐⇒ (A,B) ∈ T ⇐⇒ (A′, B′) ∈ T ⇐⇒ (B′, A′) /∈ T .

Proof. The first and last equivalences are clear by (T1) and (T2). In order to prove the middle
equivalence, suppose to the contrary that (A,B) ∈ T and (A′, B′) ̸∈ T . By (T2), (B′, A′) ∈ T .
Observe that (A ∪ B′, A′ ∩ B) is a separation of G, and its order is at most k − 1. By (T3),
(A ∪B′, A′ ∩B) ̸∈ T , hence by (T1), (A′ ∩B,A ∪B′) ∈ T . But then B′ ∪A ∪ (A′ ∩B) = G,
which contradicts (T3). □

Lemma 19. Let k be a positive integer, let G be a graph with at least one vertex, and let
S ⊆ V (G). If tn(G,S) ⩾ k, then tw(G,S) ⩾ k − 1.

Proof. Let T be a tangle of (G,S) of order k. Suppose to the contrary that there is a tree
decomposition

(
T0, (Wx | x ∈ V (T0))

)
of (G,S) of width at most k− 2. Let U =

⋃
x∈V (T0)

Wx.
By possibly adding some vertices to T0 and some bags to (Wx | x ∈ V (T0)), without loss of
generality we can assume that every vertex in U is in at least two bags. For every component
C of G − U , there is a bag xC ∈ V (T0) such that N(V (C)) ⊆ WxC . Let T be obtained
from T0 by adding a new vertex uC and the edge xCuC for every component C of G−U . Let
WuC = N(V (C))∪V (C) for every component C of G−U . It follows that

(
T, (Wx | x ∈ V (T ))

)
is a tree decomposition

(
T, (Wx | x ∈ V (T ))

)
of G. While this tree decomposition may have

large width, for every edge xy ∈ E(T ), we have |Wx ∩Wy| ⩽ k − 1.

Let Z = V (T ) − V (T0) be the set of all added vertices. For every uv ∈ E(T ), let Tuv be the
component of T − uv containing u, and let Guv be the subgraph G[

⋃
x∈V (Tuv)

Wx].

Let
−→
T be the directed graph with the vertex set V (T ) and the arc set consisting of all the pairs

(u, v) ∈ V (T )2 such that uv ∈ E(T ) and for every separation (A,B) of G with V (A) = V (Guv)

and V (B) = V (Gvu), we have (A,B) ∈ T . By Observation 18,
−→
T is an orientation of T . Since

T is a tree,
−→
T is acyclic, and thus, there is a sink x in

−→
T . If x ∈ Z, then the neighbor y of x in T

is such that (Gyx, Gxy−E(Gyx)) ∈ T , which contradicts (T4) since S ⊆ V (Gyx). Hence, x ̸∈ Z,
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and so, |Wx| ⩽ k − 1. Let y1, . . . , yd be the neighbors of x in T . For every i ∈ [d], let (Ai, Bi)

be a separation of G with Ai = G
[⋃i

j=1 V (Gyjx)
]

and Bi = G
[⋂i

j=1 V (Gxyj )
]
− E(Ai). It

follows that V (Ai)∩V (Bi) ⊆ Wx. Therefore, (Ai, Bi) has order at most |Wx| ⩽ k−1 for every
i ∈ [d].

We claim that (Ai, Bi) ∈ T for every i ∈ [d]. We prove this by induction on i The fact that x
is a sink implies that (A1, B1) ∈ T , hence, let 1 < i ⩽ d, and assume that (Ai−1, Bi−1) ∈ T .
Suppose to the contrary that (Bi, Ai) ∈ T . Since (Ai−1, Bi−1) ∈ T and (Gyix, Gxyi−E(Gyix) ∈
T by (T2), Ai−1∪Gyix∪Bi ̸= G, which is false since Ai = Ai−1∪Gyix, and yields (Ai, Bi) ∈ T .

The above in particular, implies that (Ad, Bd) ∈ T . However, since every vertex in U is in at
least two bags, we have V (G) =

⋃
z∈V (T )−{x}Wz = V (A), which contradicts (T3), and shows

that there is no tree decomposition of (G,S) of width at most k − 2. □

7. A lower bound for Corollaries 3 and 4

Let G be a graph. Recall that the radius of a graph is the minimum over all vertices u ∈ V (G)
of maxv∈V (G) distG(u, v) and that it is at least half of the diameter of G.

Theorem 20. Let ℓ and r be integers such that ℓ ⩾ 2 and r ⩾ 0. There is a fan X on at least
ℓ+ 1 vertices and an X-minor-free graph G with radius at least r such that

td(G)− 1 ⩾ pw(G) ⩾

⌊
ℓ

2

⌋(
r −

⌊
ℓ

2

⌋)
.

Proof. Let X be the graph obtained from the path on ℓ vertices by adding a universal vertex
x. Let k be an integer such that k ⩾ 1

2ℓr, and let T be a rooted complete ternary tree of
vertex-height k + 1. Let G = T when ℓ < 4. When ℓ ⩾ 4, let G be obtained from T in the
following way. For every integer i such that 0 ⩽ i ⩽ (1/

⌊
ℓ
2

⌋
)k− 1, for every vertex u at depth

1 +
⌊
ℓ
2

⌋
i and every vertex v at depth 1 +

⌊
ℓ
2

⌋
(i + 1) such that u is an ancestor of v, we add

the edge uv. See Figure 8.

First, we show that G is X-minor-free. If ℓ < 4, then X contains a cycle and G is a tree,
which cannot have X as a minor. Thus, we assume that ℓ ⩾ 4. Suppose to the contrary that
G contains a model of X, and let X be such a model that is inclusion-wise minimal. Since
X is 2-connected, X must be contained in a 2-connected subgraph of G. Consider a maximal
2-connected subgraph H of G containing X . Let u be the vertex in V (H) with minimum depth
in T . By construction of G, H−u is a rooted complete ternary tree T ′ with vertex-height

⌊
ℓ
2

⌋
,

the root of T ′ is the only child of u in V (H), and uv is an edge of H for every leaf v of T ′.
The branch set of x in X must contain u, as otherwise, H − u = T ′ does not contain a model
of K3. Therefore, T ′ must contain a model of a path on ℓ vertices, but the longest path in T ′

has only 2
⌊
ℓ
2

⌋
− 1 < ℓ vertices. This is a contradiction, thus, G is X-minor-free.

By symmetry of the construction, the radius of G is witnessed by the root of G. Let t be the
root of G, and let v be a vertex in T of depth i for some integer i with 1 ⩽ i ⩽ k + 1. We
have, distG(t, v) ⩽ (1/

⌊
ℓ
2

⌋
)(i− 1) +

⌊
ℓ
2

⌋
⩽ (1/

⌊
ℓ
2

⌋
)k +

⌊
ℓ
2

⌋
, hence, the radius of G is at most

(1/
⌊
ℓ
2

⌋
)k+

⌊
ℓ
2

⌋
. On the other hand, when v is a leaf, distG(t, v) ⩾ (1/

⌊
ℓ
2

⌋
)k ⩾ r by definition

of k. So, the radius of G is at least r. We obtain r ⩽ (1/
⌊
ℓ
2

⌋
)k +

⌊
ℓ
2

⌋
.

Since G contains a rooted complete ternary tree of vertex-height k+1 as a subgraph, pw(G) ⩾
k. Moreover, td(G) − 1 ⩾ pw(G). Therefore G is an X-minor-free graph G with radius of at
least r witnessing the assertion of the theorem. □
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Figure 8. The construction of G in the proof of Theorem 20, for ℓ = k = 4
and r = 2.

8. Erdős-Pósa property

In this section, we discuss the applications of our techniques to Erdős-Pósa properties for
rooted models. We start with a classical statement by Robertson and Seymour on families of
connected subgraphs in graphs of bounded treewidth.

Lemma 21 ([11], Statement (8.7)). Let G be a graph, let W = (T, (Wx | x ∈ V (T ))) be a
tree decomposition of G, and let F be a family of connected subgraphs of G. For every positive
integer k, either

(i) there are k pairwise vertex-disjoint subgraphs in F or
(ii) there is a set Z ⊆ V (G) that is the union of at most k−1 bags of W such that V (F )∩Z ̸= ∅

for every F ∈ F .

It turns out that the analog version for treewidth focused on a prescribed set of vertices holds.

Lemma 22. Let G be a graph, let S ⊆ V (G), let W = (T, (Wx | x ∈ V (T ))) be a tree
decomposition of (G,S), and let F be a family of connected subgraphs of G each of them
intersecting S. For every positive integer k, either

(i) there are k pairwise vertex-disjoint subgraphs in F or
(ii) there is a set Z ⊆ V (G) that is the union of at most k−1 bags of W such that V (F )∩Z ̸= ∅

for every F ∈ F .

Proof. Let k be a positive integer, and suppose that (i) does not hold. For every F ∈ F , let
TF = T [{x ∈ V (T ) | Wx ∩ V (F ) ̸= ∅}]. It follows that for every F ∈ F , TF is a non-empty
subtree of T .

We claim that if F1, F2 ∈ F and V (F1) ∩ V (F2) ̸= ∅, then V (TF1) ∩ V (TF2) ̸= ∅. Indeed, if
u ∈ V (F1) ∩ V (F2), then either u ∈ Wx for some x ∈ V (T ) and so x ∈ V (TF1) ∩ V (TF2), or
u ∈ V (C) for some component C of G−

⋃
x∈V (T )Wx. Then, since W is a tree decomposition
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of (G,S), there exists x ∈ V (T ) such that N(V (C)) ⊆ Wx. Moreover, V (Fi) ∩ S ̸= ∅, and so,
V (Fi) ∩N(V (C)) ̸= ∅, for each i ∈ {1, 2}. Hence x ∈ V (TF1) ∩ V (TF2).

Since (i) is false, we deduce that there are no k disjoint members of {TF | F ∈ F}. Then by
Helly property for subtrees of T , there are k − 1 bags of W whose union Z intersects every
member of F . Therefore, (ii) holds. □

Lemma 22 with Theorem 8 yield that outer-rooted models of a fixed connected plane graph
admit the Erdős-Pósa property.

Corollary 23. For every connected plane graph H, there exists a positive integer dH such that
for every graph G, for every S ⊆ V (G), and for every positive integer k, either

(i) G has k vertex-disjoint S-outer-rooted models of H or
(ii) there exists a set Z ⊆ G such that |Z| ⩽ dH(k − 1) and G − Z has no S-outer-rooted

model of H.

Proof. Let H be a connected plane graph. For every positive integer k, let k · H denote the
plane graph consisting of k disjoint copies of H drawn in the plane in such a way that the
outer face of each copy belongs to the outer face. Let ck·H be the constant given by Theorem 8
applied to k · H. Suppose that G, S, k are like in the statement. Assume that (i) does not
hold. In other words, G has no S-outer-rooted model of k · H. Therefore, tw(G,S) ⩽ ck·H .
Then by Lemma 22 applied to the family of all the connected subgraphs of G containing an
S-outer-rooted model of H, there exists a set Z of at most (ck·H +1)(k− 1) vertices in G such
that G− Z has no S-outer-rooted-model of H. □

Recently, Dujmović, Joret, Micek, and Morin [5] showed that for every tree T , for every graph
G, for every positive integer k, either G has k disjoint models of T , or there is a set Z of at
most |V (T )|(k− 1) vertices such that G−Z is T -minor-free. Theorem 7 and Lemma 22 imply
the following Erdős-Pósa property for rooted models of trees.

Corollary 24. For every tree T , for every graph G, for every S ⊆ V (G), and for every positive
integer k, either

(i) G has k vertex-disjoint S-rooted models of T or
(ii) there exists a set Z ⊆ G such that |Z| ⩽ (2k|V (T )|−1)(k−1) and G−Z has no S-rooted

model of T .

9. Open problems

Some of the bounds that we provided are not tight, we summarize potential improvements
below.

Problem A. Within Theorem 6, we show that for every positive integer ℓ, for every graph G,
and for every S ⊆ V (G), if G has no S-rooted model of Pℓ, then td(G,S) ⩽

(
ℓ
2

)
. Is there a

better bound? Perhaps linear in ℓ?

Problem B. Within Theorem 7 we show that for every forest F with at least one vertex, for
every graph G, for every S ⊆ V (G), if G has no S-rooted model of F , then pw(G,S) ⩽
2|V (F )| − 2. Is there a better bound? Perhaps |V (F )| − 2?

Problem C. Within Corollary 24 we show the Erdős-Pósa property for S-rooted trees with a
bound (2k|V (T )| − 1)(k − 1) = O(k2)|V (T )|. Perhaps O(k)|V (T )|?
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