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Abstract

Understanding changes in gene regulatory networks,
known as rewiring, is a challenge. Methods addressing
this problem require multi-omics input data, which is
costly to generate for model organisms, and simply not
available for non-model organisms. We propose a new
approach to detect rewiring events between cell types,
that uses only single-cell RNA sequencing data. The ap-
proach consists of training machine learning models to
predict the expression of target genes from the expres-
sion of transcription factors. Then a local (i.e., per cell),
model-agnostic explainability method, SHAP, determines
the importance of each transcription factor for each tar-
get gene. We consider that these transcription factor im-
portances capture the gene network state of a cell. A
new space is created describing cells in terms of regula-
tory network associations between genes. We compute in
this space the statistically different associations between
cell types, resulting in a set of marker regulatory associ-
ations. Several visualizations help the selection of puta-
tive rewiring events between GRN states in different cell
types. The proposed workflow is applied to two datasets,
demonstrating the potential for detecting rewiring. The
implementation of our workflow follows the conventions
of the scverse initiative and allows easy integration with
Scanpy and other packages for single-cell analysis.
Keywords: Explainable ML, SHAP, gene regulatory

network, network rewiring, differential network analysis.

1 Introduction

Cellular processes such as differentiation and environmen-
tal adaptation are governed to an important extent by
regulatory interactions between genes. At the molecu-
lar level such interactions are initiated by Transcription
Factors (TFs), which are genes coding for proteins that
bind to the DNA and influence the expression of other
genes. These interactions can be represented by Gene
Regulatory Networks (GRNs). The static, “complete”
GRN associated with an entire organism is not fully ac-

tive in every cell. Different TFs will alternatively regu-
late genes, for instance depending on the organ a cell is
located in. These changes in GRNs are called rewiring of
GRNs and represent the modification of the topology of
the GRN in different conditions and cells. Studies suggest
that rewiring events have strong phenotypic impacts [1,2].
The activity of the TFs is cell-type-specific [3], depending
on binding partners, chromatin accessibility, and cofac-
tors [4]. Moreover, these rewiring events are influencing a
large number of biological processes and are driving phe-
notypic variations [2,5,6]. Rewiring events are involved in
cell fate decisions [7], adaptation to the environment [8],
reaction to stress [9], and cell division [10]. The increasing
number of published studies that mention regulatory re-
lations helps understand the relevance of rewiring events.
For example, TRRUST is a database collecting all the
regulatory interactions for humans [11]. In this database,
genes are regulated by different TFs depending on the
studies, suggesting that indeed rewiring events are very
common. Therefore, understanding the changes in GRNs
is a central challenge in biology.

The detection of rewiring could help the understanding
of the differences between cell types, cell states, disease
states, or even treatment effects. Detecting the rewiring
events is a key challenge in the understanding of cellu-
lar processes. The gold standard experimental approach
to detect such events is chromatin immunoprecipitation
followed by sequencing (ChIP-seq) that measures TF-
binding events. When a spiking normalization method
is applied, this method is able to detect global changes in
TF activity [12]. The main disadvantage, however, is that
it provides information for only one TF at a time and it
does not scale well to large numbers of TFs. Experiments
take up to several days and are costly. In addition, errors
in the experimental process occur and experiments may
have to be conducted several times. Due to the limita-
tions of this technique, people are turning toward compu-
tational methods. Classically, these in silico approaches
detect rewiring based on the analysis of bulk RNA-Seq,
such as [13,14]. Recent high-throughput technologies are
opening new perspectives for computational approaches,
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using data from techniques such as single-cell omics.

In order to computationally capture rewiring events,
different approaches have been proposed that can be
grouped into two categories. The methods of the first
category are based on the accurate inference of GRNs
associated with different populations of cells. The dif-
ference between these GRNs is then computed to pro-
vide information about the regulatory interactions that
changed. This is called differential analysis. This kind
of analysis heavily relies on the performance of GRN in-
ference methods. Such methods are well-established and
are able to infer satisfactory GRNs, though it remains an
active research field and inference methods keep improv-
ing. The methods of the second category are fully ded-
icated to the computation of rewiring and are explicitly
computing GRNs for each condition. They often involve
complex data science techniques and rely on multi-omics
input data [15]. These data offer a lot of insight into
biological processes, but they are not available for every
experiment and every species. In particular, it is impor-
tant to distinguish model species —human, mouse, and
fruit fly— for which one can have access to multi-omics
experiments and data, and pioneer, non-model species,
for which such access is not available.

In order to provide a simple solution to as many
studies as possible, we chose to focus on single-cell
RNA sequencing (scRNA-seq) datasets. These data pro-
vide in-depth information about the heterogeneity of gene
expression of the studied cell populations. The method we
propose is available for studies with only scRNA-seq data.
In addition to an scRNA-seq dataset, three parameters
are needed. First, a list of TFs for the species of interest.
It can be obtained from another species if not available,
as TFs are highly conserved through evolution. Second,
a clustering of the cell population in cell types, which is a
standard functionality offered by most scRNA-seq anal-
ysis software. Third, our method will only analyze the
rewiring events for a list of genes of interest. Genes of in-
terest can be a small number of genes for which the user
suspects an important role or a wider list of genes for an
unbiased study. The parameters are easily obtained and
allow the method to be useful in various contexts.

Our work is inspired by one of the standard approaches
to infer GRNs with only scRNA-seq: GRNBoost2 [16].
In this algorithm, machine learning models are trained to
predict the expression of target genes, using the expres-
sion of TFs as features. Then, a global feature ranking
method (i.e. explainability of machine learning) is ap-
plied to each machine learning model to rank the most
important regulators of each gene. The link formed by
the regulator and the target gene is called a regulatory as-
sociation, because GRNBoost2 only detects co-expression
and an analysis of the binding sites around genes is neces-
sary to conclude that an interaction between the TF and
the target gene is possible. Because the feature ranking
method is global, a single GRN is inferred for the whole
cell population.

We propose to apply a local feature ranking method to
similar machine learning models and rank the regulators
of a gene, this time for each cell separately. This allows

us to compute a state of the GRN for a single cell; it
is a vector containing importance scores, describing the
activity of the regulatory associations. This state of the
GRN representation of cells is considered as a new space
in which each cell is represented by a vector of activities of
regulatory associations. We call this space the regulatory
association space.

Several local explanation methods are available, of
which the most popular ones are SHAP values [17] and
LIME [18]. In this work, we choose the SHAP values
framework, because of its strong mathematical founda-
tion. Nevertheless, SHAP values computation has an
exponential complexity in the number of features of the
models, therefore computing the exact SHAP values is not
considered feasible. Approximation methods have been
proposed for the computation of the SHAP values to re-
move this constraint. And when we approximate SHAP
values, we compute confidence intervals and use those to
safely select the top-k most important features, including
ties. This selection is based on the observation that for
each explanation corresponding to each cell, only a sub-
set of TFs (features) will have a high associated SHAP
value. For our experiments, k was set to 10 based on the
observation that most of the target genes appear to have
less than 10 regulators [19].

The method as outlined above and described in detail in
this work is implemented as a simple yet powerful tool to
detect key regulators and rewiring events in a GRN, given
only a scRNA-seq dataset, a list of TFs, a list of genes of
interest, and a clustering of the cell population. We apply
our method to publicly available reference datasets with
different cell types to identify key regulators (TFs). Next,
we provide qualitative analyses of the results obtained for
each dataset. We show that the method is able to detect
different regulators of the same marker genes, in different
clusters, and that the patterns revealed are coherent with
the levels of expression of the marker genes studied.

In this article, we first present an overview of the re-
lated work. We will then detail the proposed method and
the experimental results. A discussion about the results
and a conclusion will end this article.

2 Related work

Two possible workflows to detect rewiring events are (1)
the computation of differential networks from previously
inferred GRNs or (2) the direct detection of rewiring.

This first category of methods is called differential net-
work analysis. It is important to note that differential
analysis of GRNs can provide more general information
than only rewiring detection. Nevertheless, it is possi-
ble to use the output of such methods and apply post-
processing steps to extract the putative rewiring events.
These tools are part of the large group of methods propos-
ing downstream analysis for GRN inference methods. De-
spite the progress made in recent years, inferring accurate
GRNs is still a challenging task, and downstream anal-
ysis methods are highly dependent on the quality of the
GRN inferred. In differential network analysis, a very
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Table I: Input data required by the existing methods.

Method scRNA-seq prior network scATAC-Seq ChIP-Seq

ANANSE ✓ Human protein atlas ✓ ✓
sc-compreg ✓(two populations) ✓(two populations)
RNCMI ✓ PPI network
CEFCON ✓ protein-protein interactions
TopicNet ✓ ✓

Our rewiring detection method ✓

intuitive approach is the direct comparison between two
networks, resulting in the intersection operation on the
two sets of links of each network. Such an approach has
been used successfully in several studies to search for spe-
cific regulators (e.g. [20–23]). It has also been used to find
regulatory links conserved in evolution across species [24].
Another approach consists of summarizing the topology
of the network into a more robust “core” network [25].
This method is used successfully in studies to identify
rewiring events in humans GRN [26]. Due to the na-
ture of the inference methods and the noisiness of the
initial data, ensemble operation over the list of regula-
tory links is considered as not sufficiently robust [15] de-
spite the good results described in the different studies.
. The second category regroups the methods specifically
designed to detect rewiring events. The ANANSE [27]
method, for example, computes in parallel several differ-
ential networks and computes similarities between the dif-
ferential networks. The similarities are “usual changes”,
condensed into potential rewiring events. The methods
use a Gaussian graphical model, D-trace loss is used to
compute the differential networks, and a tree-structured
group Lasso penalty to identify the common hub nodes
in the differential networks. In the topicNet method, la-
tent Dirichlet allocation is used to compute a rewiring
score between networks, by summarizing networks to the
main features and comparing the reduced networks. They
apply the method to predict survival in various cancers.
The method sc-compreg [28] uses a likelihood ratio statis-
tic to compute the differential regulatory regulations, be-
tween two conditions with linked cell types in the two
datasets. finally, the method RNCMI [29] key regulators
in cell fate decision are detected, based on multi-omics
integration. A background network is used and edges are
deleted to transform it into a cell-type-specific network.
A diffusion analysis is performed to detect differentially
regulated genes in the specific networks.
The input data required by these methods are com-

posed of several omic data and prior knowledge of the
GRNs. CEFCON [23] and RNCMI [29] are two recently
published methods that take as input data scRNA-seq
matrices and previous network topology. Most of the
methods require additional input data type, including
scATAC-seq for sc-compReg [28], and ANANSE [27], and
ChIP-seq for ANANSE and TopicNet [30].
However, due to different input data requirements (see

Table I) and the need to apply post-processing to dif-
ferential analysis methods, it is rare to see articles pre-
senting results about the potential rewiring events in the
regulatory network. This paper proposes a method using

scRNA-seq and requiring only a list of TFs, a list of genes
of interest, and groups of cells for which we wish to detect
rewiring. This is applicable to many studies. Our method
is implemented as a module compatible with Scanpy [31],
a popular data analysis tool in the scRNA-seq commu-
nity.

3 Proposed Method

In this section, we introduce the prerequisites for the com-
putation of SHAP values and then detail the method that
we designed to detect GRN rewiring, named rewiring de-
tection method .

3.1 SHAP prerequisite

SHAP is an additive feature attribution function and is
the unique score that respects fairness axioms, as de-
scribed in [17]. Each feature is attributed a contribution
to the value predicted by the model, either a positive or
a negative one. The sum of the values attributed to all
features (here the TFs) is the difference between the av-
erage output of the model, and the predicted value for
this instance (here a cell), as represented in Fig. 1. This
property is called additivity.

Figure 1: Visual representation of the additivity of the
SHAP values for a prediction model using four features
(a, b, c, d).

Computing the exact SHAP values requires a number
of operations exponential in the number of features [32],
thus recent approximation methods are preferred. There-
fore we propose to compute the confidence interval of the
approximations of the SHAP values and to select the top
10 with ties.

In our approximation framework, SHAP values are
computed by sampling the conditional contribution of
the feature and taking the mean. This is the approx-
imation framework presented in [33], which shows that
these values are normally distributed around the SHAP
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value. Using the central limit theorem, it is possible to
compute confidence intervals.
We compute the mean and standard deviation of the

sampled conditional contributions and then compute a
confidence interval. As many confidence intervals are
compared, we want to ensure an overall confidence of
γ = 0.95. To achieve this, we use the Bonferroni correc-
tion adapted to confidence intervals, as described in [34].
The corrected confidence level is γ′ = 1− 1−γ

|F | . For a cell,

the features that are not selected are set to a value of zero
in the association matrix.
We present the selection for an example with four fea-

tures, and the selection of a top-two in Fig. 2. Two values
are considered tied if their absolute values cannot be or-
dered when considering the confidence intervals. Note
that we select the most important absolute SHAP val-
ues, as negative SHAP values are equally important as
positive ones.

Figure 2: Selection of the top-k, plus ties, most impor-
tant absolute-valued features. Two values are ties if their
ranking is ambiguous, when inspecting confidence inter-
vals. Here, when selecting the top-2, features a, b, and c
will be selected, because b and c are ties; d is not selected.

3.2 Proposed method for the detection of
rewiring

The inputs of the proposed rewiring detection method are
a scRNA-seq dataset, a list of transcription factors (the
TFs), and a list of genes of interest. It also requires the
different groups of cells for which we want to study the
rewiring. These groups of cells can be interpreted as cell
types.
The proposed rewiring detection method relies on the

computation of the association space (step one), that rep-
resents the cells by local activity of the cell’s GRN. Then
(step two), this association space is used to detect the
regulatory associations that are different in a cell type
compared to the rest. The detailed rewiring detection
method is explained below.

3.2.1 Step one

A scRNA-seq dataset is used to train several machine-
learning models. We use random forests, with 100 esti-
mators, a squared error criterion, and a sampling of

√
n

features among n features available for each split. Each
model learns the relationship between the expression of
a gene of interest and the expression of the transcription
factors (the features), as presented in Fig. 3. Three hy-
potheses are necessary:

1. It is possible to model the expression of a gene as
a function of the expression of the transcription fac-
tors.

2. ML models are able to learn this function.

3. With explainability methods (XML), it is possible to
access the importance of the features for each cell

Figure 3: Proposed method for 1 target gene.

The workflow presented in Fig. 3 starts by training an
ML model to predict the expression of the gene of interest
from the expression of TFs. The SHAP top-k approxima-
tion and selection method is applied to the model to com-
pute the feature (TF) importance in the prediction of the
expression of the gene of interest for each cell. The result-
ing matrix contains for all cells a score for the regulatory
association between the TFs and the gene of interest. The
SHAP values, called association scores, are grouped in an
association matrix (see Fig. 4). The standardization (z-
scoring) of the expression of the gene of interest before the
training of the model ensures that the domain of the out-
put of the model is standard. Because the SHAP values
have the same unit and domain as the domain of output
of the model (see Fig. 1), with a standardized domain,
we can compare the SHAP values computed for different
models. In other words, we can compare the association
scores computed for different genes of interest. As only
the most important features are relevant for this applica-
tion, a selection of the top 10 SHAP values is made using
the absolute SHAP values, but the values reported in the
matrix are the original values (negative and positive). In-
deed, the sign of the SHAP values indicates the direction
of the influence of the feature on the output of the model
and we want to keep this information. The scores of the
not-selected regulatory associations are set to zero, which
is the neutral value.

Figure 4: Iterate the process over all the marker genes to
compute the association matrix.
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3.2.2 Step two

We use the association space to compute the most dif-
ferentially activated regulatory associations for each cell
type. We consider two distributions of association score
(SHAP values): the association scores in the cell type
and the association scores out of the cell type. We use a
student’s t-test to test the null hypothesis that the two
(independent) distributions have the same mean, com-
pared to the hypothesis that the mean of the cell type
distribution is higher. Other hypotheses could be used to
detect regulatory associations that are active in all cell
types except the one of interest.

t =
x̄1 − x̄2

sp ∗
√

1
n1

+ 1
n2

, (1)

with x̄i the mean of the distribution, sp the pooled stan-
dard deviation, and ni the number of elements in the dis-
tribution. The t-score is used to describe how different
the regulatory association is, in and out of the cell type.
The regulatory associations are ranked by t-score for each
cell type. Note that in general, the t-score is only used to
compute the p-value and to conclude on the acceptation
or rejection of the null hypothesis. Here, p-values are
computed to check that the null hypothesis is rejected,
yet the t-score is enough for the ranking as the p-value
function is monotonic for the t-score when the degree of
freedom is constant. The latter is the case, because all
the distributions have the same dimensions for one cell
type.

We selected the 20 best-ranked regulatory associations
of each cell type and called these the marker regulatory
associations. These associations involve one TF and one
gene of interest. We grouped the interactions by gene of
interest in the bar plots presented in Fig. 5 and Fig. 6
and we colored the bars by the cell type for which the
regulatory association is a marker. The marker regulatory
associations are revealing the putative rewiring events in
the network, as the same gene of interest can be involved
in different regulatory associations for different cell types.

3.3 Software implementation

The implementation is in the form of a Python library,
compatible with Scanpy. It takes as input an Ann-
Data object containing the scRNA-seq expression ma-
trix, a list of marker genes to analyze, and a list of
transcription factors. A visualization tool is provided
and allows to reproduce the figures presented in the
paper. The experiments can be reproduced by us-
ing the repository https://gitlab.inria.fr/topshap/

rewiring_detection_workshop_dmbih_2024

4 Experiments and Results

The experiments have been conducted on two different
datasets. The datasets are from human and mouse, and
are composed of cells from the immune system.

4.1 Evaluation of the results

For each dataset, first a standard Scanpy analysis is per-
formed, including normalizing the expression data, es-
tablishing highly-variable genes, computing a PCA, and
computing a nearest-neighbor graph. Following this anal-
ysis, the population of cells is clustered into cell types
using Leiden community detection. Then, by intersect-
ing a species-specific list of known transcription factors
to the highly variable genes of the dataset under consid-
eration, we select the highly variable TFs (see Table II).
The rewiring detection method is applied, using these in-
put data: the raw scRNA-seq dataset, the list of TFs, the
list of marker genes that were used to cluster the cells, and
the cell types.

Table II: Number of cells and TFs in the datasets.

Dataset # Transcription factors # Cells

PBMC 120 2638
Neonatal Mouse 119 2628

The experiments were conducted using the implemen-
tation as provided via the URL mentioned above (Sec-
tion 3.3). The experiments took approximately 4 hours
for the PBMC dataset and 2 hours for the Neonatal mouse
dataset on a standard laptop with parallelization over
eight processors.

4.2 PBMC dataset

Fig. 5a projects on a UMAP the different cell types in
the dataset identified using marker genes. Fig. 5b show
expression levels of each marker gene. Marker genes are
known from literature (i.e., other experiments and obser-
vations) to be well-expressed in specific cell types, there-
fore the clusters where they are over-expressed, can be
assigned to the corresponding cell type. When marker
genes are over-expressed in multiple cell types, several
marker genes are needed to fully describe each cell type.
In the bar plots of Fig. 5c, marker regulatory associations
targeting each marker gene are shown in descending or-
der and the color of the bars represents the cell type for
which the regulatory association was detected as statisti-
cally different. The heights of each bar correspond to the
t-score of the regulatory association.

For example, the association link indicating the regu-
lation of CD8A (Fig. 5c, row 2, 3rd plot) by CEBPB is
detected for the CD4 T cells (bar CEBPB, color orange)
and the CD8 T cells (bar CEBPB, color green). On the
contrary, the regulations of CD8A by LYAR, HOPX, ID2,
GTF3A, and JUNB, are unique to CD8 T cells, because
the corresponding bars are fully green. This gene also ap-
pears to be regulated by MAFB and IRF8 in CD4 T cells
(orange). Note that no marker regulatory associations
are detected in cell types where CD8A is not expressed
(Fig. 5b, row 2, 3rd plot).

The gene LYZ, which is associated to CD14+ mono-
cytes, is also highly expressed in three additional cell
types: dendritic cells, megakaryocytes, and FCGR3A+
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Figure 5: PBMC dataset. a) The cell types assigned to each group of cells using the marker genes. b) The levels of
expression of the marker gene projected on the UMAP. c) The marker regulatory association involving the marker
genes. The bar height represents the t-score of the regulatory associations in the cell type corresponding to the color
of the bar.
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monocytes. Nonetheless, gene regulation varies depend-
ing on the cell type. Only one regulator is detected for two
cell types: CEBPB is a detected for FCGR3A+ mono-
cytes and CD14+ monocytes. All the others are unique
to a cell type. This complex regulation could indicate
that the expression of LYZ in different cell types results
from its (up)regulation by several TFs.
Interestingly, regulators are not diverse. Among the

160 marker regulatory associations detected, 33 unique
TFs are involved. 127 highly-variable TFs were used to
build the models and the reduced number of distinct reg-
ulators appearing in marker regulatory associations indi-
cates that only a subset of the transcription factors was
sufficient to capture important differences of regulation
between the cell types. It is worth noting that these are
predictions made by a machine learning approach and
that the biological importance and validity need to be
confirmed. The method “simply” detects differences in
the importance of TFs to predict the expression of a TG
in a model learned from the data. However, marker regu-
latory associations targeting a marker gene are often de-
tected for the cell type corresponding to this marker gene.
This indicates that the regulatory associations are coher-
ent with respect to current knowledge of cell type marker
genes.
For example, the gene MS4A1 is uniquely expressed

in the B cells (see Fig. 5b first row, 3rd position). The
marker regulatory associations detected involving MS4A1
are almost uniquely found markers for the B cells (see
Fig. 5c, first row, 3rd position).

4.3 Neonatal mouse dataset

This dataset was initially published by Bacon et al. [35].
Fig. 6a is a UMAP presenting the different cell types

identified using the marker genes presented in Fig. 5b.
Several individuals composed the original dataset. We se-
lected the data from only one wildtype individual (N705)
that represented the best the full dataset.
As previously, the marker regulatory associations tar-

geting each marker gene are ordered in the bar plots of
Fig. 5c, and the color of the bars represents the cell type
for which the regulatory association was detected as sta-
tistically different. The heights of each bar correspond to
the t-score of the regulatory association.
In this dataset, four marker genes are implicated in

regulatory associations that are in majority detected in
one cell type: Cd8b1, Il2ra, Hbb-bs and Itm2a. This
detection is reassuring, as the marker genes are mostly
expressed in the corresponding cell types (Fig. 6b).
Itm2a displays an interesting pattern, where 14 regu-

lators are detected in Mature T-cells, for which the gene
is highly expressed. Nevertheless, a second series of 3
regulators with distinctly lower t-scores are detected for
Middle T-cells, where indeed Itm2a is less expressed.
For this dataset, 44 unique TFs were involved in the

100 marker regulatory associations detected, which sug-
gests a larger diversity of TFs than for the PBMC dataset
(33 TFs in 160 associations, see above). This could be ex-
plained by the fact that here we analysed a cell differen-

tiation trajectory from early to mature T-cells. Develop-
mental processes, such as cell differentiation, are known
to involve many TFs. Instead, the PBMC dataset cap-
tures mature cell types, where only cell type maintenance
is required. It may be that maintenance of a cell type re-
quires fewer TFs than the acquisition of a cell type.

5 Conclusion

In this article, we proposed a method to detect the pu-
tative rewiring events in a GRN using only a single-cell
RNA sequencing dataset. The method relies on compu-
tation of machine learning models and local selection of
the most important features, using the SHAP framework
and computation of confidence intervals. The method
was applied to datasets from human and mouse, both
composed of cells from the immune system. It showed
promising results in terms of detecting rewiring events.
Indeed, the marker regulatory associations obtained by
our method are coherent with respect to known cell type
marker genes. A better assessment of the importance of
our method’s results will still require experimental vali-
dation. And to ensure reproducible results (at least from
the computational point of view), our experiments are
available as Jupyter notebooks accompanying this work.

As this method has been designed to be widely ap-
plicable, it should be noted that for studies that have
other, additional kinds of data available (e.g., single-cell
chromatin accessibility data), methods that take into ac-
count such data should be favored. Yet, even if we focus
on detecting rewiring events with only scRNA-seq data,
this field of study is still in its infancy and urgently needs
ground truth datasets for better and more detailed bench-
marks of old and new methods.
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