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Contract-based design is a method to facilitate modular design of systems. While there has been substantial progress on the
theory of contracts, there has been less progress on practical algorithms for the algebraic operations in the theory. In this
paper, we present 1) principles to implement a contract-based design tool at scale and 2) Pacti, a tool that can efficiently
compute these operations. We illustrate the use of Pacti in a variety of case studies.

CCS Concepts: • Theory of computation→ Logic and verification; Abstraction; • Computer systems organization→
Embedded and cyber-physical systems.
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1 INTRODUCTION
It has been more than fifteen years since contract-based design [3, 4] was proposed as a formal methodology to
facilitate the compositional design of general cyber-physical systems. A fundamental idea is to specify cyber
and physical components in a system using assume-guarantee contracts (AG contracts). Contracts enable two
processes: independent design and concurrent design. By independent design, we mean that a set of contracts
whose composition refines a top-level requirement is identified. These new contracts can be delivered to others in
order to obtain an implementation, all while knowing in advance that the composition of these implementations
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Assumptions 𝒊𝒊 ≤ 𝟐𝟐
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Assumptions ?
Guarantees ?

𝒊𝒊 𝒐𝒐 𝒐𝒐𝒐

𝒊𝒊 ≤ 𝟏𝟏Assumptions 

Guarantees 𝒐𝒐′ ≤ 𝟒𝟒𝟒𝟒 − 𝟏𝟏

(b)
Fig. 1. Two examples of computing assume-guarantee contracts: (a) Given the contracts for two components connected in
series, we wish to compute the system-level contract. (b) Given a top-level contract and the contract for one of the subsystems,
we wish to compute the contract of the missing component.

will meet the top-level objective. By concurrent design, we mean that the specification of a given subsystem can
be broken into multiple specifications, each addressing a certain viewpoint (e.g., functionality or performance) of
the design element in question. Analysis can then be carried out by using as much specification data as needed
for the task at hand. A rich contract algebra [4, 23] has been developed to carry out operations of relevance for
independent and concurrent system analysis and design.

While these algebraic operations satisfy certain optimality criteria, their results need to be post-processed
before they are provided to the user or to subsequent computational steps. Consider the following example.
Running example. Figure 1a shows components" and" ′ connected in series." assumes that its input 8 satisfies
8 ≤ 2 and guarantees that its output > will satisfy > ≤ 28 + 1. " ′ assumes that its input > satisfies > ≤ 1 and
guarantees that its output > ′ satisfies > ′ ≤ 3> − 2.

An intuitive specification for the system obtained by interconnecting these two components is (assumptions: 8 ≤
0, guarantees: > ′ ≤ 68 + 1). However, when we use the operation of contract composition, we obtain the system-
level assumptions (8 ≤ 2 ∧ > ≤ 1) ∨ (8 ≤ 2 ∧ ¬(> ≤ 28 + 1)) ∨ (> ≤ 1 ∧ ¬(> ′ ≤ 3> − 2)) and the guarantees
(¬(8 ≤ 2) ∨ (> ≤ 28 + 1)) ∧ (¬(> ≤ 1) ∨ (> ′ ≤ 3> − 2)).

We observe that the specification that results from the algebraic operation of composition has three drawbacks:
1) it is more difficult to understand than the original specifications, since now we have to reason about several
statements in a disjunction, 2) it refers to variables that are not part of the interface of the system (i.e., variable
>), and 3) it is considerably longer than the original specifications, possibly causing difficulties for further
computation of specifications. Other contract operations suffer from the same complications. In this paper, we
study mechanisms for efficiently computing contract specifications at the interfaces of systems and introduce
Pacti, a tool that performs these contract computations. The techniques introduced in this paper and Pacti enable
the analysis of systems using only the assume-guarantee specifications of the components. To illustrate these
techniques, we will consider design problems across several domains (Section 7):
• In hardware implementations of signal processing applications, it is important to analyze the amount of

rounding error in which we incur by translating the numerical representations of a signal processing algorithm
from floating point to fixed point. Given the rounding-error specifications of several arithmetic blocks, we use
contract composition to understand the total rounding error introduced by the fixed-point algorithm. We also
use the quotient to identify the amount of rounding error that a component is allowed to add so that the entire
algorithm meets a bound on its allowed error. This information is valuable to optimize the size of arithmetic
blocks in the fixed-point implementation of the algorithm.
• Synthetic biology is increasingly applying component-based design. We consider the design of a genetic

circuit with three components. Two of those components are fixed, and the other is chosen from a library
containing several candidates. In order to understand what components from the library would yield a working
circuit, we compose the existing component contracts with each of the contracts contained in the library. This
composition filters out several library components that cannot be used to build a circuit. Components are
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filtered out because their guarantees are insufficient to meet the assumptions of downstream components.
Among those components that yield successful compositions, we pick the one that results in the best system-
level performance, measured as the ratio of the steady-state output concentration level to the input level of the
circuit.
• It can be challenging to identify specifications for perception components in autonomous vehicles. We consider

the situation of an autonomous vehicle approaching a crosswalk. The vehicle is required to satisfy a safety
property with a certain probability. We abstract the vehicle as a system that consists of three controllers and
one perception component. We show how the contract quotient operation allows us to compute the optimal
specification of the perception component from those of the vehicle and controllers. This specification can
then be given to a perception expert for independent implementation.

Previous work. Several tools to support contract-based design have been developed. OCRA [10] supports
refinement checking of temporal contracts; AGREE [11] uses assume-guarantee reasoning to hierarchically verify
contract refinement using past-time linear temporal logic; CHASE [39] combines a front-end formal specification
language with back-end requirement correctness, completeness, and refinement checking. The purpose of these
tools is to verify whether a given contract decomposition is a valid refinement of a top-level specification;
they do not return the result of contract operations to the user. CROME [35] allows engineers to refine and
realize robotic-mission specifications using contracts and computes contract operations by concatenating LTL
expressions, incurring in the drawbacks just discussed. As far as we know, there does not exist a tool that can
return contract operations at the interfaces of the components being specified.

Contributions.This paper presents the theoretical foundations and design of Pacti, a requirement engineering
tool that allows designers to efficiently manipulate assume-guarantee contracts while generating results at the
interfaces of components. An important use case of specification-based analysis is the exploration of the design
space of complex systems, a step in which designers consider the trade-offs between multiple architectures of a
system. This motivated us to optimize the computational efficiency of Pacti’s contract operations. Specifically,
this paper makes the following contributions:

(1) The introduction of Pacti, a contract-based tool supporting requirement engineering, in which specifications
consist of sets of requirements understood in a conjunctive sense. Pacti returns contracts in which both
assumptions and guarantees are conjunctions of basic properties.

(2) The realization that contract specifications should only be given at the interfaces of components (Section 3).
This means that, while AG contract operations meet algebraic optimality criteria, they are not necessarily
what a tool should return to the user because they contain unnecessary detail, e.g., internal system variables.
To the best of our knowledge, this remark and its implications have not been investigated in the contract
literature.

(3) Efficient algorithms for the computation of contracts at the interfaces of components (Section 4), which
increases the readability of specifications by human designers and reduces their complexity for further
processing by tools. These algorithms have a clear separation between the implementation of the contract
algebra and the formalism in which specifications are expressed. As far as we know, Pacti is the first tool that
returns contracts whose assumptions and guarantees only refer to the interface variables of the results.

(4) The identification and solution of the context-aided variable elimination problem (Section 5), which is of
relevance to requirement engineering. Our solution to the problem enables Pacti to return contracts in a
user-friendly form.

(5) Efficient algorithms to solve context-aided variable elimination when contracts are expressed using polyhedral
constraints (Section 6). We show that the algorithms we introduce are either polynomial-time or based on
linear programming.
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This paper is based on Chapter 7 of the PhD thesis [23] and preprints [24] and [25]. The structure of the paper is
as follows: Section 2 provides a brief overview of assume-guarantee contracts and introduces a formalism to deal
with syntactic representations of contracts. Section 3 introduces the three principles that allow us to compute
contracts for complex systems and that form the basis of Pacti. In Section 4, we describe the algorithms used to
efficiently compute the contract operations. Section 5 introduces the context-aided variable elimination problems
and provides methods to solve it for general specification languages. Section 6 discusses how to support the
algorithms introduced in Section 4 when contracts are expressed using polyhedral constraints. Section 7 discusses
applications of Pacti to problems in digital circuit design, autonomous systems, and synthetic biology. Section 8
presents large-scale benchmarks of contract computations using Pacti. Of this content, only the paragraph on
contract background of Section 2 is based on peer-reviewed material. Unless otherwise stated, the rest of that
section and all subsequent material are contributions of this work.

2 ASSUME-GUARANTEE CONTRACTS
We provide here the standard definitions of assume-guarantee contracts and introduce a formalization for
connecting contracts to syntactic representations.

Background on assume-guarantee contracts. We follow [4, 23] in our definitions. Let B be the universe of
behaviors over all variables in our system, including cyber, physical, functional, and nonfunctional variables. The
components over which we define predicates and the predicates themselves are defined as sets of behaviors. We
define a component" ⊆ B as the collection of behaviors we can witness from it, whereas a property % ⊆ B is the
set of behaviors meeting a given criterion, such as safety. We say a component" satisfies a property % , written
" |= % , if" ⊆ % . Given two properties % and % ′, we say that % is a refinement of % ′ if for every component" ,
" |= % ⇒ " |= % ′. Thus, % is a refinement of % ′ if % ≤ % ′, where ≤ is the subset order. Component composition
is given by set intersection, i.e., for two components"," ′, their composition is" ‖ " ′ = " ∩" ′.

A contract is a pair of properties C = (�,�), where � represents the assumptions, and � the guarantees of
the contract. A component � is called an environment of the contract, denoted � |=� C if � |= �. A component
" is an implementation of the contract, denoted" |=� C, if" ‖ � |= � for all � |=� C. That is, a component is
an implementation of a contract if it satisfies the contract’s guarantees when operating in an environment that
meets the contract’s assumptions. We discuss the order and various operations of contracts.
(1) Refinement . Contracts are partially ordered [4]. Given contracts C = (�,�) and C′ = (�′,� ′), we say that
C is a refinement of C′ (or that C′ is a relaxation of C), denoted C ≤ C′, if any implementation of C is an
implementation of C′ and any environment of C′ is an environment of C: C ≤ C′ ⇔ (�′ ≤ �) ∧ (� ∪

¬� ≤ � ′ ∪ ¬�′). This order generates a well-defined greatest-lower bound, called conjunction. It is given
by C ∧ C′ =

(
(� ∪�′), (� ∪ ¬�) ∩ (� ′ ∪ ¬�′)

)
. Conjunction yields a contract that retains all information

about the contracts being conjoined: the guarantees of the contracts being conjoined are required to hold
when their corresponding assumptions hold. This operation is used to merge viewpoints that do not need to
hold simultaneously.

(2) Composition. The operation of composition [4] allows us to obtain a specification for a system built by
composing implementations of the contracts being composed. Its closed-form expression is C ‖ C′ =

(
(� ∩

�′) ∪ (� ∩ ¬�) ∪ (�′ ∩ ¬� ′), (� ∪ ¬�) ∩ (� ′ ∪ ¬�′)
)
.

(3) Quotient . The quotient [28] allows us to solve the following problem: given a top level specification C that
we want a system to meet and given the specification C′ of a partial implementation of the system, what is
the specification of the component that we are missing to implement C? We can compute it as follows:
C/C′ = (� ∩ (¬�′ ∪� ′), (�′ ∩�) ∪ ¬� ∪ (�′ ∩ ¬� ′)).

(4) Merging (or strong merging) [42] can be used to handle multiple contract viewpoints that need to be
enforced simultaneously. This operation yields a contract whose environments satisfy the assumptions
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of both contracts and whose implementations are valid implementations for both contracts: C • C′ =

(� ∩�′, (� ∩� ′) ∪ ¬� ∪ ¬�′).
Syntax. The standard definitions of assume-guarantee contracts do not lend themselves to implementations.
We need syntactic representations of contracts for this purpose. Here we establish the formal aspects of these
representations.

Contracts are defined over a universe of behaviors, B. We consider the construction of such a universe. The
most fundamental concept in modeling is the variable. Variables are names associated with a concept in our
system. Following the tagged signal model [33], we will define a variable as a tuple (+ ,B+ ) of a name + and a
set of behaviors B+ for that variable. For instance, a static variable with real values would have B+ = R, while
a signal with discrete transitions and values taken in a domain � would have a universe N→ � . Continuous
functions are defined by changing the domain, e.g., R≥0 → � . Assume we have a set VarSet of variables in our
system. Then we can build the universe of behaviors as B =

∏
+ ∈VarSet B+ .

We assume we have access to a Boolean algebra ) , called the term algebra, whose elements we will call terms
or constraints. ) will give us the syntax we will use to represent specifications on top of which contracts are built.
This Boolean algebra comes equipped with a Boolean map Den : ) → 2B called the denotation map. The fact Den
is a Boolean map means it commutes with the Boolean algebra structure of) . Also, the denotation map generates
a preorder on ) as follows: for 0,1 ∈ ) , we say that 0 ≤ 1 if Den(0) ⊆ Den(1). Given a term 0 ∈ ) , we will use
FV(0) to obtain the set of free variables that appear in 0.

For 0,6 ∈ ) , we can write contracts over) as C = (0,6), where 0 and 6 are terms. Applying the denotation map
element-wise enables us to connect contracts over ) with contracts over 2B : Den : (0,6) ↦→ (Den(0),Den(6)).
Observe that we can now express contracts over formulas of an arbitrary logic, such as LTL, polyhedral constraints,
or representations of interacting state machines. We can compute the contract operations in the term algebra as
follows: for contracts C = (0,6) and C′ = (0′, 6′) defined over the term algebra, using the operations stated in
the background discussion, we have

C ≤ C′ ⇔ (0′ ≤ 0) ∧ (6 ∨ ¬0 ≤ 6′ ∨ ¬0′) (1)
C ‖ C′ = ((0 ∧ 0′) ∨ (0 ∧ ¬6) ∨ (0′ ∧ ¬6′), (6 ∨ ¬0) ∧ (6′ ∨ ¬0′)) (2)
C/C′ = (0 ∧ (¬0′ ∨ 6′), (0′ ∧ 6) ∨ ¬0 ∨ (0′ ∧ ¬6′)) (3)
C • C′ = (0 ∧ 0′, (6 ∧ 6′) ∨ ¬0 ∨ ¬0′) (4)

3 COMPUTING CONTRACT OPERATIONS AT COMPONENT INTERFACES
The closed-form expressions for refinement (1), composition (2), quotient (3), and merging (4) over a term
algebra ) immediately suggest a difficulty: the results of these system construction/deconstruction operations
are considerably more complex than the original specifications themselves. This brings problems to 1) the
generation of specifications that a designer can readily understand and to 2) the further automated processing of
specifications, as now the algorithms have to manipulate longer formulas.

Our objective is to identify means for reducing the complexity of the computed operations to make them more
understandable to designers, and more succinct, so that contract operations can be applied repeatedly without
the constraints exploding in length. We adopt three principles towards this end. In this section, we discuss these
principles and present algorithms for the efficient computation of some contract operations.
Principle 1: post-processing contract operations. All contract operations are defined as a contract satisfying
certain optimality criteria. For example, composition is defined as the smallest contract such that the composition of
the implementations of the contracts being composed satisfies the guarantees of the contract and the environments
of the contract satisfy other criteria (see [4], Chapter 4 or [23], Chapter 6). Similarly, given contracts C and C′, the
quotient is defined as the largest contract C′′ such that C′ ‖ C′′ ≤ C, i.e., the quotient is the largest specification
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of a missing component that will allow a system to meet a top-level specification. The key observation is that the
fact that contract operations are optimal does not mean they should be the end result we should communicate to
the user or keep for subsequent processing by tools. For example, a system that obeys the composite specification
will also obey a more relaxed contract. Similarly, any specification that refines the quotient will also be the
specification of a missing component. We conclude that if an operation is defined as a minimum (resp. maximum),
then a relaxation (resp. refinement) of the operation can be returned to the user. Thus, we will relax or refine the
contract operations in order to place contracts in a more desirable form.

This more desirable form only refers to the variables at the interface of the specification being computed.
Thus, we will be relaxing/refining specifications as needed in order to eliminate certain variables from a contract.
This process raises the question of optimality of the approximation. Because the optimality of approximation
while eliminating variables depends on the elimination algorithms developed for specific logical formalisms, we
consider the issue as orthogonal to the contract algorithms in Pacti and outside the scope of this work. More
details are given in Section 4.

The next two principles address the form that contracts should have and that will yield an algorithm for
contract post-processing.
Principle 2: contracts as lists of requirements. Requirements in industry are often expressed as conjunctions
of constraints. In general, component datasheets state a list of requirements that must hold simultaneously on the
environment (e.g., bounded temperature, input voltages, etc.) in order for a list of promises to hold. We will call
termlist the elements of 2) . The denotation of termlists will be given by the composed map 2) ) 2B∧ Den

which works as follows: t ↦→ Den(∧C ∈tC) = ∩C ∈tDen(C). Therefore, we will express contracts in the form (a, g),
where a, g ∈ 2) , indicating that several promises hold as long as several assumptions hold.
Principle 3: IO contracts. Influenced by IO Automata [34], Interface Automata [15], and Moore Interfaces [8],
we will extend the definition of a contract to be

Definition 3.1. Let ) be a term algebra and VarSet be a set of variables. An IO contract is a list (� ,$, a, g),
where � ,$ ⊆ VarSet are disjoint sets of input and output variables, respectively, and a, g ∈ 2) are lists of terms
representing the assumptions and guarantees of the contracts, respectively. The assumptions of IO contracts
only depend on input variables, and the guarantees only depend on input and output variables. In other words,
FV(∧a) ⊆ � and FV(∧g) ⊆ � ∪$ .

Next, we will investigate ways to compute for IO contracts the refinement relation and the operations of
composition, quotient, and merging. The IO profile of a contract will play a key role when computing the contract
operations, as discussed below.

4 IMPLEMENTING THE CONTRACT OPERATIONS
Our objective is to devise algorithms to compute the contract operations taking as inputs IO contracts and
producing as outputs IO contracts. We start with composition.
Contract composition. Consider two IO contracts C = (� ,$, a, g) and C′ = (� ′,$ ′, a′, g′). Their composition
will only be defined when $ and $ ′ are disjoint. When this happens, we have C ‖ C′ = (�2 ,$2 , a2 , g2 ), where
�2 = (� ∪ � ′) \ ($ ∪$ ′) and $2 = ($ ∪$ ′) \ (� ∪ � ′). This operation will not keep in the composed contract’s IO
profile any output which serves as an input of the other contract being composed; this means that, in general,
composition of IO contracts is not associative.1
a2 and g2 are computed as follows. Let 0 = ∧a, 6 = ∧g, 0′ = ∧a′, and 6′ = ∧g′. We form the ) -contract (02 , 62 )

for 02 , 62 ∈ ) , where the contract (02 , 62 ) is given by the standard contract composition (2). Since C and C′ are IO

1Our implementation allows the user to specify which of the output signals should be kept in the composed contract.
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contracts, 0 and 6 have terms depending on � and � ∪$ , respectively, and similarly for 0′ and 6′. This means that
02 and 62 may fail to produce an IO contract because the assumptions and guarantees may depend on variables
other than those allowed (i.e., �2 for the assumptions and �2 ∪ $2 for the guarantees). In order to produce an
IO contract after composition, we apply Principle 1. Since we know that composition is defined as a minimum,
we can relax the operation (2) in order to obtain a well-defined IO contract. How should such a relaxation be
computed? Per (1), to relax the contract means to refine the assumptions and loosen the guarantees. We observe
that the assumptions of the composition (2) have three terms: 0 ∧ 0′, 0 ∧ ¬6, and 0′ ∧ ¬6′. We refer to the first
term as the stem of the assumptions since this term represents the simultaneous enforcement of the constraints
of 0 and 0′ and thus means that we can expect the guarantees of both contracts to hold. The terms 0 ∧ ¬6 and
0′ ∧ ¬6′ are failure terms, as they state that the assumptions of a contract were met, but the component did not
deliver its promises. These terms are used to carry out transformations in the stem, as shown in the theorem
below, but we can safely remove them after we have used them. We transform the stem in order to remove from it
references to variables that do not belong to �2 .

Theorem 4.1. Let (0,6) and (0′, 6′) be contracts defined over a term algebra) . Let C2 = (02 , 62 ) be the composition,
as computed by (2). Suppose that 0′′ ∈ ) satisfies 0′′ ∧ 6 ∧ 0 ≤ 0′ ∧ 6 ∧ 0 and 6′′ ∈ ) satisfies 6 ∧ 6′ ≤ 6′′. Then the
contract (0 ∧ 0′′, 6′′) is a relaxation of C2 .

Proof. We compute 0 ∧ 0′′ ≤ (0 ∧ 0′′) ∨ (0 ∧ ¬6) ∨ (0′ ∨ ¬6′) = (0 ∧ 0′′ ∧ 6) ∨ (0 ∧ ¬6) ∨ (0′ ∨ ¬6′) ≤
(0 ∧ 0′ ∧ 6) ∨ (0 ∧ ¬6) ∨ (0′ ∨ ¬6′) = (0 ∧ 0′) ∨ (0 ∧ ¬6) ∨ (0′ ∨ ¬6′). Thus, 0 ∧ 0′′ ≤ 02 . We also have
6′′ ∨ ¬(0 ∧ 0′′) ≥ (6 ∧ 6′) ∨ ¬0 ∨ ¬0′′ ≥ (6 ∧ 6′) ∨ ¬0 ∨ (0 ∧ 6 ∧ ¬0′′) ≥ (6 ∧ 6′) ∨ ¬0 ∨ (0 ∧ 6 ∧ ¬0′) = (6 ∧
6′) ∨ ¬0 ∨ (6 ∧ ¬0′) ≥ (6 ∧ 6′) ∨ (6′ ∧ ¬0) ∨ (¬0 ∧ ¬0′) ∨ (6 ∧ ¬0′) = 62 ∨ ¬02 . We conclude that the contract
(0 ∧ 0′′, 6′′) is a relaxation of C2 . �

If we have IO contracts C = (� ,$, a, g) and C′ = (� ′,$ ′, a′, g′) and their composition is defined (the sets
of output variables are disjoint), we use Theorem 4.1 to compute their composition (�2 ,$2 , a ∪ a′′, g′′). This
means we have to identify termlists a′′ and g′′ such that (∧a′′) ∧ (∧g) ∧ (∧a) ≤ (∧a′) ∧ (∧g) ∧ (∧a) and
∧g′′ ≥ (∧g) ∧ (∧g′). Using proof-theoretic notation, we can consider the sets of constraints g ∪ a as a context
for the following inference: g, a, a′′ ` a′; i.e., we use the context g ∪ a in order to refine the terms a′′ from a′.
Similarly, we use the terms a ∪ a′′ to relax g′′ from g ∪ g′. Observe that Theorem 4.1 only allows us to refine a′
using the context g or a using the context g′. We pick the context based on the interconnection of the contracts.
If a component drives the inputs of another component, and the assumptions of the second component depend
on this driven input, we use the former’s guarantees as a context to refine the latter’s assumptions. From our
considerations so far, we will not allow both components to have outputs driving each other’s inputs when the
assumptions of both components depend on those inputs. Procedure ContractComposition (Algorithm 1)
shows how we compute IO-contract composition.

Algorithm 1 Contract composition

Input: IO contracts C = (� ,$, a, g) and C′ = (� ′,$ ′, a′, g′)
Output: Relaxation of the composition C ‖ C′

1: procedure ContractComposition(� ,$, a, g, � ′,$ ′, a′, g′) do
2: $2 ← ($ ∪$ ′) \ (� ∪ � ′)
3: �2 ← (� ∪ � ′) \ ($ ∪$ ′)
4: �2 , �

′
2 ← Vars(a),Vars(a′) ⊲ Constrained inputs

5: CyclePresent← ($ ′ ∩ � ≠ ∅ and $ ∩ � ′ ≠ ∅)
6: if $ ∩$ ′ ≠ ∅ or (CyclePresent and ($ ′ ∩ �2 ≠ ∅ or $ ∩ � ′2 ≠ ∅)) then
7: return Error: Contracts are not composable
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8: else if $ ′ ∩ � ≠ ∅ and $ ∩ � ′ = ∅ then
⊲ Refining a using g′ and a′

9: ā ← ElimVarsByRefining(a, a′ ∪ g′, �2 )
10: a2 ← Reduce(ā ∪ a′, ∅)
11: else if $ ′ ∩ � = ∅ and $ ∩ � ′ ≠ ∅ then

⊲ Refining a′ using g and a
12: ā′ ← ElimVarsByRefining(a′, a ∪ g, �2 )
13: a2 ← Reduce(ā′ ∪ a, ∅)
14: else if ($ ′ ∩ �2 = ∅ and $ ∩ � ′2 = ∅) or CyclePresent then
15: a2 ← Reduce(a ∪ a′, ∅)

⊲ Find g2 such that (∧g2 ) ∧ (∧a2 ) ≥ (∧g) ∧ (∧g′) ∧ (∧a2 )
16: g2 ← ElimVarsByRelaxing(g ∪ g′, a2 , �2 ∪$2 )
17: return (�2 ,$2 , a2 , Reduce(g2 , a2 ))
ElimVarsByRefining(t, t′, () and ElimVarsByRelaxing(t, t′, () eliminate from t any variable not appearing

in ( by refining or relaxing, respectively, these termlists in the context t′. The function Reduce(t, t′) is used to
eliminate from t any redundant constraints, using the context t′. The function IsRefinement(t, t′) tells whether
the satisfaction of t implies the satisfaction of t′. The implementations of these four functions depend on the
specification theory in which the terms are expressed.

In the routines ElimVarsByRefining and ElimVarsByRelaxing, we observe that we do not use variable
elimination as a strategy to refine or relax specifications; on the contrary, we refine and relax specifications only
because we must eliminate certain variables from them, as discussed in Principle 1 of Section 3. Each specification
formalism supported in Pacti must provide these procedures. We discuss these routines in Section 5.

Finally, we stated that Algorithm 1 outputs a relaxation of the algebraic composition (2). A question remains:
how much is this output relaxed with respect to the algebraic operation? Under the assumption that the routines
ElimVarsByRefining and ElimVarsByRelaxing produce optimal results, a discussion of which is given in
Sections 5 and 6, the formula for the assumptions of the returned contract is the most refined formula satisfying
the following requirements: 8) its only free variables are top-level inputs of the system formed by interconnecting
components with the IO profiles of the contracts being composed, and 88) the assertion of this formula guarantees
that the assumptions of the contracts being composed will hold simultaneously when using the guarantees of
the contracts being composed as context. Under the same assumption, the formula for the guarantees of the
returned contract is the most relaxed formula satisfying the following: 8) its only free variables are top-level inputs
and outputs of the system formed by interconnecting components with the IO profiles of the contracts being
composed, and 88) the assertion of this formula implies that of the guarantees of the contracts being composed in
the context of the assumptions of the returned contract.

The following example shows how the routine ContractComposition computes the composition of two
contracts:

Running example. In the circuit of Figure 1a, we have components " and " ′ obeying IO contracts C =

({8}, {>}, {8 ≤ 2}, {> ≤ 28 + 1}) and C′ = ({>}, {> ′}, {> ≤ 1}, {> ′ ≤ 3> − 2}), respectively. We use Con-
tractCompose (Algorithm 1) to obtain the system-level contract (�2 ,$2 , a2 , g2 ). L2-L3 yield �2 = {8} and
$2 = {> ′}. Condition L11 is active since" drives its outputs to the inputs of" ′ (and not vice versa). L12 yields
ā′ = ElimVarsByRefining({> ≤ 1}, {8 ≤ 2, > ≤ 28 + 1}, {8}) = {8 ≤ 0}, and from L13, we obtain a2 = {8 ≤ 0}.
Finally, from L16, we get g2 = ElimVarsByRelaxing({> ≤ 28 + 1, > ′ ≤ 3> − 2}, {8 ≤ 0}, {8, > ′}) = {> ′ ≤ 68 + 1}.
The resulting specification uses exclusively the inputs and outputs of the top-level system, as the routine outputs
the contract ({8}, {> ′}, {8 ≤ 0}, {> ′ ≤ 68 + 1}).
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Contract quotient. The computation of the IO-contract quotient follows similar reasoning. Given IO contracts
C = (� ,$, a, g) and C′ = (� ′,$ ′, a′, g′), we want to compute C/C′ = (�@,$@, a@, g@) applying (3). First, the quotient
is defined only if � and $ ′ are disjoint, as the outputs of $ ′ cannot be inputs of the top-level. The inputs and
outputs of the quotient are �@ = ($ ′ \$) ∪ (� \ � ′) and $@ = ($ \$ ′) ∪ (� ′ \ � ), respectively. Setting once again
0 = ∧a, 6 = ∧g, 0′ = ∧a′, and 6′ = ∧g′, the quotient assumptions and guarantees are given by (3). As with
composition, this expression is not a valid IO contract. As the quotient is defined as a maximum, we will refine
the quotient operation in order to transform it into a valid IO contract.

The assumptions of the quotient are 0∧ (¬0′∨6′). Refining the quotient means to enlarge the assumptions—see
(1). In order to respect the IO contract structure, we keep the assumptions 0, and we add to them the guarantees
6′ if 0 ≤ 0′. From the resulting list we remove terms containing irrelevant variables (i.e., those not in �@), thus
generating a relaxation of the assumptions. The guarantees of the quotient are (0′ ∧ 6) ∨ ¬0 ∨ (0′ ∧ ¬6′), an
expression we refine using the following result:

Theorem 4.2. Let (0,6) and (0′, 6′) be contracts defined over a term algebra ) . Let C@ = (0@, 6@) be the quotient
(0,6)/(0′, 6′), as computed by (3). Suppose that 0′′ ∈ ) satisfies 0@ ≤ 0′′ and 6′′, 6′′′ ∈ ) satisfy 0′ ∧6′ ∧6′′ ≤ 0′ ∧
6′ ∧ 6 and 6′′′ ∧ 0 ≤ 0′ ∧ 6′′ ∧ 0. Then the contract (0′′, 6′′′) is a refinement of C@ .

Proof. Since we are given 0@ ≤ 0′′, we just have to verify the guarantees: 6′′′ ∨ ¬0′′ ≤ 6′′′ ∨ ¬0@ = 6′′′ ∨
¬0 ∨ (0′ ∧ ¬6′) = (6′′′ ∧ 0) ∨ ¬0 ∨ (0′ ∧ ¬6′) ≤ (0′ ∧ 6′′ ∧ 0) ∨ ¬0 ∨ (0′ ∧ ¬6′) = (0′ ∧ 6′′ ∧ 6′) ∨ ¬0 ∨ (0′ ∧
¬6′) ≤ (0′ ∧ 6′ ∧ 6) ∨ ¬0 ∨ (0′ ∧ ¬6′) = 6@ ∨ ¬0@ .We conclude that (0′′, 6′′′) ≤ C@ . �

This theorem tells us how to obtain a correct refinement of the quotient. Procedure ContractQuotient
(Algorithm 2) shows how we compute the quotient of IO contracts using Theorem 4.2 and the considerations
above.

Algorithm 2 Contract quotient

Input: IO contracts C = (� ,$, a, g) and C′ = (� ′,$ ′, a′, g′)
Output: Refinement of the quotient C/C′

1: procedure ContractQuotient(� ,$, a, g, � ′,$ ′, a′, g′) do
2: if � ∩$ ′ ≠ ∅ then
3: return Error: The quotient is not defined
4: $@ = ($ \$ ′) ∪ (� ′ \ � )
5: �@ = ($ ′ \$) ∪ (� \ � ′)
6: a′′ ← a

7: if IsRefinement(a, a′) then
8: a′′ ← Reduce(a′′ ∪ g′, ∅)
9: a′′ ← ElimVarsByRelaxing(a′′, ∅, �@)

10: g′′ ← ElimVarsByRefining(g, a′ ∪ g′, �@ ∪$@)
11: g′′′ ← ElimVarsByRefining(a′ ∪ g′′, a, �@ ∪$@)
12: return (�@,$@, a′′, Reduce(g′′′, a′′))
The following example shows how ContractQuotient computes the quotient of two contracts.

Running example. In Figure 1b, we want to implement a system " with contract (8, > ′, {8 ≤ 1}, {> ′ ≤ 48 − 1})
using a partial implementation " ′ with contract (8, >, {8 ≤ 2}, {> ≤ 28 + 1}). We use ContractQuotient
(Algorithm 2) to find the specification (�@,$@, a′′, g′′′) of the missing component. From L4-L5, we obtain �@ = {>}
and $@ = {> ′}. L6-L9 result in a′′ = ElimVarsByRelaxing({8 ≤ 1, > ≤ 28 + 1}, ∅, {>}) = {> ≤ 3}. L10 yields
g′′ = ElimVarsByRefining({> ′ ≤ 48 − 1}, {8 ≤ 2, > ≤ 28 + 1}, {>, > ′}) = {> ′ ≤ 2> − 3}. From L11, we get
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g′′′ = RefineWithContext({8 ≤ 2, > ′ ≤ 2> − 3}, {8 ≤ 1}, {>, > ′}) = {> ′ ≤ 2> − 3}. We obtain a specification only
depending on the missing component’s inputs and outputs, as the routine outputs the contract ({>}, {> ′}, {> ≤
3}, {> ′ ≤ 2> − 3}).
Contract merging. The computation of strong merging (4) does not need refinements/relaxations and is given
by the ContractMerging procedure that follows:

Algorithm 3 Contract merging

Input: IO contracts C = (� ,$, a, g) and C = (� ′,$ ′, a′, g′)
Output: Strong merging C • C′

1: procedure ContractMerging(� ,$, a, g, � ′,$ ′, a′, g′) do
2: if (� ≠ � ′) or ($ ≠ $ ′) then
3: return Error: Merging is not defined
4: 0< ← Reduce(a ∪ a′, ∅)
5: return (� ,$, 0<, Reduce(g ∪ g′, 0<))

Contract refinement. We consider contract refinement. We observe that a cumbersome issue with refinement is
that (1) requires the computation of complements. Complements would require us to carry out expensive expan-
sions of the termlists. The following proposition allows us to compute refinement without taking complements.

Proposition 4.3. Let C = (0,6) and C′ = (0′, 6′) be contracts over the term algebra ) . Then C ≤ C′ if and only
if 0′ ≤ 0 and 6 ∧ 0′ ≤ 6′ ∧ 0′.

Proof. Suppose that 6 ∧ 0′ ≤ 6′ ∧ 0′. Then 6 ∨ ¬0′ ≤ 6′ ∨ ¬0′. Since ¬0 ≤ ¬0′, we have 6 ∨ ¬0 ≤ 6′ ∨ ¬0′.
Conversely, suppose that 6 ∨ ¬0 ≤ 6′ ∨ ¬0′. Since ¬0 ≤ ¬0′, 6 ∨ ¬0′ ≤ 6′ ∨ ¬0′. Conjoining both sides with 0
yields 6 ∧ 0′ ≤ 6′ ∧ 0′. �

Verifying contract implementations. Finally, supporting the verification that a component " is a valid
implementation of a contract C = (0,6) requires the adoption of a representation for" . Suppose, for example,
that the term algebra) over which 0 and 6 are defined is LTL; then" could be represented as a discrete transition
system. If the term algebra were STL," could be represented as a differential equation. In the first version of
Pacti, we assume that components are abstracted into the term algebra ) . Thus," ∈ ) , and the verification that
" is an implementation of C means that" ∧ 0 ≤ 6.

5 CONTEXT-AIDED VARIABLE ELIMINATION FOR FIRST-ORDER LOGIC
Section 4 presented algorithms to compute contract operations whose return values are contracts having as-
sumptions and guarantees only involving variables that appear at their interfaces. ElimVarsByRefining and
ElimVarsByRelaxing are the key routines used in Algorithms 1 and 2 to make sure that only certain variables
appear in the results of the contract operations. The purpose of these routines is to eliminate a given set of free
variables . from a given termlist q by refining or relaxing, respectively, this termlist q in the context of another
termlist Γ.

In this section, we discuss the theory behind these routines. We will assume that q and Γ are formulas instead
of termlists; this is accomplished by taking the conjunction over the terms of a termlist, as discussed in Section 4.
While the results of this section apply to general logical formalisms, in Section 6 we will discuss how to compute
these routines when the terms are polyhedral constraints.

We state formally the problem that ElimVarsByRefining and ElimVarsByRelaxing are meant to solve. Given
two formulas, U and V , we write U |= V to state that U → V is a tautology. Let q be a formula containing some
variables that must be eliminated. In our application, these will be the variables that do not appear at the interface
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of an object under specification. These variables to be eliminated will be called irrelevant variables, and the set of
such variables will be denoted . . In order to carry out the elimination, suppose we can use information from a
set of formulas Γ called the context.

In this section, we will consider the problems of synthesizing missing formulas in the expressions

Γ ∧ ? |= q and Γ ∧ q |= ?

such that the result lacks irrelevant variables.

We will call the first problem antecedent synthesis, and the second consequent synthesis. Ifk is a solution to the
antecedent synthesis problem, we will say thatk is a . -antecedent (or a . -refinement) of q in the context Γ. If d
is a solution to the consequent synthesis problem, we will say that d is a . -consequent (or a . -relaxation) of q in
the context Γ. The fact thatk and d lack irrelevant variables means that . is disjoint from both FV(k ) and FV(d).

The routine ElimVarsByRefining is meant to provide computational support for . -antecedent synthesis, and
ElimVarsByRelaxing for . -consequent synthesis.

We first consider these problems for general first-order formulas and then will specialize to the situation when
formulas are expressed as linear constraints in a context of linear inequalities. We provide efficient algorithms to
address this problem.

5.1 Computing antecedents and consequents in first-order logic
Suppose q is a formula in first-order logic with free variables G = (G1, . . . , G<) and ~ = (~1, . . . , ~=), and Γ a
formula with free variables G , ~, and I = (I1, . . . , I> ). Thus, G is a list of< variables, ~ is a list of = variables, and I
is a list of > variables. As a matter of notation, when the free variables of a formula are understood, we will simply
write the name of the formula, e.g., q (G,~) is synonymous with q . We let . be the set of irrelevant variables that
we want to eliminate from q . Throughout this section, the set of irrelevant variables is always . = {~8 }8 , i.e., we
are always interested in eliminating the ~ variables from q .

Definition 5.1. We say that a formula k (G, I) with free variables G = (G1, . . . , G<) and I = (I1, . . . , I> ) is a
. -antecedent of q in the context Γ if

Γ(G,~, I) ∧k (G, I) |= q (G,~).

We say that d (G, I) with free variables G and I is a . -consequent of q in the context Γ if

Γ(G,~, I) ∧ q (G,~) |= d (G, I).

Our objective is to eliminate the irrelevant variables ~ from q by synthesizing a . -antecedent or . -consequent
of q in the context Γ.

This section contains the following results:
(1) a characterization of the optimal solutions for . -antecedent/consequent synthesis in general (Proposition 5.3);
(2) a characterization of the optimal solution to this problem when the context can be expressed as a conjunction

of a formula that depends on irrelevant variables and a formula that does not (Proposition 5.7); and
(3) a characterization of optimal solutions to this problem when q monotonically depends on a function of ~ and

does not depend on ~ in any other way (Proposition 5.9).
We now make use of q , Γ, and . to define two new formulas. We will then show that these formulas play a

key role in the problems of antecedent and consequent synthesis in a context.
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Definition 5.2. Given q , Γ, and .= {~8 }=8=1 as above, we define the formulas

qΓ : ∀~1, . . . , ~= . (Γ → q) and

qΓ : ∃~1, . . . , ~= . (Γ ∧ q) .
To simplify notation, we will often use ∀~ and ∃~ for the quantifications above. The following result shows the

relevance of these definitions to the solutions of our problems.

Proposition 5.3. A formulak (G, I) is a . -antecedent for q in the context Γ if and only ifk |= qΓ .
A formula d (G, I) is a . -consequent for q in the context Γ if and only if qΓ |= d .
Proof. We have Γ ∧k |= q iffk |= (Γ → q) iffk |= qΓ . Similarly, Γ ∧ q |= d iff ∃~. (Γ ∧ q) |= d . �

This result means that qΓ is the weakest . -antecedent of q in the context Γ. Conversely, qΓ is the strongest
. -consequent.

Lemma 5.4. The denotations of qΓ and qΓ are

Den (qΓ) =
⋂

1∈dom(~)
Γ (G,1,I )

Den (q (G, 1)) and Den
(
qΓ

)
=

⋃
1∈dom(~)
Γ (G,1,I )

Den (q (G, 1)) .

Proof. We compute

Den (qΓ) = Den (∀~ (Γ → q)) =
⋂

1∈dom(~)
Den (Γ(G, 1, I) → q (G, 1)) =

⋂
1∈dom(~)
Γ (G,1,I )

Den (q (G, 1)) .

A similar reasoning applies to qΓ . �

Proposition 5.3 provides a universal characterization of . -antecedents and consequents. The following example,
however, shows that the optimal . -antecedents and consequents may not necessarily be the results we want to
return to users, as they may contain redundant information.

Example 5.5. Suppose that q and Γ are formulas in linear arithmetic such that q (G,~) = (G ≤ ~) and Γ(G,~, I) =
Γ1 (G, I) ∧ Γ2 (G,~, I), where Γ1 = (I ≤ 2) and Γ2 = (I ≤ ~). From Proposition 5.3, the optimal . -antecedent of q in
Γ is qΓ = ∀~. ((I ≤ 2) ∧ (I ≤ ~) → (G ≤ ~)) = ((I ≤ 2) → (G ≤ I)) .

In the answer returned in Example 5.5, I ≤ 2 is redundant because this constraint is already guaranteed by the
context Γ. We introduce a definition of optimality that will allows us to trim syntactic redundancies from results.

Definition 5.6. A formula k (G, I) is an optimal . -antecedent of q in the context Γ if k is a . -antecedent of
q in Γ and qΓ ∧ Γ |= k . Similarly, a formula d (G, I) is an optimal . -consequent of q in the context Γ if d is a
. -consequent of q in Γ and d ∧ Γ |= qΓ .

Thus, to say thatk is an optimal. -antecedent of q in the context Γ means thatk ∧Γ and qΓ∧Γ are semantically
equivalent. A similar statement applies to optimal . -consequents. The following result allows us to find optimal
. -antecedents and consequents using only partial information from the context.

Proposition 5.7. Suppose that the context Γ can be written as Γ(G,~, I) = Γ1 (G, I)∧Γ2 (G,~, I).ThenqΓ = Γ1 → qΓ2
and qΓ = Γ1 ∧ qΓ2 . Moreover, qΓ2 and qΓ2 are optimal . -antecedents and consequents, respectively, of q in Γ.

Proof. Regarding the first part of the statement, from Definition 5.1, we have

qΓ = ∀~. ((Γ1 ∧ Γ2) → q) = ∀~. (Γ1 (G, I) → (Γ2 (G,~, I) → q (G,~)))
= Γ1 → (∀~. (Γ2 (G,~, I) → q (G,~))) = Γ1 → qΓ2
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and

qΓ = ∃~. ((Γ1 (G, I) ∧ Γ2 (G,~, I)) ∧ q (G,~)) = Γ1 ∧ (∃~. (Γ2 (G,~, I)) ∧ q (G,~)) = Γ1 ∧ qΓ2 .

Regarding the second part, we have Γ ∧ qΓ = Γ1 ∧ Γ2 ∧ (Γ1 → qΓ2 ) |= Γ ∧ qΓ2 , so qΓ2 is an optimal . -antecedent.
Similarly Γ ∧ qΓ2 = Γ1 ∧ Γ2 ∧ Γ1 ∧ qΓ2 = Γ ∧ qΓ |= qΓ , so qΓ2 is an optimal . -consequent. �

The following example is a continuation of Example 5.5.

Example 5.8 (Continuation of Example 5.5). We consider the computation of the . -antecedent using a subset of
the context. Per Proposition 5.7, qΓ2 is an optimal . -antededent. As we just discussed, since it is optimal, we may
as well use qΓ2 instead of qΓ as the . -antecedent of q . We obtain

qΓ2 = ∀~. ((I ≤ ~) → (G ≤ ~)) = (G ≤ I).
For requirement engineering, it is preferable to output qΓ2 instead of qΓ because it is syntactically simpler.

Now we discuss an optimization formulation of antecedent/consequent synthesis.
Proposition 5.9. Suppose that q can be expressed as q (G, 6(~)), where q is monotonic in the second argument.

Define

6− (0, 2 ) =
{
minimize
1∈dom(~)

6 (1 )
subject to [G := 0, ~ := 1, I := 2 ] |= Γ

and 6+ (0, 2 ) =
{
maximize
1∈dom(~)

6 (1 )
subject to [G := 0, ~ := 1, I := 2 ] |= Γ.

Then q (G, 6− (G, I)) is an optimal . -antecedent of q in Γ, and q (G, 6+ (G, I)) is an optimal . -consequent of q in Γ.

Proof. If [G := 0,~ := 1, I := 2] 6|= Γ for all 1 ∈ dom(~), then [G := 0, I := 2] |= qΓ . Otherwise, from
Lemma 5.4, we have Den (qΓ (0, 2)) =

⋂
1∈dom(~)
Γ (0,1,2 )

Den (q (0,6(1))) = Den (q (0,6− (0, 2))). The second part is

proved similarly. �

In addition to yielding optimal . -antecedents and consequents, Proposition 5.9 has two advantages. First, it
enables us to use tools and intuition from optimization in order to compute . -antecedents and consequents, as
we will do in Section 6. Second, the . -antecedents and consequents obtained from the optimization formulation
are the result of a substitution of the irrelevant variables by 6− (G, I) or 6+ (G, I). This means that the optimization
formulation yields results that are syntactically similar to the original expression q . We believe that keeping this
similarity is important in requirement engineering, as the syntax of requirements entered by users has a close
connection to the semantics they want to express. The following example illustrates this point.

Example 5.10. Suppose we want to compute an antecedent of the formula

q : (? ∧ @) ∨ A
in the context Γ : B → @, where @ is an irrelevant variable. Let 6(@) = @ and q (G, 6(@)) = (? ∧ @) ∨ A . Then q is
monotonic in its last argument (i.e., changing the value of @ from 0 to 1 can never change the value of q from 1 to
0). To apply Proposition 5.9, we compute 6− :

6− (0, 2) =
{
minimize
1∈{0,1}

@

subject to [? := 0, @ := 1, B := 2] |= B → @
= 2.

By Proposition 5.9, we conclude that q (?,6− (?, B)) is a . -antecedent of q in the given context, i.e., we get the
antecedent (? ∧ B) ∨ A . In contrast, qΓ is ∀~. ((B → @) → ((? ∧ @) ∨ A )) = (? ∨ A ) ∧ (B ∨ A ).

In Example 5.10, qΓ and q (G, 6− (G, I)) match. Yet, we observe that the latter immediately yields a result in
a syntactic form which is closer to the original q . This happens because this expression is obtained by simply
replacing @ with 6− (G, I) in q .
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5.2 Compositional results

We now express q and Γ as q =
∨

9

∧
8 q

9

8
(G,~), where the q 9

8
(G,~) are clauses (i.e., terms formed from atomic

formulas and Boolean connectives), and Γ =
∨

: Γ
: (G,~, I), where each Γ: (G,~, I) is a conjunction of clauses.

Instead of synthesizing an antecedent or consequent forq directly, we will seek methods to do this compositionally.

Proposition 5.11. Let q̃Γ :
∨

9

∧
8,: ∀~.

(
Γ: → q

9

8

)
and q̃Γ :

∨
:,9

∧
8 ∃~.

(
Γ: ∧ q 9

8

)
. q̃Γ is an antecedent and

q̃Γ a consequent of q in the context Γ.

Proof. q̃Γ =
∨

9

∧
8,: ∀~. (Γ: → q

9

8
) = ∨

9 ∀~. (Γ →
∧

8 q
9

8
) |= ∀~. ∨

9 (Γ →
∧

8 q
9

8
) = qΓ . By applying

Proposition 5.3, we proved the first part.We also haveqΓ = ∃~. (Γ∧q) = ∃~. ∨:,9

∧
8 (Γ:∧q

9

8
) = ∨

:,9 ∃~.
∧

8 (Γ:∧
q
9

8
) |= ∨

:,9

∧
8 ∃~. (Γ: ∧ q

9

8
) = q̃Γ , which shows the second part after applying Proposition 5.3. �

The compositional result of Proposition 5.11 allows us to focus on the case in which q is a clause and Γ is a
conjunction of clauses. We shall assume this from now on.

To further exploit compositionality, express q as

q (G,~) = q (G, 61 (~), . . . , 6? (~)), (5)

where q is required to be monotonic in all arguments, except the first. We assume that our language allows any
clause to be expressed in this way. This is true for linear arithmetic and for real arithmetic with a ReLu (rectified
linear unit) function.

Example 5.12. Suppose q is the real-arithmetic formula G2 − 4G~ + ~2 ≤ 0. This is equivalent to G2 − 4A (G)~ +
4A (−G)~ + ~2 ≤ 0, where A is the ReLu function. We can thus write q as q (G, 61 (~), 62 (~), 63 (~)) with 61 (~) = ~,
62 (~) = −~, and 63 (~) = −~2.

We now study how to exploit the structure (5) to compute . -antecedents and consequents for q in Γ.

Proposition 5.13. Let

6−8 (0, 2 ) =
{
minimize
1∈dom(~)

68 (1 )
subject to [G := 0, ~ := 1, I := 2 ] |= Γ

and 6+8 (0, 2 ) =
{
maximize
1∈dom(~)

68 (1 )
subject to [G := 0, ~ := 1, I := 2 ] |= Γ.

The formulas q (G, 6−1 (G, I), . . . , 6−? (G, I)) and q (G, 6+1 (G, I), . . . , 6+? (G, I)) are, respectively, ~-antecedents and conse-
quents of q in Γ.

Proof. From Lemma 5.4, we have

Den (qΓ) =
⋂

1∈dom(~)
Γ (G,1,I )

Den(q) ⊇ Den
(
q (G, 6−1 (G, I), . . . , 6−? (G, I))

)
.

We conclude that q (G, 6−1 (G, I), . . . , 6−? (G, I)) |= qΓ . Proposition 5.3 yields the first part. The second part is proved
similarly. �

Proposition 5.13 tells us that we can independently optimize over the monotonic functions composing q to
compute . -antecedents and consequents. This result does not yield the optimality guarantees of Proposition 5.9,
but it allows us to compute antecedents/consequents compositionally.

Example 5.14. Continuing Example 5.12, suppose we want to compute a consequent of q in the context
Γ : (~ ≤ 2) ∧ (1 ≤ ~). We apply Proposition 5.13 by optimizing over the 68 separately. We obtain 6+1 (G) = 2,
6+2 (G) = −1, and6+3 (G) = −1. The formula q (G, 6+1 (G), 6+2 (G), 6+3 (G)) = G2−8A (G)+4A (−G)+1 ≤ 0 is a. -consequent
of q in Γ.
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Finally, we consider an example in LTL.
Example 5.15. Suppose we want to compute an antecedent of the formula

q : F((@ ∧ ¬B) ∨ G?)
in the context Γ : X5 (A → @), where @ is an irrelevant variable. Observe that q is equal to F(@ ∧ ¬B) ∨ FG? =(∨∞

8=0-
8 (@ ∧ ¬B)

)
∨ FG? . Define 68 = X8 (@ ∧ ¬B). We observe that q is monotonic in all 68 . We compute

6−8 =

{
0 8 ≠ 5

- 5A 8 = 5
. Per proposition 5.13, the formula X5 (A ∧ ¬B) ∨ FG? is a solution to our problem.

6 COMPUTING CONTRACT OPERATIONS EXPRESSED AS POLYHEDRAL CONSTRAINTS
Section 4 discussed algorithms to implement the contract operations according to the principles laid out in
Section 3. Section 5 discussed the mathematical meaning and solution of the routines ElimVarsByRefining
and ElimVarsByRelaxing used in Algorithms 1 and 2. This section discusses how Pacti supports specifica-
tions expressed as polyhedral constraints. To do this, we explain how the specification-processing routines of
Algorithms 1 and 2 are implemented in the case of polyhedral constraints.

By a polyhedral constraint, we mean linear inequalities with real coefficients connected by conjunctions or
disjunctions. Polyhedral constraints are an intuitive formalism for writing specifications for complex systems, as
they allow us to place piecewise linear bounds on quantities of interest. To implement Reduce, we use standard
methods for the elimination of redundant terms, e.g., [36, 47]. To compute IsRefinement, i.e., to verify whether a
polyhedron is contained inside another, one can use linear programming, as shown by [18] in their solution of
the “HH formulation” of the optimal containment problem. Most of this section is devoted to the implementation
of ElimVarsByRefining and ElimVarsByRelaxing for polyhedral constraints. Our starting point is the general
solutions given in Section 5.

6.1 Linear inequality constraints
Per Proposition 5.11, we will focus our attention on algorithms for the efficient computation of antecedents and
consequents when q is an atom (i.e., a linear inequality) and Γ a conjunction of atoms. Thus, q will have the form

q :
<∑
8=1

?8G8 +
=∑
8=1

@8~8 + A ≤ 0,

where A and the ?8 and @8 are constants. The set of irrelevant variables to be eliminated is . = {~8 }8 . The context
Γ is a set of linear inequalities of the form

Γ =

{
<∑
9=1

U8 9G8 +
=∑
9=1

V8 9~8 +
>∑
9=1

W8 9I8 +  8 ≤ 0

}#

8=1

,

where the  9 , U 9

8
, V 9

8
, and W 9

8
are constants.

Let� = (U8 9 ) ∈ R#×< , � = (V8 9 ) ∈ R#×= ,� = (W8 9 ) ∈ R#×> ,  ∈ R# , ? ∈ R< , and @ ∈ R= . We also let G = (G8 ),
~ = (~8 ), I = (I8 ) be<-, =-, and >-dimensional vectors of variables, respectively.

Our problem is to eliminate the ~ variables from

q : ?ᵀG + @ᵀ~ + A ≤ 0 (6)

using the context
Γ : �G + �~ +�I +  ≤ 0 (7)
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by computing . -antecedents/consequents.

This problem can be addressed via Fourier-Dines-Motzkin elimination [16, 20, 38], to whichmany improvements
have been made—see [9, 14, 17, 22, 32]. As known algorithms have at least exponential worst case complexity, we
seek alternative methods to enable fast contract computations.

Let 1 (G, I) = − −�G −�I. We obtain the following corollary from Proposition 5.9.

Corollary 6.1. Let q and Γ be as above. Let

6− (G, I) =
{
minimize

~∈R=
− @ᵀ~

subject to �~ ≤ 1 (G, I)
(8)

and

6+ (G, I) =
{
maximize

~∈R=
− @ᵀ~

subject to �~ ≤ 1 (G, I).
(9)

Then the formula ?ᵀG − 6− (G, I) ≤ A is an optimal . -antecedent of q in the context Γ and ?ᵀG − 6+ (G, I) ≤ A is an
optimal . -consequent of q in the context Γ.

Example 6.2. Suppose we wish to eliminate variables ~1 and ~2 from 2G + ~1 − 2~2 ≤ 5 through antecedent
computation, using the context {G − 2~1 + ~2 + I ≤ 1, 3~1 − 4~2 ≤ 6}. We compute

6− (G, I) =

minimize
~1,~2∈R

− (~1 − 2~2)
subject to G − 2~1 + ~2 + I ≤ 1

3~1 − 4~2 ≤ 6

= −
(
4 − 2

5
(G + I)

)
.

The antecedent formula is 2G + 4 − 2
5 (G + I) ≤ 5, which becomes 8G − 2I ≤ 5.

Example 6.3. Suppose we wish to eliminate variables ~1 and ~2 from G + 5~1 − 2~2 ≤ 5 by the computation of a
consequent, using the context {G − 2~1 + ~2 + I ≤ 1, 3~1 − 4~2 ≤ 6}. We compute

6+ (G, I) =

maximize
~1,~2∈R

− (5~1 − 2~2)
subject to G − 2~1 + ~2 + I ≤ 1

3~1 − 4~2 ≤ 6

= −
(
−4 + 14

5
(G + I)

)
.

The consequent is G − 4 + 14
5 (G + I) ≤ 5, or 19G + 14I ≤ 45.

6.2 Solving the symbolic optimization problems
Corollary 6.1 provides an explicit expression to compute optimal . -antecedents and consequents. The next
issue we face is the computation of (8) and (9). Both are linear programs, but their solutions are symbolic
due to the presence of 1 (G, I). We observe that if we have a context Γ′ such that Γ = Γ′ ∧ Γ′′ and if q ′ is a
. -antecedent/consequent of q in the context Γ′, then q ′ is also a . -antecedent/consequent in the context Γ. This
means that we can develop techniques to find a subset Γ′ of the context Γ in which solving the problems (8) and
(9) is efficient. In Section 6.2.1, we introduce a condition (Definition 6.4) on a context Γ′ that ensures that the
solutions of the LPs can be expressed as the solutions of linear systems of equations (Lemma 6.5). The question
then becomes how to identify a subset Γ′ of the context Γ meeting the requirements of Definition 6.4. We discuss
two techniques to do this in Sections 6.2.2 and 6.2.3.
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6.2.1 Optimization in a subset of the context. A linear program achieves its optimal value on the boundary of its
constraints. If the context Γ contains # constraints and is a bounded polyhedron, then the optimal value of the
linear program will occur at one of the

(
#
=

)
possible vertices. We will look for ways to choose = constraints from

Γ such that the optimization problems achieve optimal values at the vertex determined by those = constraints.
First, we focus on solving symbolic LPs when the context contains = constraints. The following definition will be
useful:

Definition 6.4. Let" ∈ R=×= and a ∈ R= . We say that (",a) is a refining pair if" is invertible and ("ᵀ)−1a
has nonnegative entries. We say that the pair (",a) is a relaxing pair if " is invertible and −("ᵀ)−1a has
nonnegative entries.

As the next result shows, these conditions are sufficient to solve the problems (8) and (9) when there are as
many context formulas as irrelevant variables (i.e., when # = =). Suppose � ⊆ {1, . . . , # } has cardinality =. We
let � � = (V �8 , 9 )=8,9=1 and 1 � = (1 �8 )=8=1 be the � -indexed rows of � and 1, respectively.

Lemma 6.5. Suppose (� � , @) is a refining pair. Then
maximize

~∈R=
@ᵀ~

subject to � �~ ≤ 1 � (G, I)
= @ᵀ�−1� 1 � (G, I).

Suppose (� � , @) is a relaxing pair. Then
minimize

~∈R=
@ᵀ~

subject to � �~ ≤ 1 � (G, I)
= @ᵀ�−1� 1 � (G, I).

Proof. Let (� � , @) be a refining pair. We consider the first problem and its Lagrange dual (see [5], Section
5.2.1):

primal

{
minimize

~
− @ᵀ~

subject to � �~ ≤ 1 � (G, I)
dual


maximize

_
− 1ᵀ

�
_

subject to �
ᵀ
�
_ − @ = 0

_ ≥ 0

The dual problem only admits the solution _★ = (�ᵀ
�
)−1@ if _★ ≥ 0, which is the case, as (� � , @) is a refining pair.

Thus, the optimal value of the dual problem is E★ = −@ᵀ (�−1
�
1 � ). As strong duality holds for any linear program

(see [5], Section 5.2.4), E★ is also the optimal value of the primal problem. The statement of the theorem follows.
Now suppose (� � , @) is a relaxing pair. We consider the second problem and its dual:

primal

{
minimize

~
@ᵀ~

subject to � �~ ≤ 1 � (G, I)
dual


maximize

_
− 1ᵀ

�
_

subject to �
ᵀ
�
_ + @ = 0

_ ≥ 0

The dual only admits the solution _★ = −(�ᵀ
�
)−1@ if _★ ≥ 0, which is the case because (� � , @) is a relaxing pair.

The optimal value of the dual problem is E★ = @ᵀ (�−1
�
1). Due to strong duality, E★ is also the optimal value of the

primal problem. �

As a consequence of Corollary 6.1 and Lemma 6.5, we obtain the following result:

Corollary 6.6. With all definitions as above, if (� � , @) is a refining pair, then ?ᵀG + @ᵀ�−1
�
1 � (G, I) ≤ A is a

. -antecedent of ?ᵀG +@ᵀ~ ≤ A in the context �~ ≤ 1 (G, I). If (� � , @) is a relaxing pair, then ?ᵀG +@ᵀ�−1� 1 � (G, I) ≤ A
is a . -consequent of ?ᵀG + @ᵀ~ ≤ A in the context �~ ≤ 1 (G, I).
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Table 1. Execution time in seconds of Algorithm 4 for a given total number of variables, number of constraints in the context
Γ, and number of irrelevant variables (or variables that need to be eliminated). For each combination of these quantities,
we give two numbers: the first corresponds to the execution time of the algorithm when the context is a matrix with 25%
density, and the second to the execution time when the context is a matrix with 100% density.

Constraints
in context

Total number of variables

5 10 15 20 25 30

5 0.15|0.34 0.21|0.63 0.31|0.92 0.36|1.25 0.42|1.60 0.51|1.97
2 10 0.15|0.32 0.21|0.62 0.34|0.96 0.39|1.27 0.44|1.62 0.51|2.00

irrelevant 20 0.16|0.34 0.23|0.66 0.31|0.97 0.38|1.54 0.57|1.77 0.51|2.09
variables 100 0.27|0.71 0.30|1.17 0.38|1.68 0.48|2.24 0.61|2.95 0.69|3.56

300 0.84|3.45 0.51|4.65 0.65|6.24 0.76|8.27 0.93|10.66 1.01|13.45

5 0.27|0.69 0.39|1.23 0.53|2.02 0.73|2.87 0.85|3.13 1.14|3.77
4 10 0.25|0.65 0.45|1.23 0.63|1.83 0.77|2.48 1.02|3.20 1.26|3.96

irrelevant 20 0.24|0.66 0.44|1.29 0.56|1.89 0.78|2.85 1.17|3.27 1.34|4.02
variables 100 0.40|1.06 0.49|1.88 0.58|2.58 0.69|3.45 1.22|4.37 1.37|5.42

300 0.98|3.82 0.74|5.35 0.82|7.25 1.00|9.41 1.38|12.25 1.74|15.33

Corollary 6.6 gives explicit formulas for computing . -antecedents/consequents of a formula in a context. This
result is missing methods for computing � , the set of the indices of formulas in Γ, in such a way that it yields
refining or relaxing pairs (� � , @), as needed. We now consider a method to identify � .

6.2.2 Computing � by seeking positive solutions to linear equations. We will construct � by identifying constraints
yielding linear systems of equations whose solutions are guaranteed to be nonnegative. We will use the following
result.

Theorem 6.7 (Kaykobad [29]). Let" = (`8 9 ) ∈ R=×= and a ∈ R= . Suppose the entries of" are nonnegative, its
diagonal entries are positive, the entries of a are positive, and a8 >

∑
9≠8 `8 9

a9

` 9 9
for all 8 ≤ =. Then" is invertible and

"−1a has positive entries.

Definition 6.8. A pair (",a), where" = (`8 9 ) ∈ R=×= and a ∈ R= , satisfying the conditions of Theorem 6.7 is
called a Kaykobad pair.

We have the following result.

Lemma 6.9. Let & be an = × = diagonal matrix whose 8-th diagonal entry is sign(@8 ). Let �̄ � = � �& and @̄ = &@.
If (�̄ᵀ

�
, @̄) is a Kaykobad pair, then (� � , @) is a refining pair. If (−�̄ᵀ� , @̄) is a Kaykobad pair, then (� � , @) is a relaxing

pair.

Proof. Suppose (�̄ᵀ
�
, @̄) is a Kaykobad pair. Then �̄ᵀ

�
is invertible. We have � � (�̄ �&)−1 = � �& (�̄ � )−1 = � and

(�̄ �&)−1� � = & (�̄ � )−1 (� �&)& = � , so � � is invertible. Moreover, we have

0 < (�̄ᵀ
�
)−1@̄ = (&�ᵀ

�
)−1 (&@) = (�ᵀ

�
)−1@,

which means that (� � , @) is a refining pair.
If (−�̄ᵀ

�
, @̄) is a Kaykobad pair, then �̄ᵀ

�
is invertible, which means that so is � � . Moreover,

0 < −(�̄ᵀ
�
)−1@̄ = −(&�ᵀ

�
)−1 (&@) = −(�ᵀ

�
)−1@.

Thus, (� � , @) is a relaxing pair. �
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Algorithm 4 Antecedents and consequents for linear inequality constraints by identifying systems of equations
with positive solutions

Input: Term to transform ?ᵀG + @ᵀ~ ≤ A , context Γ,
transform instruction B (true for antecedents and false for consequents)

Output: Transformed term C ′ lacking any ~ variables
1: MatrixRowTerms← ∅ ⊲ Rows of the context matrix �
2: PartialSums← zeros(length(~))
3: TCoeff← −1
4: if s then
5: TCoeff← 1
6: for 8 = 1 to 8 = length(~) do ⊲ One iteration per row of context matrix
7: IthRowFound← false ⊲ Indicate whether we could add the 8-th row
8: for W ∈ Γ \MatrixRowTerms do

⊲ 1. Verifying Kaykobad pair: sign of nonzero matrix terms
9: TermIsInvalid← false

10: for 9 = 1 to 9 = length(~) do
11: if coeff(W,~ 9 ) ≠ 0 and sign(coeff(W,~ 9 )) ≠ sign(@ 9 ) · TCoeff then
12: TermIsInvalid← true
13: break

⊲ 2. Verifying Kaykobad pair: matrix diagonal terms
14: if coeff(W,~8 ) = 0 or TermIsInvalid then
15: next

⊲ 3. Verifying Kaykobad pair: relationship between matrix and vector entries
16: Residuals← zeros(length(~))
17: for 9 = 1 to 9 = length(~) do
18: if 9 ≠ 8 then
19: Residuals[ 9] ← sign(@ 9 ) · TCoeff · coeff(W,~ 9 ) · @8

coeff(W,~8 )

20: if |@ 9 | · TCoeff ≤ PartialSums[ 9] + Residuals[ 9] then
21: TermIsInvalid← true
22: break
23: if not TermIsInvalid then

⊲ Resulting matrix is meeting Kaykobad pair conditions at 8-th row
24: IthRowFound← true
25: for 9 = 1 to 9 = length(~) do
26: PartialSums[ 9] ← PartialSums[ 9] + Residuals[ 9]
27: MatrixRowTerms.append(W )
28: break
29: if not IthRowFound then
30: return Error: Cannot transform term
31: � ← MatrixFromTerms(MatrixRowTerms, ~)
32: 1 ← VectorFromTerms(MatrixRowTerms, ~)
33: return ?ᵀG + @ᵀ�−11 ≤ A

ACM Trans. Cyber-Phys. Syst.

 



20 • Incer et al.

Corollary 6.6 and Lemma 6.9 yield a method for computing . -antecedents and consequents of formulas in
a context. To use it, we must construct � such that (� � , @) meets the corollary’s conditions. We construct �
by choosing = formulas from the context Γ; these formulas must meet the conditions of a Kaykobad pair. One
advantage of the Kaykobad condition is that it allows us to incrementally identify suitable constraints to add to the
context Γ′, i.e., we don’t have to select= constraints before we run the verification.That is, when we have identified
: < = constraints, we can easily verify whether a candidate (:+1)-th formula would be acceptable for constructing
a Kaykobad pair. Algorithm 4 computes . -antecedents and consequents for linear inequality constraints based
on Corollary 6.6. Lines 6–30 search the context Γ for = constraints meeting the Kaykobad conditions. The rest of
the algorithm computes the . -antecedents/consequents. If there are = variables to be eliminated, and # = |Γ |
constraints in the context Γ, the algorithm has complexity $ (=2# + # 3). The function coeff(W,~ 9 ) extracts
the coefficient of the variable ~ 9 from the term W . The call MatrixFromTerms(MatrixRowTerms, ~) extracts
all coefficients of the ~ variables contained in MatrixRowTerms and makes these coefficients the rows of the
resulting matrix. The call VectorFromTerms(MatrixRowTerms, ~) returns a vector of all expressions contained
in MatrixRowTerms with their ~ variables removed. These are the elements of 1 (G, I). Finally, diag(E) returns a
diagonal matrix whose entries are the vector E .

We implemented Algorithm 4 in Python and generated benchmarks for it. We considered formulas q of the
form (6) and contexts of the form (7). We varied the number # of constraints in the context, the number< of
variables to be eliminated, and the total number of variables present in the problem = +< + > (in our experiments
q and Γ had the same variables, so we had > = 0). We randomly generated coefficients for all variables in q and
Γ. We executed the algorithm for the situations in which we wanted to eliminate 2 irrelevant variables and 4
irrelevant variables. The results of the experiments are shown in Table 1. The first of the two numbers shown for
each entry in the table corresponds to the execution time of the algorithm when each constraint in the context
has an average of 0.25= variables with nonzero coefficients. The second element corresponds to the situation
when all variables of all constraints in the context have nonzero coefficients. We observe that sparsity has a
significant effect on execution time.

6.2.3 Computing J via linear programming. Now we will build � by numerically solving (8) and (9) for fixed
values of G and I.

Lemma 6.10. Let 0 ∈ R< and 2 ∈ R> .

• Suppose 6− (0, 2) is finite and the optimum of the LP (8) (with G = 0 and I = 2) is attained at ~★. Let � ={
8

��� 18 (0, 2) −∑=
9=1 V8 9~

★
9 = 0

}
and assume that |� | = =, where = is the number of optimization variables ~ in 6− .

If � � is invertible, then (� � , @) is a refining pair.
• Similarly, suppose 6+ (0, 2) is finite and the optimum of the LP (9) (with G = 0 and I = 2) is attained at ~★. Let
� =

{
8

��� 18 (0, 2) −∑=
9=1 V8 9~

★
9 = 0

}
and assume that |� | = =. If � � is invertible, then (� � , @) is a relaxing pair.

Proof. We prove the first part. Consider the following problems:

primal

{
minimize

~
− @ᵀ~

subject to �~ ≤ 1 (0, 2)
dual


maximize

_
− 1 (0, 2)ᵀ_

subject to �ᵀ_ − @ = 0
_ ≥ 0

Since 6− (0, 2) is finite, the primal is feasible. By strong duality, so is the dual. Let _★ be the value of _ where the
dual attains its optimum. Then _★ ≥ 0 and 0 = �ᵀ_★ − @ = �

ᵀ
�
_★
�
+ �ᵀ

�̂
_★
�̂
− @, where �̂ = {1, . . . , # } \ � . Due to

complementary slackness, we know that _★
�̂
= 0. Thus, 0 = �ᵀ

�
_★
�
−@. By assumption, � � is invertible. Then (� � , @)

is a refining pair. The proof of the second part is similar. �
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Lemma 5 allows us to obtain the solution to a linear programming problem with symbolic constraints �~ ≤
1 (G, I) in a reduced context � �~ ≤ 1 � (G, I), where we identify � by solving a numerical LP. Lemma 5 and
Corollary 6.6 yield a method for computing . -antecedents and consequents. This method is reflected in Algorithm
5. As before, MatrixFromTerms(Γ, ~) and VectorFromTerms(Γ, ~) extract from the context Γ the matrix �
and symbolic vector 1 (G, I) of the constraints �~ ≤ 1 (G, I). Evaluate(1, 0, 2) returns the vector 1 (0, 2) ∈ R# .
LinearProgramming(@, �, 14 ) solves the LP min.

~
@ᵀ~ subject to �~ ≤ 14 and returns a success variable and the

value ~★ where the minimum is attained. The success variable is true when the LP is feasible and has a finite
solution. MatrixInv computes matrix inverses. Its success variable is false when the matrix is not invertible.

Algorithm 5 Antecedents and consequents for linear inequality constraints through linear programming
Input: Term to transform ?ᵀG + @ᵀ~ ≤ A , context Γ, 0 ∈ R< , 2 ∈ R> ,

transform instruction B (true for antecedents and false for consequents)
Output: Transformed term C ′ lacking any ~ variables

1: � ← MatrixFromTerms(Γ, ~)
2: 1 ← VectorFromTerms(Γ, ~)
3: 14 ← Evaluate(1, 0, 2)
4: if s then
5: (success, ~★) ← LinearProgramming(−@, �, 14 )
6: else
7: (success, ~★) ← LinearProgramming(@, �, 14 )
8: if not success then
9: return Error: LP is unfeasible

10: ( ← 14 − �~★
11: � ← ∅
12: for 9 = 1 to 9 = length(1) do
13: if ( 9 = 0 then
14: � ← � ∪ { 9}
15: (success, �̂ � ) ← MatrixInv(� � )
16: if not success then
17: return Error: cannot invert � �

18: return ?ᵀG + @ᵀ�̂ �1 � ≤ A

7 CASE STUDIES
We implemented Pacti, a Python package that allows us to carry out system-level reasoning using assume-
guarantee contracts, and made it available open source2 under a BSD 3-Clause license. Pacti supports all IO
contract operations described in Section 4. Its implementation of the contract algebra is orthogonal from that of
the specification formalism in which contracts are expressed. The first specification theory supported by Pacti is
polyhedral constraints.

The main object represented in Pacti is the contract. In the tool, the contract ({>}, {> ′}, {> ≤ 3}, {> ′ ≤ 2> − 3})
is represented as

2https://github.com/pacti-org/pacti
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Fig. 2. (a) An example of two adders. The word-length is denoted beside the name of the number. (b) An example of a 3-tap
digital filter.

c1 = PolyhedralIoContract.from_strings(
InputVars=["o"],
OutputVars=["o_p"],
assumptions=["o <= 3"],
guarantees=["o_p <= 2o - 3"])

Given contracts c1 and c2, we compute contract composition, quotient, and merging through the following
functions, respectively:

c_system = c1.compose(c2)
c_merged_viewpoints = c1.merge(c2)
c_missing_component = c1.quotient(c2)

The descriptions of these basic operations are given in Section 2. In this section, we consider the application
of contracts and Pacti in several case studies. For every case study, we consider how contract operations yield
insight to designers. In general, our conceptual use of contract operations is as follows: We use contract quotient
to find the specification of a component that needs to be added to a system in order to satisfy a top-level objective.
Contract composition is used in two situations: (i) to compute the specifications of systems generated as an
interconnection of subsystems and (ii) to identify interconnection problems. Regarding the latter point, Pacti will
sometimes conclude that the guarantees of an interconnected contract are insufficient to satisfy the assumptions of
the contract whose inputs it is driving. In this case, the tool will output an error that indicates an interconnection
issue. Contract merging is used to write specifications separately for each of the viewpoints of our components.
Detailed descriptions of the case studies covered in this section together with their accompanying code can be
found on Pacti’s website3.

7.1 Signal processing pipelines in digital integrated circuits
The numerical representations of digital signal processing algorithms must often be translated from floating-point
to fixed-point when the algorithms are implemented in hardware. To reduce implementation costs and increase
performance, one of the objectives of this translation is to use the smallest possible fixed-point representations that
allow the algorithm to operate within acceptable error bounds. This is a time-consuming and error-prone step that
relies on statistical quantities gathered from simulations [6, 12, 30, 31, 44, 46]. As simulation yields limited coverage,
techniques for verifying digital signal processing design have been proposed in the last decades [13, 19, 45].

This case study demonstrates the use of Pacti to find error bounds of fixed-point digital signal processing
algorithms and perform local word-length optimization efficiently through contract composition, quotient, and
refinement. We have two use cases. The first computes the bound in arithmetic error of a system obtained by
composing several arithmetic operations, each introducing its own fixed-point error. The second imposes a total
3https://www.pacti.org/case_studies
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error budget on the system and uses the quotient to find the maximum error that one of the components may
have while meeting the system-level budget. This operation is helpful to size circuits. For simplicity, all numbers
in this case study are unsigned.
Contract formulation of fixed-point operations. We first formulate fixed-point numbers and operations as
contracts. The word-length of a fixed-point variable G is defined as a tuple (=G , ?G ). =G denotes the number of bits
to encode the fixed-point number, while ?G is the number of bits to encode the integer part [12]. Accordingly, the
fractional part is encoded in =G − ?G bits.

We model a fixed-point number G using two variables G4 and G0 to represent the relationship between inputs
and outputs. G0 is the maximum value that the variable can take, and G4 is the maximum error between the value
of the fixed-point number and the ideal value of G . When G is a constant coefficient, G4 is the quantization error
of the coefficient.
(1) General Operation. Given two input numbers G and ~ and an output number I with given word-lengths
(=G , ?G ), (=~, ?~), and (=I, ?I), respectively, we form the contract for operation I = 5 (G,~) as C>? = (0>? , 6>? )
that encodes the relation between variables G4 , G0, ~4 , ~0, I4 , I0 as follows:

0>? = max
0≤G≤G0
0≤~≤~0

5 (G,~) < 2?I

6>? = (I4 ≤ �) ∧ (I0 ≤ 2?I − 2?I−=I ) ∧
(
I0 ≤ max

0≤G≤G0,0≤~≤~0
5 (G,~)

)
,

(10)

where � = max0≤G≤G0,0≤~≤~0 (5 (G,~) − 5 (G − G4 , ~ − ~4 )) +max(0, 2?I (2−=I − 2−(=F−?F+?I ) )) and (?F, =F)
is the ideal minimum word-length that ensures no truncation loss and overflow hazards [12].
The assumption ensures no overflow occurs by checking that the maximal possible result can be fit into the
range of the output variable. The guarantee is a conjunction of three clauses. The first clause bounds the
output error considering the errors propagating from the input and the truncation error. The second clause
states that the maximum output value is bounded by its fixed-point number representation. The third clause
bounds the output value using the bounds on the inputs. Once we determine =F , ?F , and the maximization
terms for an operation, we can form the contract for it, even without the implementation details of the
operation.

(2) Addition. Using (10), we can derive the contract C033 for addition as follows:
0033 = G0 + ~0 < 2?I

6033 = (I4 ≤ G4 + ~4 +�033 ) ∧ (I0 ≤ 2?I − 2?I−=I ∧ (I0 ≤ G0 + ~0)),
(11)

where �033 = 2?I (2−=I − 2?~−max (=G ,=~−?~+?G )−min (?~−?G ,?G−?~ )−?I . Note that the contract for addition in-
cludes only polyhedral constraints.

(3) Multiplication. The contract C<D;C = (0<D;C , 6<D;C ) for multiplication can be defined from (10) as follows:
0<D;C = G0~0 < 2?I

6<D;C = (I4 ≤ ~0G4 + G0~4 − G4~4 +�<D;C ) ∧ (I0 ≤ 2?I − 2?I−=I ) ∧ (I0 ≤ G0~0),
(12)

where �<D;C = 2?I (2−=I − 2−(=G+=~−?G−?~+?I ) ). This contract includes non-polyhedral constraints due to the
multiplications of the variables in the guarantee. However, if one of the inputs to the multiplication is a
constant, the resulting contracts involve only polyhedral constraints. The operation of multiplying an input
with a constant coefficient is common in signal processing.

Applying Pacti in the verification and optimization of fixed-point operations. We consider how we can
use Pacti to reason about fixed-point error specifications and to generate meaningful results both for designers
and optimization tools. Consider the two fixed-point adders shown in Figure 2a. We encode the contracts of
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the two adders using the formulation in (11) as C1 and C2. Then we encode three contracts CG1 , CG2 , and CG4 to
represent the constraints on the three inputs G1, G2, and G4 based on the word-lengths and assuming that the input
has no errors. For example, the contract CG1 for the input G1 is formulated as (True, 0 ≤ G10 ≤ 7.75 ∧ G14 = 0).

To obtain the error specification for the entire system, we compute the composition CG1 ‖ CG2 ‖ CG4 ‖ C1 ‖ C2
using Pacti. The tool gives an error indicating that a system cannot be built because the guarantees of the first
adder are insufficient to satisfy the assumptions of the second adder. This error means that an overflow might
occur in G3. Indeed, when G1 = 11.111 and G2 = 111.11, the result 1011.101 would cause an overflow in G3, which
only has three bits for the integer part. Therefore, the system does not work under general inputs and the designer
should either modify the system or identify the possible range of input, which might be available from the
top-level system specification or other contracts that specify these input variables. For example, if the maximum
values of the inputs are constrained by G1 ≤ 2, G2 ≤ 3.75, and G4 ≤ 0.03125, we obtain the system-level contract
(True, 6 = G50 ≤ 5.8125 ∧ G54 ≤ 0.1875). The contract gives bounds for the value and the maximum error of the
system-level output.

We consider a different situation. In the system of Figure 2a, suppose that we have a top-level contract CB~B ,
requiring that the resulting system has an output error smaller than 0.1, and we have the same input constraints
as before. Our objective is to find the word-length of G3 that would allow the system to meet its objective. First, we
compute the quotient C;>20; = CB~B/(CG1 ‖ CG2 ‖ CG4 ) to get the local specification for components affected by
G3. From this specification, we update the word-length of G3, compute the corresponding local contracts C1 ‖ C2
for the two adders (both contracts depend on G3), and check if the local specification is satisfied using refinement
(C1 ‖ C2) ≤ C;>20; . This procedure continues until we find a word-length that satisfies the refinement relation.
This way we locally optimize the word-length of G3. The result is that G3= = 6.

Now consider the system the weighted moving average filter shown in Figure 2b with coefficients 0 = 0.2,
1 = 0.6, and 2 = 0.2. Using a similar approach as described, we compute the system-level error from subsystem
specifications. Our contract-based methodology yields a maximum error of 0.769, while the enumeration of all
input combinations yields 0.688. Our obtained bound is pessimistic because each contract considers the worst-case
scenario, which might not occur at the same time. On the other hand, its computation is vastly more tractable.

These examples illustrate that we can use contract operations to obtain upper bounds for variable errors
without enumerating all input combinations, which is crucial for performing optimization with many iterations.
In other words, Pacti can leverage contract-based design for combining formal methods with optimization to
reason about fixed-point representations in digital signal processing system design.

7.2 Specification-based synthetic biology
In this case study, we explore the application of Pacti to aid the design of synthetic biological systems. The
field of synthetic biology concerns the engineering of biological systems such as bacteria, yeast, plant cells,
and mammalian cells to achieve desired behavior. Commonly, scientists genetically engineer biological systems
to produce or control proteins that execute desired actuation and control tasks. We refer to these biological
circuits as “biocircuits.” Current experimental design approaches in synthetic biology are largely heuristics and
trial-and-error based, hence difficult to scale. To alleviate this, various modeling and analysis [41] and logic gate
design tools [7] have been proposed, but the successful design of large biological circuits remains challenging.
We believe that the Pacti framework holds the potential to address this issue of scale due to its generality in
expressing system specifications and in decoupling the modeling details of components from their specifications.
Towards that end, we consider a biocircuit case study where we synthesize the specification of a genetic circuit
and predict the system performance using this specification.

Consider the system schematic shown in Figure 3a, where we are interested in measuring the level of a protein
expressed by a plant under control of bacteria that live near its roots. To design such a complex system, many parts
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Fig. 3. Specification-based synthetic biology using Pacti. (a) The goal with the biocircuit design is to measure the plant
protein expression under control of engineered bacteria near its roots. (b) The bacterial cell is engineered as a NAND logic
gate. (c) Using Pacti, we can choose a sensor from a characterized library to achieve the highest fold-change for the NAND
logic gate. Three contracts that model the specification of the chosen sensor are shown.

need to be designed in different laboratories and then integrated together. This is analogous to electronic circuit
design where original equipment manufacturers synthesize their components according to set specifications and
then product integration companies use these components to design a larger system. Hence, this system design
aligns well with the contract-based design approach with Pacti. For the biocircuit that we consider in this case
study, a desired specification has been given by the integration lab for the bacterial subsystem. So, in this case
study, we only focus on the bacterial control logic subsystem—a biological NAND logic gate.

This system has three subsystems, as shown in Figure 3b. Two of the three subsystems can be chosen from a
library of sensors that we have constructed using experimental data. We use the quotient operation on contracts
to synthesize a specification of the missing third subsystem that needs to be designed. Further, once a nominal set
of three subsystems have been chosen, we use contract composition as part of an optimization strategy to predict
the maximum system fold-change, defined as the ratio between the on and off levels of the system’s output. We
say that an input or an output is “ON” when its level is higher than a minimum threshold, and is “OFF” when its
level is lower than a maximum threshold. We formalize these notions with polyhedral constraints in the contract
descriptions.

The three subsystems in the NAND gate are 1) a sensor with aTc input that outputs a dCas9 protein, 2) a sensor
with Sal input that outputs the xRFP-gRNA protein, and 3) a repressor subsystem, which takes as inputs the
xRFP-gRNA and the dCas9 proteins. When both inputs to this repressor subsystem are ON, it suppresses the
output, RFP, a red fluorescent protein. RFP is also the output of the top-level system. RFP is ON only when either
of the sensors inputs are OFF. In this way, the system behavior is that of a NAND logic gate. We denote the
contract for the sensors as CaTc and CSal, while the contract for repressor as CdCas9. Our first task is to construct a
library of sensors from the experimental data to write the contracts for CaTc and CSal. Then, we find the missing
subsystem contract (CdCas9) using the quotient of the top-level system contract from the composition of the two
sensors. Finally, for a given implementation of CdCas9 and for a fixed choice of subsystem 1, CaTc, we aim to find
the second sensor (choose spec for subsystem 2) that maximizes the top-level system fold-change.
Modeling the specifications and constructing a library of sensors. First we represent a set of sensors using
contracts. We build a library of sensor contracts using the experimental data for the sensors in the Marionette
bacterial cell strain [37]. We model the sensor behavior as assume-guarantee contracts. We observe that each
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sensor has three characteristic behaviors: 1) the off state, where the output stays close to zero (the non-zero
expression in this state is termed as “leaky response”), 2) the linear rate of output, where the output responds
linearly to the input (in log scale), and 3) the saturation state, where the output saturates to a maximum constant
value. The three contracts for a sensor, B , with input D and output ~ are

Coff
B = (D ≤ Dstart, ~ ≤ ~leak), Csat

B = (D ≥ DK, ~ ≥ ~max), and Clin
B = (Dstart ≤ D ≤ DK, ~ =<D + 1),

where< and 1 are constants. The subscripts “start” and “K” denote the input threshold values of the end of the
OFF behavior and the linear regime, respectively, whereas “leak” and “max” denote the leaky and the maximum
values of the output. The “off”, “lin”, and “sat” superscripts represent the off, linear, and saturated viewpoints.
Figure 3c shows the three contracts of one of the sensors constructed from the experimental data.
Contract quotient to find the specifications of missing parts. Suppose that we have chosen the two sensors
(subsystems 1 and 2), and we are also given a desired top-level system contract Csys that the system must meet.
We use the quotient in Pacti to find the specification of the missing object: the dCas9 repression mechanism
(subsystem 3). For example, with sensors “Sal” and “aTc”, we have

Clin
Sal = (0.9 ≤ Sal ≤ 43.0, 0.03 Sal − xRFP + 0.02 = 0), and
Clin
aTc = (0.0018 ≤ aTc ≤ 0.013, 88.84 aTc − dCas9 + 0.15 = 0).

For the top-level system, we have

Clin
sys = (0.909 ≤ Sal ≤ 42.57 ∧ 0.0018 ≤ aTc ≤ 0.012, RFP + Sal + aTc ≤ 1.29).

Using the quotient, we have that Clin
dCas9 = C

lin
sys/(Clin

Sal ‖ C
lin
aTc), which Pacti computes as

Clin
dCas9 = (0.05 ≤ xRFP ≤ 1.33 ∧ 0.31 ≤ dCas9 ≤ 1.29, RFP + 0.01 dCas9 + 32.5 xRFP ≤ 1.29).

This is the contract for the dCas9 mechanism when it represses the RFP level. For brevity, we have only shown
the condition when both sensors are switched on in the linear regime. The resulting contract for subsystem 3
guarantees that it represses the RFP level dependent on its inputs, xRFP and dCas9. We can provide this missing-
component contract to an expert for independent implementation. Further, using this synthesized component
contract, we can optimize the choice of other components in the system.
Contract composition and sensor selection. From the library of 14 sensors that we constructed, we choose
and fix the aTc sensor for our subsystem 1. With the synthesized contract for CdCas9 available, we can go through
the library of remaining 13 sensors to choose the sensing behavior for subsystem 2 that maximizes the top-level
fold change (as illustrated in Figure 3b). The contract for aTc, CaTc, is given in three viewpoints as described above
by using  = 0.013, ~max = 1, start = 0.0018, ~leak = 4.9 × 10−3,< = 88.84, 1 = −0.15. For subsystem 3, we write
the dCas9 repression mechanism contract as Clin

dCas9 = (0.3 ≤ xRFP ≤ 1 ∧ 0.1 ≤ dCas9 ≤ 0.8, RFP + 2 xRFP +
0.1 dCas9 ≤ 5), with similar contracts for other viewpoints.

For each sensor in the library with contract Cs8 , we use Pacti to compute the system-level contract by composing
the chosen sensor contract with the available subsystem contracts: Csys = CaTc ‖ Cs8 ‖ CdCas9. When computing
this composition for some sensors in the library, Pacti returns the error “unsatisfiable in the given context.”
This means that the guarantees of this sensor are insufficient to meet the assumptions of the component to
which it drives outputs (the dCas9 repressor subsystem). Thus, Pacti allows us to identify potential design errors.
In order to choose a sensor among those that yield valid compositions, we use the fold change of the system
� = RFPon/RFPoff as a performance criterion and select the sensor that maximizes this number. The final chosen
sensor that achieves the highest fold-change for the NAND gate is the “Cuma” sensor shown in Figure 3c. This
designer-friendly interface of Pacti for contract algebra is crucial for biologists. An experimental validation of
these predictions is an ongoing research endeavor [40].
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the object detection specification Cdet = (0det, 6det).

Note that although some design tools exist for synthetic biocircuits (like Cello [7]), none of the existing
approaches exhibit the design features that we have demonstrated here with Pacti. Cello can synthesize large
logic gate circuit designs but cannot be applied to design dynamical systems with analog behavior. On the other
hand, the specification formalism with Pacti gives a framework for multiple viewpoints that can be used to model
timing specifications along with functional objectives. More significantly, the ability to synthesize missing parts
in a given design and find incompatible components are novel design features that Pacti imparts for the design of
biocircuits.

7.3 Evaluating Perception in a System-level Safety-Critical Context
Compositional reasoning is crucial to scaling up formal methods to learning-enabled autonomous systems [43].
In this section, we introduce a case study on the design of an autonomous vehicle that must satisfy a safety
property with a given probability. We abstract the vehicle as a system comprising two subsystems: a perception
component (for object detection) and a controller, as shown in Figure 4a. Given a system-level safety contract
and the specification of the control component, the quotient operator is used to derive a specification for the
perception component.
Car-Pedestrian Example. Figure 4a shows the situation we are considering: a vehicle approaches a crosswalk
and must act safely. If a pedestrian is on the crosswalk, the car is required to stop at the crosswalk. Otherwise,
the car must keep driving and not stop at any point. The perception component must correctly detect the object
at the crosswalk, which can belong to three classes: a pedestrian (denoted ped), an object that is not a pedestrian
(denoted obj), and the background or empty class (denoted emp).

We encode the notion of system-level safety in linear temporal logic formulas i2 , where 2 ∈ {?43, >1 9, 4<?}.
This way, we can specify safe behavior when an element of each class is present on the crosswalk. We synthesized
controllers to satisfy these safety properties, assuming perfect perception. The details of the properties and our
synthesis approach can be found in [1].
System-level contract. Let P2 be the probability that the car will satisfy requirement i2 when the crosswalk
object has true class 2 . We set the system-level contract to

Csys = (3; ≤ 3 ≤ 3D, 6?43 ∧ 6>1 9 ∧ 64<? ),

where 3; , 3D are bounds on the distance 3 to the object in the crosswalk, and 62 characterizes an affine lower
bound of P2 . This system-level contract assumes bounded distance to the object of interest, and guarantees
affine lower bounds (as a function of 3) on probabilistic satisfaction of safety properties. In other words, at the
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system-level we allow the probability of satisfaction of the safety property to degrade if the vehicle is far away
from the crosswalk.
Controller contract. As mentioned, we synthesize three controllers, each making sure that property i2 would
be satisfied under perfect perception. In order to write a contract for each of the controllers, we make use of
the fact that the perception component is not perfect. As a result, the controller satisfies its safety specification
probabilistically.

To correlate probabilities of property satisfaction to perception errors, we base our approach on [1, 2]. The
satisfaction probability P2 for the safety property i2 is computed by constructing a Markov chain with transition
probabilities derived from the true positive rates4 of the perception component, and then invoking standard
statistical model-checking tools. For this example, P2 depends mainly on the true positive rate TP2 of the class 2 .
We determine a tight affine lower bound for P2 as a function of TP2 by sampling and solving a linear program.
The data for the linear program is generated by sampling false negatives for each value of TP2 and computing the
corresponding P2 (see Figure 4b). This procedure yields the following controller contract corresponding to each
object class c:

Cc = (;2 ≤ TP2 , 02 (TP2 ) + 12 ≤ P2 ),
where ;2 , 02 , and 12 are reals. The three contracts are composed to find the overall control contract: Ccon = C?43 ‖
C>1 9 ‖ C4<? .
Object detection contract. Now that we have the specifications for the system and for the three controllers,
we use contract operations to obtain the specification of the perception component. The detection component
contract is found via the quotient Cdet = Csys/Ccon, where Csys is the system-level contract and Ccon is the
controller contract. Cdet imposes lower bounds on the true positive rates TP2 of each object class 2 . We illustrate
the results numerically for an instance of the car-pedestrian example. The system contract is set to

CB~B = (1 ≤ 3 ≤ 10, 0.99(1 − 0.13) ≤ P?43 ∧ 0.8(1 − 0.13) ≤ P>1 9 ∧ 0.95(1 − 0.13) ≤ P4<? ),
i.e., the contract assumes the distance to the crosswalk is bounded between 1 and 10 units, and specifies desired
system-level probabilities P2 as a function of distance 3 . The controller contracts are computed to be C?43 =

(0.6 ≤ TP?43 , 1.58TP?43 − 0.622 ≤ P?43 ), C>1 9 = (0.3 ≤ TP>1 9 , 0.068TP>1 9 + 0.93 ≤ P>1 9 ), and C4<? = (0.6 ≤
TP4<? , 0.2TP4<? + 0.799 ≤ P4<? ). These contracts impose affine lower bounds on P2 with respect to the true
positive rates TP2 . The quotient results in an object detection contract with true positive rates lower bounded by
affine functions of the distance 3 :

Cdet =
(
1 ≤ 3 ≤ 10, (1.02 − 0.0633 ≤ TP?43 ) ∧ (0.6 ≤ TP?43 ) ∧ (0.3 ≤ TP>1 9 ) ∧ (0.6 ≤ TP4<? )

)
.

Now that we have obtained the contract for the perception component, we can give this contract to designers
responsible for object detection. The designers can develop the perception component and verify that it satisfies
the requirements on true positive bounds as in Cdet. If it does, we can infer that the overall system with controller
designed according to Ccon will satisfy the system-level requirements.
Extensions. Finally, we discuss extensions of this problem when system requirements or detection requirements
are partially specified. We will consider three cases. The first case corresponds to the situation when when we
add to the system a new set of requirements that have to be satisfied under the same environments as the existing
ones. This happens, for instance, when we require the system to satisfy a certain safety specification (e.g., the car
shall not collide with obstacles) and then we also ask it to satisfy a liveness specification (e.g., the car shall reach
its destination). The second case corresponds to the addition of requirements to the top-level system when these
requirements can be met under different environments from those of the existing requirements. For instance,
4The true positive rate of a perception component for an object class is defined as the probability that the component correctly detects an
object to be of that class.
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suppose that the original system contract promises certain functionality under the assumption of low-visibility
conditions, and we add a new contract that makes promises under the assumption of high-visibility conditions.
In this case, the environments “low-visibility” and “high-visibility” cannot hold simultaneously. Formally, the
difference between the first case and the second is that we have to use contract merging to fuse the viewpoints
in the first case, and we have to use the binary operation of conjunction, denoted ∧, to address the second—see
Chapter 5 of [23] for an extended discussion of these two operations. Finally, the third case corresponds to
having access to a partial specification of the missing component. We will need the following proposition in our
discussion.

Proposition 7.1. The quotient operator distributes over conjunction and over merging.

Proof. Given contracts C1, C2, and C3, we have (C1 ∧ C2)/C3 = (C1 ∧ C2) • C−13 = (C1 • C−13 ) ∧ (C2 • C−13 ) =
(C1/C3) ∧ (C2/C3), where the first equality is the preordered heap identity of contracts (see Section 3.1 of [27])
and the second comes from Proposition 6.10.4 of [23].

Similarly, (C1 • C2)/C3 = (C1 • C2) • C−13 = (C1 • C−13 ) • (C2 • C−13 ) = (C1/C3) • (C2/C3), where the second
equality comes from the the fact that merging is idempotent and commutative. �

Case 1: Up to now, we assumed we had a single top-level system contract and three contracts for the
controllers—one for each. From this data, we were able to identify the specification of the object detection
component. Now suppose that we have computed the detection contract and that our system-level requirements
change. How should we adjust the detection component in light of new system-level requirements? Let Corig

sys
be the original system-level contract, and Ccon the overall controller contract. The detection contract based on
the original system requirements is Corig

det = Corig
sys /Ccon. Suppose the top-level system is now required to satisfy

a new set of requirements on top of the requirements we had before; moreover, we assume that these new
requirements have to be satisfied under the same environments, e.g., we add safety requirements to liveness
requirements. We can express the new system-level contract as Csys = Cadd

sys • C
orig
sys . The revised detection contract

is Cnew
det = (Corig

sys • Cadd
sys )/Ccon = Corig

det • (C
add
sys /Ccon), per Proposition 7.1. In other words, the new detection

contract can be obtained by merging the original detection contract with the quotient corresponding to the new
system requirements.

Case 2: Suppose we add to the original system requirements a new set of requirements that do not necessarily
have to be satisfied for the same environments as the existing ones. That is, we add the new requirements via
conjunction. We thus have Cnew

sys = Corig
sys ∧ Cadd

sys , and the new detection contract is Cnew
det = (Corig

sys ∧ Cadd
sys )/Ccon =

Corig
det ∧ (C

add
sys /Ccon), per Proposition 7.1.

Case 3: Suppose that we have the system-level contract Corig
sys and the controller contract Ccon and that the

detection contract is partially specified as Cknown
det . This partial specification of the detection contract can represent

the requirements on the detection model on a specific set of scenarios, e.g., confusion matrices when the visibility
is high. However, this specification may be insufficient to satisfy the requirements of the system, which may
make promises under the assumption of low-visibility, for instance. The question is, what is the most relaxed
contract that we have to conjoin with Cknown

det such that the result is a missing component specification? In other
words, we want to obtain the most relaxed specification that solves the problem ? ∧ Cknown

det ≤ Corig
sys /Ccon. The

answer to this problem is given in closed form by Cknown
det → (Corig

sys /Ccon), where→ is the implication operator
of contracts, introduced in Section 6.8.3 of [23].
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8 PERFORMANCE
One way to get insight into the efficiency of Pacti’s routines is to compare Pacti with existing software. As far as
we know, there does not exist software that computes contract specifications at the interfaces of components.
As a result, we ran benchmarks of Pacti using the case studies described in Section 7. We added lightweight
instrumentation to the algorithms presented in Section 3 in order to track the number of operation invocations
and the minimum and maximum sizes of the operations’ arguments, with contract size defined as the tuple of the
number of unique variables (inputs and outputs) and the number of constraints (assumptions and guarantees).
We executed repeatedly the case studies described in Section 7, varying the constants in the contract definitions.
We ran parallel versions of the case studies on a workstation with an AMD Ryzen Threadripper PRO 3955WX
16-Cores @ 3.8927 GHz and up to 32 threads.

The signal processing case study (see Section 7.1) ran in 14.3 seconds, invoking a total of 51,027 composition
operations. The smallest input contracts had 3 constraints and 2 variables, and the largest had 7 constraints and 6
variables. The biocircuits case study (see Section 7.2) ran in 4.4 seconds, invoking a total of 82,428 composition
operations. The smallest contract had 2 constraints and 2 variables, and the largest had 6 constraints and 6
variables. The autonomy case study (see Section 7.3) ran in 8.5 seconds, invoking a total of 18,750 quotient
operations, where the smallest contract had 5 constraints and 4 variables and the largest had 9 constraints and 6
variables; and a total of 39,720 merge operations where the smallest contract had 3 constraints and 2 variables
and the largest had 6 constraints and 4 variables.

To understand the growth of execution time with the size of contracts, we carried out an additional experiment.
We defined the following initial contract:

Inputs : [dt1,dt2,dt3,dt4,t_in,trtd_in]
Outputs: [err1_res,ertd2_res,dv3_res,t1,t2,t3,t_out,trtd1_res,trtd2_res,trtd3_res,trtd_out]
A: [ dt1 >= 0 & dt2 >= 0 & dt3 >= 0 & dt4 >= 0 & t_in >= 0 ]
G: [ t1 = t_in + dt1 & t2 = t1 + dt2 & t3 = t2 + dt3 & t_out = t3 + dt4 &

trtd_in = trtd1_res = trtd2_res = trtd3_res &
0.9 dv3_res <= trtd3_res - trtd_out <= 1.1 dv3_res &
| err1_res | <= 0.005 trtd_in & ertd2_res = trtd1_res + err1_res &
dv3_res <= 5 & 0.2 ertd2_res <= dv3_res <= 0.3 ertd2_res ]

We replicated this contract several times in such a way that the inputs of one contract matched the outputs of the
next one, yielding a sequence of contracts that we composed into an overall contract. We experimented with
two strategies for constructing the overall contract. First, in a sequential strategy, we iteratively composed a
fixed-sized contract with a growing contract, the result of the previous iteration. This strategy roughly added a
constant number of variables and constraints with each composition. Figure 5a shows the execution time and the
number of variables and constraints involved in each contract composition when performing this experiment.
Second, in a geometric strategy, we composed a contract with a copy of itself with variables renamed such that
the inputs of the new contract correspond to the outputs of the original contract. This strategy roughly doubled
the number of variables and constraints with each composition. Figure 5b shows the results of this experiment.
In both experiments, the resulting contracts involved similar ratios of 1, 2, and 3 variable constraints: 16%, 38%,
and 46% respectively, resulting in a matrix density of less than 5% initially down to 0.3% for the largest geometric
construction.5

9 DISCUSSION AND CONCLUDING REMARKS
This paper introduced principles and algorithms to implement a contract-based design tool at scale. In doing this,
we identified the problems of variable elimination via antecedent and consequent synthesis as relevant to the
computation of specifications for requirement engineering. We provided efficient algorithms for the solutions

5Experiment details available here: https://github.com/pacti-org/cs-space-mission/tree/main/performance_benchmarking
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Fig. 5. Execution time when composing contracts of various sizes

of these problems. We also presented Pacti as a tool to ease the broader use of assume-guarantee reasoning
for system analysis and design. Currently, Pacti supports the verification of refinement and the operations of
composition, quotient, and strong merging. The program supports specifications written as polyhedral constraints.
Our results indicate that Pacti can efficiently compute contract operations, making it a suitable tool for early
design-space exploration and trade-off analysis of complex systems. Our objective is to develop a platform that
can grow over time as more features are implemented. Absent from the current implementation are support for
temporal logic and hypercontracts [26], as well as integration with other modeling frameworks and languages
(e.g., [21]). We plan to address them in the future.
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