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Abstract
Simultaneous electroencephalography (EEG) and functional magnetic resonance imaging (fMRI) acquisitions can provide
more effective neurofeedback (NF) training due to their complementary temporal and spatial precision. However, MRI
is expensive and can be draining for participants. Therefore, our goal is to reduce the reliance on MRI by developing a
model that can predict fMRI NF scores from EEG signals alone, potentially eliminating the need for MRI. Yet, arbitrarily
proposing a model architecture for such complex problems is challenging. So, in this study, we used a genetic algorithm
to search for neural network architecture hyperparameters, specifically applied here to convolutional neural networks
(CNNs) and long short-term memory (LSTM) networks. The resulting architectures provided fMRI NF score predictions
that, when combined with EEG NF scores, significantly matched the true bi-modal EEG-fMRI NF scores more closely
than the EEG NF scores alone. This approach demonstrates the potential for enriching the EEG modality in a unimodal
neurofeedback framework, thereby reducing the need for MRI. However, the predictions still lack precision. Therefore,
this work thoroughly investigates the potential for enriching the EEG modality in a unimodal neurofeedback framework.
Our code and models are available at https://gitlab.inria.fr/cpinte/prediction-of-fmri-neurofeedback
-scores-from-eeg-signals.
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1. Introduction1

N eurofeedback (NF) is a non-invasive therapeutic2

technique that uses real-time monitoring of brain3

patterns to provide individuals with NF scores, feed-4

ing back information about their brain activity (Sitaram5

et al., 2017). The primary goal of neurofeedback in clin-6

ical settings is to enable individuals to self-regulate their7

brain function, leading to improvements in cognitive, emo-8

tional and behavioral functioning across various health con-9

ditions, such as motor recovery after stroke (Renton et al.,10

2017; Wang et al., 2018). Acquisitions are typically made11

through non-invasive modalities such as electroencephalog-12

raphy (EEG) or functional magnetic resonance imaging13

(fMRI).14

15

EEG provides a direct measurement of real-time elec-16

trical potential changes in the brain using electrodes placed17

on the scalp. This equipment is known for its portability18

and affordability. While it offers excellent temporal res-19

olution, operating within the millisecond range, its spa-20

tial resolution is limited to the centimeter range (Boly21

et al., 2016), notably due to the ill-posed inverse prob-22

lem of source localization. 23

24

fMRI indirectly estimates brain activity by measuring 25

variations in the blood oxygenation level-dependent (BOLD) 26

signal, reflecting neurovascular activity. This activity gen- 27

erally occurs a few seconds after neural activation measured 28

by EEG and is referred to as the hemodynamic response. 29

In contrast to EEG, fMRI is non-portable and much more 30

costly. While it offers better spatial resolution than EEG, 31

in the millimeter range, its temporal resolution is inferior, 32

typically in the second range. 33

34

The complementary nature of these resolutions quickly 35

motivated the combination of EEG and fMRI. Despite the 36

ongoing challenges in processing and integration, which 37

persist to this day, simultaneous EEG-fMRI acquisitions 38

offer multi-modal non-invasive measurements of brain ac- 39

tivity applicable in many contexts (Abreu et al., 2018), 40

including neurofeedback (Zotev et al., 2014; Mano et al., 41

2017; Ciccarelli et al., 2023). Several studies have inves- 42

tigated the relationship between EEG signals and BOLD 43

activity (de Munck et al., 2007; Scheeringa et al., 2011; 44

Magri et al., 2012; Portnova et al., 2018). However, the 45
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correlations identified do not consistently establish a link46

between the two modalities, as the results are highly de-47

pendent on the task, brain region, and frequency bands48

considered.49

50

In the context of motor imagery neurofeedback, the51

use of simultaneous EEG-fMRI acquisitions has resulted52

in higher and more specific activation compared to EEG53

neurofeedback alone, as demonstrated in Perronnet et al.54

(2017) and Cury et al. (2020a). However, as the use of55

MRI is very costly and burdensome for the participant, we56

aim to minimize its usage while maintaining the quality of57

the sessions. Thus, our goal is to develop a model capa-58

ble of predicting fMRI NF scores from EEG signals alone,59

in order to enhance EEG NF scores during unimodal EEG60

neurofeedback sessions. This objective has already been61

investigated in a previous study of our lab (Cury et al.,62

2020b), where a sparse regression model was proposed to63

predict fMRI NF scores from EEG signals during motor64

imagery tasks, showing encouraging results in the develop-65

ment of individualized models for each participant. Now,66

to take a step towards real application in clinical settings,67

we seek to create a single global model, applicable to all68

participants. As our problem falls into the category of time69

series regression, we have at our disposal two widely used70

classes of machine learning models for such tasks: recurrent71

neural networks (RNNs) and convolutional neural networks72

(CNNs).73

74

RNNs (Hopfield, 1982) take into account past inputs75

through a feedback loop that incorporates both the cur-76

rent input and information from the previous input. This77

so-called short-term sequential memory is stored in the net-78

work’s hidden state, which is updated with each new input,79

enabling it to capture the context and patterns of the se-80

quence based on prior inputs. However, the original archi-81

tecture had shortcomings, notably the vanishing gradient82

problem (Bengio et al., 1994). To overcome this issue and83

better retain long-term dependencies in the data, the long84

short-term memory (LSTM) (Hochreiter and Schmidhuber,85

1997) architecture was introduced as an improved version86

of the RNN. RNN-LSTMs introduce a cell state with gates87

to retain important information over long sequences. How-88

ever, despite their benefits, LSTMs are notoriously chal-89

lenging to deploy effectively. The difficulty arises from the90

complexity of the architecture, leading to a greater risk of91

over-fitting, the requirement for a large training dataset,92

and the necessity of making numerous decisions concern-93

ing architecture and training hyperparameters (Greff et al.,94

2016). Consequently, performance can vary significantly95

based on these factors (Parmezan et al., 2019).96

97

CNNs (LeCun et al., 1989) are a class of neural net-98

works mainly used in computer vision due to their ability 99

to find patterns and spatial hierarchies of features within 100

images. The core principle of CNNs resides in convolu- 101

tion layers, which employ sets of learnable filters that slide 102

across the input image and conduct convolution operations 103

to extract spatial features. The first layers of the net- 104

work detect basic features such as horizontal and vertical 105

edges, while subsequent layers extract increasingly complex 106

features such as objects or faces. Additionally, CNNs in- 107

corporate pooling layers to reduce the spatial dimensions 108

of the feature maps produced, and fully connected lay- 109

ers to integrate the high-level features learned to perform 110

classification or regression tasks. In the context of time 111

series analysis, a specialized variant known as the one- 112

dimensional convolutional neural network, or 1D CNN, can 113

be employed. This type of CNN is designed for processing 114

sequential data, such as time series datasets. It is worth 115

noting that, contrary to LSTMs, CNNs are not explicitly 116

designed to capture long-term dependencies. However, due 117

to their simpler architecture, they typically offer quicker 118

training times, often require less data for training, and can 119

exhibit more stable performance (Zhang et al., 2015; Cura 120

et al., 2020; Marinho et al., 2023). 121

122

When using neural networks, one of the most impor- 123

tant issues is the design of the architecture. Most of them 124

are designed manually, sometimes thanks to prior exper- 125

tise, but often without any concrete justification for the 126

choices made other than empirical exploration. In addi- 127

tion, in cases where users do not have sufficient expertise, 128

for example on a problem like ours that has not yet been 129

widely investigated, it becomes very difficult to achieve a 130

high-performance network architecture as well as to justify 131

the choices made by manually designing a network. One 132

way of addressing this challenge is to adopt a well-known 133

method, called the genetic algorithm, and apply it to the 134

particular case of neural network architecture search. The 135

genetic algorithm was introduced in 1975 by John Holland 136

and his collaborators, gaining popularity in the 1990s, as 137

indicated by the reissued work Holland (1992). It is an evo- 138

lutionary algorithm inspired by the process of natural selec- 139

tion and genetic evolution and is used to solve all kinds of 140

optimization problems. The general idea is to borrow from 141

natural selection the concepts of reproduction, crossover, 142

and mutation to iteratively evolve a population of potential 143

solutions toward better solutions over the course of succes- 144

sive generations. 145

146

One of the many optimization problems that benefit 147

from this approach is the search for neural network hyper- 148

parameters. Hyperparameters are values set by the user 149

prior to the model training, distinct from parameters known 150

as weights that are updated during the model learning pro- 151
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cess. Examples of hyperparameters include those control-152

ling the learning process, such as the learning rate and153

batch size, or those defining the model architecture, such154

as the number of hidden layers and the dropout rate. The155

idea of applying the genetic algorithm approach to auto-156

matically set hyperparameter values was quickly investi-157

gated (Miller et al., 1989), and then specialized for various158

types of networks and tasks, such as regression with feed-159

forward neural networks (Benardos and Vosniakos, 2007),160

image classification with CNNs (Xie and Yuille, 2017; Sun161

et al., 2020), and natural language processing task with162

LSTMs (Gorgolis et al., 2019). Regarding the time series163

regression task, which is our focus in this work, genetic164

algorithms have occasionally been applied to some types165

of neural networks, including time-delay neural networks166

(TDNNs) (Hansen et al., 1999), LSTMs (Bouktif et al.,167

2018; Erden, 2023), and 1D CNNs (Chung and Shin, 2020).168

However, while all these works use the general principle of169

genetic algorithms, they tailor their approaches to the spe-170

cific network type chosen, and consequently, the hyperpa-171

rameters to be optimized. Often, these choices are influ-172

enced by the application context. Given that our problem173

is still relatively unexplored, we had no preconceived ideas174

about the best model type to use, necessitating a more175

general approach. Therefore, we decided to implement a176

genetic architecture search algorithm for our time series177

regression task without specializing in any single network178

type, allowing us the flexibility to explore several possibili-179

ties, such as LSTMs and CNNs.180

181

In this work, we introduce a genetic algorithm approach182

for searching architecture hyperparameters, designed to be183

applicable to various types of neural networks. We chose184

to apply it to LSTMs and CNNs in order to study the185

prediction of fMRI NF scores from EEG signals alone, using186

a global model approach, as opposed to subject-specific187

models. The goal of this approach is to reduce the reliance188

on the costly fMRI modality in a bi-modal neurofeedback189

context.190

2. Materials191

The pseudonymized data are available in BIDS format on192

the OpenNeuro platform: https://openneuro.org/193

datasets/ds002338. OpenNeuro is an open science194

database dedicated to storing datasets from human brain195

imaging research studies, providing a free and open plat-196

form for sharing data. This dataset consists of simulta-197

neous EEG-fMRI acquisitions performed during a motor198

imagery neurofeedback task. It is described in Lioi et al.199

(2020) as the XP2 protocol and received approval by the200

Institutional Review Board. This section offers information201

about the participants, the experimental protocol, equip-202

ment, offline processing steps, and concludes with specifics 203

regarding the computation of the NF scores used in our 204

study. 205

2.1 Participants and protocol 206

We used data collected from 15 healthy subjects included in 207

the XP2 protocol, described below. The original study (Per- 208

ronnet et al., 2018) involved 17 subjects, but two individu- 209

als (identified as sub-xp202 and sub-xp203) were excluded 210

from our analysis due to a lack of BOLD data. All par- 211

ticipants were right-handed and had never taken part in a 212

neurofeedback session. Each participant provided signed 213

informed consent, including consent for the publication of 214

their anonymized data. 215

This protocol comprises a single session, featuring three 216

motor imagery (MI) neurofeedback runs. Initially, a MIpre 217

run, which is a run where the subject engages in mo- 218

tor imagery without receiving any feedback, was used to 219

identify the region of interest (ROI) for fMRI processing. 220

Then, three neurofeedback runs were performed with a 221

one-minute break between each run. A single run consists 222

of eight blocks alternating between 20 seconds of rest with 223

eyes open and 20 seconds of motor imagery task involving 224

the right hand, with visual feedback. The session con- 225

cluded with a MIpost block without feedback to evaluate 226

the participant’s performance. Finally, within this proto- 227

col, seven subjects received unidimensional (1D) feedback, 228

while the remaining eight were provided with bidimensional 229

(2D) feedback. While Cury et al. (2020a) showed that par- 230

ticipant behavior differs between 1D and 2D feedback, we 231

included all 15 subjects in our analysis, following the ap- 232

proach in Cury et al. (2020b). This was done to ensure an 233

adequate amount of data given the already limited subject 234

pool, under the assumption that this inclusion would not 235

significantly impact the results. 236

2.2 Equipment 237

Data were obtained through a hybrid EEG-fMRI neurofeed- 238

back setup located at the Neurinfo platform (Rennes Uni- 239

versity Hospital, France), with detailed specifications pro- 240

vided in Mano et al. (2017). This platform facilitates EEG- 241

fMRI acquisition, online processing, EEG-fMRI NF scores 242

computation over time, and synchronisation before sending 243

the visual feedback. 244

EEG data was recorded using a 64-channel extended 245

international 10–20 EEG system solution from Brain Prod- 246

ucts (Brain Products GmbH, Gilching, Germany), which is 247

MR-compatible. The signal was sampled at a rate of 5 kHz 248

and a resolution of 0.5 µV, with FCz used as the reference 249

electrode and AFz as the ground electrode. 250

fMRI acquisitions were conducted using a 3T Verio MRI 251

running VB17 (Siemens Healthineers, Erlangen, Germany) 252
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and equipped with a 12-channel receiver head coil. The ac-253

quisitions were carried out using echo-planar imaging (EPI)254

and covered the upper half of the brain with the following255

parameters: TR = 1s, TE = 23ms, resolution: 2×2×4256

mm3, number of 4-mm slices: 16, no slice gap.257

2.3 Offline processing258

Detailed information about preprocessing can be found in259

Lioi et al. (2020), leading to a signal sampled at 200 Hz260

for the EEG modality. As for fMRI acquisitions, MIpre runs261

mentioned earlier were used in each session to conduct a262

first-level general linear model (GLM) analysis. The result-263

ing activation maps, voxel-wise family-wise error corrected264

at p < 0.05, were used to define two regions of interest265

(ROIs), each measuring 9× 9× 3 voxels, centered around266

the maximum activation in the primary motor area (M1)267

and the supplementary motor area (SMA), respectively.268

2.4 NF scores computation269

The EEG NF scores were computed as a measure of event-270

related desynchronization (ERD), following the formula:271

NFEEG(t) = BPC3(rest)−BPC3(t)
BPC3(rest) (1)

where BPC3(t) represents the power in the 8–30 Hz fre-272

quency band of a Laplacian around C3 at time t and BPC3(rest)273

denotes the average power in the 8–30 Hz frequency band274

over the resting block preceding the neurofeedback train-275

ing. NFEEG(t) quantifies the desynchronization occurring276

during motor imagery in relation to the baseline at rest.277

The EEG NF scores were converted into visual feedback278

every 250 ms, resulting in 1280 NF scores per run.279

The fMRI NF scores were then calculated according to280

the following formula:281

NFfMRI(t) = BROI(t)
BROI(rest) −

BBG(t)
BBG(rest) (2)

where BROI(t) represents the fMRI signal in the ROI (M1282

area) selected during the calibration step at time t, di-283

vided by the corresponding signal averaged across the last284

6 seconds of the preceding rest block. BBG(t) denotes285

the BOLD signal in a background lower slice, included to286

normalize by global BOLD signal changes. The fMRI NF287

scores were converted into visual feedback every second,288

resulting in 320 NF scores per run.289

3. Methods290

Our approach focuses on predicting fMRI neurofeedback291

scores from EEG signals. As illustrated in Figure 1, we op-292

erate in the context of bi-modal EEG-fMRI neurofeedback293

sessions. The long-term objective is to deploy this method294

during future neurofeedback sessions, where the model pro- 295

vides fMRI NF predictions without MRI acquisitions, to re- 296

duce its associated costs. The purpose of this section is to 297

explain the construction of such a model. Firstly, we will 298

describe the creation of the supervised learning dataset. 299

Then, we will detail the search for the model architecture 300

using a genetic algorithm. Finally, we will conclude by 301

discussing the training and performance evaluation of the 302

model. 303

Created by Cécile Lanza Parker
from the Noun Project

Created by Eucalyp
from the Noun Project

Created by nuengrutai
from the Noun Project

Simultaneous EEG-fMRI
data acquisition

Model training Method deployment

eated by Smashing Stocks
m the Noun Project

Created by Vectors Point
from the Noun Project

fMRI features extraction

fMRI + EEG NF scores

EEG features extraction

fMRI NF scores

EEG signals

Created by Vectors Point
from the Noun Project

predicted fMRI + EEG NF scores

Created by Cécile Lanza Parker
from the Noun Project

predicted fMRI NF scores

EEG NF scores

Model
predicting

fMRI NF scores

from
EEG signals

EEG signals

Figure 1: Illustration summarizing our approach and
objectives for predicting fMRI neurofeedback scores
from EEG signals. Firstly, simultaneous EEG-fMRI data
are acquired during neurofeedback sessions. This data is
used to build a model capable of predicting fMRI NF scores
from EEG signals alone. Our ultimate goal is to use the pre-
vious model learned from the bi-modal sessions to enhance
the EEG unimodal sessions by proposing an improved NF
score that incorporates the model fMRI predictions.

3.1 Formatting of the dataset 304

We have decided to set up two ways of generating our 305

dataset in order to compare both approaches. Firstly, we 306

created supervised learning samples directly from the raw 307

signals by associating relevant parts of the EEG signal with 308

the corresponding fMRI NF scores, which is the outcome 309

we aim to predict. Alternatively, we extracted features 310

from the raw EEG signals, potentially facilitating model 311

learning, and similarly associated relevant segments with 312

the corresponding fMRI NF scores. 313

3.1.1 From raw signals to supervised learning samples 314

Initially, we had raw EEG signals acquired with 64 chan- 315

nels at a sampling rate of 200 Hz over 320 seconds per 316

run, resulting in 64,000 points per channel and per run. 317

The first decision we made involved dimensionality reduc- 318

tion, selecting signals only from 25 channels referred to as 319

motor electrodes (’F3’, ’F4’, ’C3’, ’C4’, ’Fz’, ’Cz’, ’FC1’, 320

’FC2’, ’CP1’, ’CP2’, ’FC5’, ’FC6’, ’CP5’, ’CP6’, ’F1’, ’F2’, 321

’C1’, ’C2’, ’FC3’, ’FC4’, ’CP3’, ’CP4’, ’C5’, ’C6’, ’CPz’), 322

chosen for their proximity to the motor area under study 323

(see Figure 2). 324

To facilitate reproducibility of the study, we want to 325

give extra details about where to find the fMRI NF scores 326

4



MELBA Journal Sample Article

Figure 2: Channels selected for the creation of the
samples. The colored electrodes on the diagram corre-
spond to the channels selected for creating our samples due
to their proximity to the motor area under study. The elec-
trode corresponding to the empty space between Cz and
Fz, known as FCz, was not selected here as it was used as
the reference electrode, as described in section 2.2.

that we used. The derivatives of our previously described327

data available on OpenNeuro include NF scores calculated328

for both the primary motor cortex area (M1) and the sup-329

plementary motor area (SMA). M1 is primarily responsible330

for the execution of voluntary movements, whereas SMA331

is involved in the planning and coordination of complex332

movements. Additionally, for each of these NF targets,333

both raw NF scores and smoothed NF scores are provided.334

Raw NF scores were calculated according to the formula335

presented in section 2.4, whereas the smoothed version of336

the NF scores was computed over the preceding three vol-337

umes. For this study, we decided to use the raw NF scores338

calculated for the M1 area as the outcome we aim to pre-339

dict.340

We initially had 320 fMRI NF scores per run, repre-341

senting 1 NF score per second. For the following steps,342

we increased this number to 1280 NF scores per run by343

linear interpolation, resulting in 4 NF scores per second.344

The reasoning behind this comes from the fact that the345

EEG NF scores have a size of 1280 per run. Therefore,346

having the same size for both fMRI and EEG NF scores347

will prove useful for the analysis in the results section 4.348

Furthermore, this idea of harmonizing towards 1280, rather349

than 320, serves as a form of data augmentation where we350

artificially increase the number of samples to be given to 351

the model during training. We then proceeded with a cal- 352

ibration step. This involved retrieving the fMRI NF scores 353

from the three runs of the same subject, calculating the 354

70th percentile for these three runs, dividing the scores by 355

this value, and finally clipping the scores to be within the 356

range of 0 to 1. This corresponds most closely to the real 357

scores shown to the subjects during neurofeedback. In the 358

following, this outcome we aim to predict will be referred 359

to as true fMRI NF scores, as opposed to our predicted 360

fMRI NF scores. 361

Next, we proceeded to create the supervised learning 362

samples by associating each true fMRI NF score with a 363

corresponding segment of the EEG data. Since fMRI NF 364

scores are derived from the BOLD signal in the motor ROI, 365

as well as from the signal averaged across the last 6 sec- 366

onds of the previous rest block as explained in section 2.4, 367

we decided to select the equivalent of 6 seconds of the EEG 368

signal preceding the corresponding fMRI NF score, along 369

with the last 6 seconds of the preceding rest block. Con- 370

sequently, this selection does not allow for the creation of 371

samples for the first 6 seconds, resulting in the exclusion 372

of the initial 24 fMRI NF scores out of the total 1280 per 373

run. This process is illustrated in Figure 3. 374

O s

1 t

ttt-119912001

fMRI NF
score

1280

1

t
64000

32O s

O s 2O s 4O s

rest block task block

32O s

fMRI NF scores

Raw EEG signal

Raw signal-based
sample t 

with the corresponding 
fMRI NF score

...

...

...

25 channels

25 channels

last 6 seconds of the
preceding rest block 

6 seconds of raw
signal preceding t

... ...

Figure 3: From raw signals to supervised learning sam-
ples. The sample corresponding to the fMRI NF score at
time t is created by combining the last 6 seconds of raw
EEG signal from the preceding rest block with the 6 sec-
onds of the raw EEG signal preceding t.

3.1.2 From extracted features to supervised learning 375

samples 376

In this approach, we initially had the same materials at our 377

disposal: the raw EEG signals from the 25 selected chan- 378

nels and the calibrated fMRI NF scores. The additional step 379

involves extracting features from the EEG signal instead of 380

using the raw signal. We chose to extract the bandpower in 381

the alpha range (8-12 Hz) and the beta range (12-30 Hz) 382
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over a 2-second window with a shift of 0.05 seconds. In the383

previous approach, we used the channels as features, result-384

ing in 25 features per time point. Here, we calculate both385

alpha and beta power bands for each of the 25 channels,386

resulting in a total of 50 features per time point. In the387

same manner, we then associated each fMRI NF score with388

the corresponding segment of the EEG data. As the previ-389

ous approach, the segment consisted of the equivalent of390

6 seconds of EEG bandpowers preceding the corresponding391

fMRI NF score, along with the last 6 seconds of bandpow-392

ers from the preceding rest block. In the end, this approach393

does not allow for the creation of samples for the first 6394

seconds either. Additionally, 2 more seconds are excluded395

due to the feature extraction window size, resulting in the396

exclusion of the initial 32 fMRI NF scores out of the total397

1280 per run. This process is illustrated in Figure 4.398

O s

1 t

ttt-1191201

fMRI NF
score

1280

40

t
6400

32O s

2 s 2O s 4O s

rest block task block

32O s

fMRI NF scores

Alpha and beta
bandpowers 

extracted over a 
2-second window

Feature-based
sample t

with the corresponding 
fMRI NF score

...

...

...

50 fe
atures

50 fe
atures

last 6 seconds of the
preceding rest block 

6 seconds of extracted
features preceding t

... ...

1 t 64000

O s 32O s

Raw EEG signal

......

25 channels

Figure 4: From extracted features to supervised learn-
ing samples. Features are extracted by computing alpha
(8-12 Hz) and beta (12-30 Hz) bandpowers over a 2-second
window with a shift of 0.05 seconds. The sample corre-
sponding to the fMRI NF score at time t is created by
combining the last 6 seconds of extracted EEG features
from the preceding rest block with the 6 seconds of ex-
tracted EEG features preceding t.

3.2 Genetic search for neural network architecture399

We proposed a genetic algorithm framework with the aim400

of making it adaptable to several types of network archi-401

tectures, such as CNNs or LSTMs. The population in the402

genetic search consists of individuals. An individual is a403

set of architecture hyperparameter values, which differs ac-404

cording to the type of network chosen. These hyperparam-405

eter values are used to build a model architecture, which is406

then evaluated to score the individual and ultimately select407

the best architecture. The full training and testing of the 408

model based on the chosen network took place at a later 409

and independent stage. 410

3.2.1 Genetic search algorithm overview 411

A genetic algorithm involves three main components: the 412

initialization of the population, the scoring of individuals, 413

and the evolution of the population. Our genetic search, 414

outlined in Algorithm 1, takes into account a pre-selected 415

set of hyperparameter values that depends on the type of 416

architecture we aim to optimize. Additionally, it needs the 417

data described above, a fixed number of individuals consti- 418

tuting the population, and finally, the number of genera- 419

tions to be processed. Detailed specifications are provided 420

in section 3.2.5. 421

The genetic search begins by initializing the individu- 422

als, each corresponding to a set of hyperparameters which 423

values are taken at random from the pre-selection, as de- 424

scribed in Algorithm 2. For each generation, the algorithm 425

iterates through the population, training a neural network 426

model with hyperparameters defined by the current individ- 427

ual. The performance, referred to as score, of each individ- 428

ual is then assessed using the mean squared error (MSE) 429

metric, as outlined in Algorithm 3. After evaluating all 430

individuals in a generation, the population undergoes evo- 431

lution, which involves processes such as the selection of the 432

best individuals in this generation as parents, crossover to 433

create offspring, and mutation of some hyperparameter val- 434

ues also known as genes, as detailed in Algorithm 4. This 435

evolution creates a new population for the next generation. 436

The loop continues until we reach the desired number of 437

generations, and at the end of the process, the algorithm 438

returns the individual with the best performance from the 439

last generation. 440

3.2.2 Initialization of the population 441

For the initialization step, we need the set of hyperparam- 442

eters and their pre-selected set of values, as well as the 443

desired number of individuals within a population. 444

The initialization algorithm consists of assigning ran- 445

domly those values to each newly created individual. In 446

this manner, it iterates over each individual in the popu- 447

lation and, for each individual, iterates over each hyperpa- 448

rameter. During this process, it selects a value at random 449

for each hyperparameter from a pre-defined set of possible 450

values. This random creation process provides some diver- 451

sity in the initial population, which is the starting point of 452

a broad exploration of the hyperparameters space. Once 453

values for all hyperparameters are chosen for each indi- 454

vidual, the algorithm returns the population for the first 455

generation. 456
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Algorithm 1: Genetic search
Input: A pre-selected set of hyperparameter values

to search for, the data, the number of
individuals in the population, the number
of generations.

Output: The best individual.
1 P0 ← Initialize the individuals in the population as

described in Algorithm 2.
2 for each generation n do
3 for each individual i do
4 Scorei ← Evaluate the individual’s

performance, as described in Algorithm 3.
5 end
6 if generation < number of generations then
7 Pn ← Evolve the population, as described

in Algorithm 4.
8 end
9 end

10 Return the individual that has the best score out
of the last generation.

Algorithm 2: Initialization of the population
Input: The pre-selected set of hyperparameter

values to search for, the number of
individuals in the population.

Output: A population.
1 for each individual i do
2 for each hyperparameter h do
3 ih ← Select a value at random from the

pre-selection.
4 end
5 end
6 Return the population consisting of the desired

number of individuals.

3.2.3 Scoring of individuals457

During this crucial step, the individuals taken as input un-458

dergo training and scoring using the same training, early459

stopping, and scoring datasets. These datasets consist of460

13 subjects for training, 1 subject for early stopping, and 1461

subject for scoring.462

The method begins by creating a neural network ar-463

chitecture based on the hyperparameter values specified in464

the individual. Then, it proceeds to train it on the training465

dataset, using the early stopping dataset to mitigate under-466

fitting and overfitting. Once training is done, the model is467

assessed on the scoring dataset by generating predictions468

and computing the mean squared error (MSE) with true469

fMRI NF scores. The mean of these errors, called a model470

score, serves as a quantitative measure of the individual’s471

performance, reflecting how well the neural network, de- 472

signed with the specified hyperparameters from the individ- 473

ual, can accurately predict the desired output. The lower 474

the score, the better the individual’s performance. 475

Algorithm 3: Scoring of individuals
Input: An individual i, the training dataset, the

early stopping dataset, the scoring dataset.
Output: A score which represents the

performance of the individual.
1 Modeli ← Initialize the neural network

architecture with hyperparameter values taken
from individual i.

2 Modeli ← Train the model with the training and
early stopping datasets.

3 Scorei ← Evaluate the model with the scoring
dataset.

4 Return the MSE between fMRI NF predictions
and true fMRI NF scores over the scoring dataset.

3.2.4 Evolution of the population 476

Finally, for the last major step, we once again need the 477

set of hyperparameters, as well as the previous population 478

whose individuals have been trained and evaluated. 479

The evolution process involves selecting the top n indi- 480

viduals from the previous population as parents. To intro- 481

duce diversity, i new individuals are randomly created and 482

added to the list of parents. Specifications are provided 483

in section 3.2.5. These parents are then included in the 484

new population. To maintain a consistent number of indi- 485

viduals across generations, the population is supplemented 486

with offspring generated from these parents. To create an 487

offspring, two parents are chosen randomly, and a crossover 488

process occurs, where the value of each hyperparameter is 489

randomly selected from either parent. A small chance of 490

mutation is then introduced, meaning there is a probability 491

p that one hyperparameter value is replaced by a new one 492

chosen at random from a pre-selected set of values. This 493

combination of selection, crossover, and mutation aims to 494

create a new population with a mix of well-performing in- 495

dividuals from the previous generation and potentially new 496

individuals that explore different regions of the hyperpa- 497

rameter space. The algorithm concludes by returning the 498

updated population, ready for the next generation of the 499

genetic search. 500

3.2.5 Implementation details 501

To begin with, we will describe the choices made for the 502

inputs to the aforementioned algorithms. Firstly, an im- 503

portant step is to define the search space from which the 504

7
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Algorithm 4: Evolution of the population
Input: The pre-selected set of hyperparameter

values to search for, the previous
population.

Output: Updated population after performing
selection, crossover, and mutation
operations on the previous population.

1 Parents← Select the best individuals.
2 Parents← Add new individuals, randomly

created in the same manner as outlined in
Algorithm 2.

3 Population← Add parents to the new
population.

4 for each remaining space in the population do
5 Offspring ← Take two distinct parents at

random, then perform crossover by randomly
selecting the value of each hyperparameter
from one of the two parents.

6 Offspring ← Mutate with a probability p
one hyperparameter value of the offspring.

7 Population← Add the offspring to the new
population.

8 end
9 Return the new population.

genetic algorithm will select values to create individuals.505

The search space varies depending on the type of architec-506

ture being searched for.507

• LSTM:508

– Number of layers: [1, 2, 3]509

– Number of nodes: [1, 2, 3, 4, 5, 10, 20, 30, 40, 50]510

– Number of neurons in the dense layer: [32, 64, 128,511

256, 512]512

– Dropout: [0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8]513

– Kernel regularizers value: [0.0005, 0.001, 0.005, 0.01]514

• CNN:515

– Number of convolutional layers: [2, 3, 4]516

– Number of filters in the first layer: [16, 32, 64, 128]517

– Kernels size: [3, 9, 25, 65, 95, 125]518

– Number of neurons in the dense layer: [64, 128, 256,519

512]520

– Spatial dropout: [0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8]521

– Dropout: [0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8]522

– Kernel regularizers value: [0.0005, 0.001, 0.005, 0.01]523

These values are referred to as the pre-selection. For 524

both architecture types, we excluded values that we empir- 525

ically considered either too low or too high while maintain- 526

ing a wide amplitude, such as dropout values of 0.1 and 527

0.9, and regularizer values below 0.0005 and above 0.01. 528

Additionally, considering hardware limitations, we opted for 529

reasonable values. For LSTMs, this included a maximum of 530

3 layers, a maximum of 50 nodes per layer, and a maximum 531

of 512 neurons in the dense layer. For CNNs, we opted for 532

a maximum of 4 convolutional layers, a maximum of 128 533

filters in the first layer, a kernel size no greater than 125, 534

and a maximum of 512 neurons in the dense layer. It’s 535

important to note that the architecture search space was 536

restricted to configurations achievable with the chosen pre- 537

selected hyperparameters. LSTM models were constrained 538

to have the same number of nodes for all layers. For CNNs, 539

we chose a consistent pattern for the number of filters, 540

doubling the number from the preceding layer. This rule 541

applied starting with the first layer, which was the only 542

layer under consideration in the search process. 543

Regarding the rest of the genetic search algorithm in- 544

puts, we reiterate that the datasets used in the genetic 545

search comprised the three runs of 13 subjects for the train- 546

ing dataset, the three runs of one subject for the early 547

stopping dataset, and the three runs of one subject for 548

the scoring dataset. The creation of these samples has 549

been detailed in section 3.1. Finally, we set the number 550

of individuals in the population to 10, and the number of 551

generations to 10. All input values were chosen expect- 552

ing a balance between having ample research depth and 553

accommodating hardware limitations. 554

Secondly, regarding the training hyperparameters, we 555

fixed the maximum number of epochs at 300 and imple- 556

mented early stopping with a patience of 10 and restora- 557

tion of the best weights. The batch size was set to 32, the 558

training loss function used was mean squared error, and 559

the Adam optimizer was used with an initial learning rate 560

of 1e-05. 561

Finally, regarding the choices made for the evolution of 562

the population, given that we fixed the number of individ- 563

uals in the population to 10, we chose to keep the top 2 564

individuals as parents and introduce 1 randomly created in- 565

dividual into the parents’ list. Consequently, to achieve the 566

final population size of 10 individuals, 7 offspring were gen- 567

erated, each with a 20% probability of mutation occurring 568

in a randomly selected hyperparameter value. 569

3.3 Post-genetic model for fMRI NF scores prediction 570

3.3.1 Post-genetic model training 571

Once the best architecture design was selected, we pro- 572

ceeded with the final phase: model training. From the 573

preceding step, we retained only the architecture hyperpa- 574
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rameters of the individual with the best performance. We575

did not retain the weights of the trained models, as ge-576

netic search and model training were designed to be sepa-577

rate phases. For training hyperparameters, we used similar578

values to those employed during the genetic search phase.579

Early stopping was implemented with a patience of 10 and580

restoration of the best weights, the batch size was set to581

32, the training loss function used was mean squared error,582

and the Adam optimizer was used with an initial learning583

rate of 1e-05. However, we fixed the maximum number584

of epochs at 500 to allow more freedom for the models to585

converge. This phase was less time-consuming than the586

genetic search phase since we only had to train 15 mod-587

els, as explained in the next section, compared to the 100588

models (i.e., 10 generations with 10 models each) in the589

genetic search phase.590

3.3.2 Post-genetic model evaluation591

To evaluate our method, we used the selected neural net-592

work architecture and conducted 15 training processes on593

different data arrangements, resulting in 15 different mod-594

els trained on the same architecture. Notably, the partition595

used during the genetic search corresponds to the 15th fold596

of the model evaluation conducted here.597

Table 1: Details of the composition of the 15 folds
used. Each fold consists of three datasets: training, early
stopping, and test. The three runs from the same subject
are always grouped together within the same dataset.

Fold ID Test Early stop-
ping Training

Fold 1 sub-xp201 sub-xp204 all 13 others
Fold 2 sub-xp204 sub-xp205 all 13 others
Fold 3 sub-xp205 sub-xp206 all 13 others
Fold 4 sub-xp206 sub-xp207 all 13 others
Fold 5 sub-xp207 sub-xp210 all 13 others
Fold 6 sub-xp210 sub-xp211 all 13 others
Fold 7 sub-xp211 sub-xp213 all 13 others
Fold 8 sub-xp213 sub-xp216 all 13 others
Fold 9 sub-xp216 sub-xp217 all 13 others
Fold 10 sub-xp217 sub-xp218 all 13 others
Fold 11 sub-xp218 sub-xp219 all 13 others
Fold 12 sub-xp219 sub-xp220 all 13 others
Fold 13 sub-xp220 sub-xp221 all 13 others
Fold 14 sub-xp221 sub-xp222 all 13 others
Fold 15 sub-xp222 sub-xp201 all 13 others

Our data consists of 15 subjects, each with 3 NF runs598

of 1256 samples for the raw signal-based approach and599

1248 samples for the extracted features-based approach.600

Using these subjects, we performed 15 different permuta-601

tions, referred to as folds, in a leave-one-subject-out cross602

validation manner. Each fold corresponds to a different 603

partitioning where one subject is used to test the model 604

and evaluate its performance, another one to apply an early 605

stopping strategy to avoid overfitting, and the rest to learn 606

the model weights. They are respectively referred to as the 607

test, early stopping, and training datasets. So, in fold i, 608

the test dataset consisted of the 3 runs of subject i, the 609

early stopping dataset of the 3 runs of subject i + 1, and 610

the training dataset of the 3 runs of all the other subjects. 611

The detailed list of permutations is provided in Table 1. 612

Such an approach facilitated the training and evaluation of 613

15 models built with the same architecture, enhancing the 614

robustness of our method’s performance assessment. 615

Finally, to assess the performance of these models, we 616

predicted the fMRI NF scores for each sample of each test 617

run and compared them with true fMRI NF scores using 618

mean squared error (MSE). The average error for these test 619

runs represent the performance of each of the 15 trained 620

models, and the average of these performances represents 621

the overall performance of our method. Then, to assess the 622

applicability of our method in real-life conditions, as pre- 623

sented in the deployment section of Figure 1, we proceed to 624

the next step. Our ultimate goal is to generate NF scores 625

that integrate both our fMRI NF predictions and EEG NF 626

scores, aiming to approximate true bi-modal EEG-fMRI NF 627

scores without fMRI acquisitions. Therefore, we combined 628

both our predictions and true fMRI NF scores with the cal- 629

ibrated EEG NF scores (presented in section 2.4 and cali- 630

brated in the same way as fMRI NF scores in section 3.1). 631

This combination is achieved by computing the mean be- 632

tween the fMRI NF scores and the EEG NF scores. Since 633

both have been calibrated between 0 and 1, the combined 634

scores also fall within this range. Then, we calculated the 635

error between the fMRI NF predictions averaged with EEG 636

NF scores and the true bi-modal EEG-fMRI NF scores. It 637

is worth noting that the resulting average errors will be 638

lower than the MSE between predicted and true fMRI NF 639

scores since EEG NF scores are added on both sides. To be 640

exact, this operation is equivalent to dividing those MSEs 641

by 4. The purpose of this step is to obtain an estimate of 642

the quality of this new virtually bi-modal NF score. Since 643

our fMRI NF predictions are intended to enhance EEG NF 644

scores, their combination should exhibit a lower error with 645

the true EEG-fMRI NF scores than EEG-NF scores alone 646

for us to validate our method. 647

4. Results 648

4.1 Results overview 649

As the results of this work are substantial and quite de- 650

tailed, we begin with an overview to clarify the structure 651

of this section. We will present the results of the models 652
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created using two types of neural network architectures:653

LSTM and 1D CNN. These models were trained using654

two different data preparation approaches described in sec-655

tion 3.1: extracted features-based samples and raw signal-656

based samples. We start by summarizing and illustrating657

the performances corresponding to the fMRI NF predic-658

tions of these four configurations in Table 2 and Figure 5.659

Then, we will examine the final results, which incorporate660

EEG NF scores, in Table 3.661

To begin with, Table 2 allows us to assess the perfor-662

mance of the four configurations using two metrics: mean663

squared error (MSE) and Pearson’s correlation. MSE is the664

main metric used here, while Pearson’s correlation offers665

additional insights into the shape of the predictions. The666

values presented here correspond to the error and correla-667

tion between the fMRI NF predictions and the true fMRI668

NF scores, representing model performance directly at the669

output.670

In summary, the mean MSEs between fMRI NF predic-671

tions and true fMRI NF scores across the four configura-672

tions are fairly similar, but it is the CNN architecture with673

extracted features samples that stands out with the lowest674

value (0.1586). Regarding Pearson’s correlations, the val-675

ues are overall very low. While correlation isn’t necessarily676

the best metric in this case, given that both predictions and677

true scores can feature frequent spikes and fluctuations, it678

serves as a useful secondary metric. It allows us to evaluate679

the appearance of the predictions, which is an important680

aspect when judging the quality of the results, as we will681

see in the following. We note that the two CNN config-682

urations perform slightly better in this regard, with corre-683

lations around 0.1, while the LSTM configurations show684

correlations close to zero.685

Then, we summarize the performance of our four con-686

figurations side by side in Figure 5. At first glance, the dif-687

ferences between the configurations are not obvious. We688

begin by comparing the neural network types: for LSTMs,689

the difference between the extracted features approach and690

the raw signal approach is not significant. However, for691

CNNs, the extracted features approach performs signifi-692

cantly better than the raw signal approach. Next, we com-693

pare network types within each approach: for the raw sig-694

nal approach, the difference between LSTM and CNN is695

not significant, while for the extracted features approach,696

CNN significantly outperforms LSTM. Further details will697

be provided in the following sections.698

Next, Table 3 presents what we refer to as the final699

results, compared against two baselines (n°1 and n°2) to700

be surpassed, which allow us to evaluate the success of701

the experiments. The principle behind these final results,702

described in section 3.3.2, consists of combining both our703

predictions and true fMRI NF scores with the correspond-704

ing EEG NF scores, following the goal of approximating705

Table 2: Comparison of fMRI NF predictions across all
configurations. First column: Mean MSE between fMRI
NF predictions versus true fMRI NF scores (corresponding
to the pink (left) boxplot in the following figures). Second
column: Mean Pearson’s correlation between fMRI NF pre-
dictions versus true fMRI NF scores.

Configuration

Mean MSE
between pre-
dicted and
true fMRI NF
scores

Mean correla-
tion between
predicted and
true fMRI NF
scores

LSTM extracted
features samples

0.1673
(±0.0177)

0.0418
(±0.1114)

LSTM raw signal
samples

0.1707
(±0.0560)

-0.0162
(±0.0572)

CNN extracted
features samples

0.1586
(±0.0212)

0.1022
(±0.1956)

CNN raw signal
samples

0.1692
(±0.0299)

0.1151
(±0.2283)

LSTM with extracted
features samples

LSTM with
raw signal samples

CNN with extracted
features samples

CNN with
raw signal samples

0.10

0.15

0.20

0.25

0.30

0.35

0.40

0.45

0.50

M
ea

n 
sq

ua
re

d 
er

ro
r (

M
SE

) b
et

we
en

 p
re

di
ct

ed
 a

nd
 tr

ue
 fM

RI
 N

F 
sc

or
es

ns

p = 6.88E-01

*

p = 3.31E-03

*

p = 1.72E-03

ns

p = 8.77E-01

Configuration comparison

Figure 5: Results for all test subjects across all folds
using the mean squared error (MSE) metric for all
configurations. Each boxplot represent the MSE between
the predictions of fMRI NF scores directly from the models
and true fMRI NF scores. The p-value from a paired t-test
is displayed for key comparisons (*: significant, ns: not
significant).

true bi-modal EEG-fMRI NF scores without requiring fMRI 706

acquisitions. The values presented here thus correspond 707

to the mean MSE between fMRI NF predictions averaged 708

with EEG NF scores versus true bi-modal EEG-fMRI NF 709

scores. These values do not provide any additional infor- 710

mation compared with the Table 2 (as mentioned earlier, 711

this operation is equivalent to dividing those values by 4), 712

but they are necessary for comparison with the two base- 713

lines. 714

The first baseline (noted baseline n°1), also introduced 715

in section 3.3.2, corresponds to the mean MSE between 716
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EEG NF scores and true bi-modal EEG-fMRI NF scores.717

The purpose of this comparison is to verify if our fMRI NF718

predictions are actually enhancing EEG NF scores. Ideally,719

the combination should yield a lower error when compared720

to the true EEG-fMRI NF scores than using EEG NF scores721

alone.722

The second baseline (noted baseline n°2) represents the723

mean MSE between the mean of true fMRI scores averaged724

with the EEG NF scores versus true bi-modal EEG-fMRI725

NF scores. The idea is to mimic a perfectly centered flat726

prediction. In fact, the calculation is close to the variance727

of true fMRI NF scores (with the combination with EEG728

NF scores), but we have chosen to explain it this way to729

connect it with what we are trying to verify. Indeed, the730

purpose of this second comparison is to verify if our fMRI731

NF predictions are more accurate than simply predicting732

the mean of the true fMRI scores. The story of why we733

decided to look at our results with baseline n°2 will be told734

in the following.735

So, let’s analyse Table 3. We first observe that base-736

line n°1 and n°2 values differ slightly between the extracted737

features and raw signal categories. Theoretically, these val-738

ues should be identical. This difference can be explained by739

the dataset formatting process, as presented in section 3.1.740

The number of samples created is not exactly the same741

(with 8 fewer samples per run for the extracted features742

approach), meaning that the true fMRI NF scores are also743

of slightly different sizes. This explains the minor variation744

between the means.745

When comparing our final results with baseline n°1, we746

find that all configurations outperform it, symbolizing that747

adding our fMRI NF predictions to EEG NF scores brings748

us significantly closer to the true bi-modal EEG-fMRI NF749

scores compared to using EEG NF scores alone. This is750

excellent news, as it suggests that our models effectively751

enhance EEG neurofeedback by incorporating fMRI predic-752

tions. However, as we will see in section 4.3, the LSTM753

configuration using raw signal-based samples unexpectedly754

produced flat-looking predictions, often centered around755

the mean of the true fMRI NF scores. Even more surpris-756

ingly, the mean MSE between these predictions and the757

true scores was very close to that of the LSTM models us-758

ing extracted features-based samples, which produced pre-759

dictions with greater amplitude. This observation raised760

the question of whether merely surpassing baseline n°1 is761

sufficient for our method to be considered satisfactory.762

Therefore, we turn our attention to baseline n°2. Here,763

we observe that none of the four configurations manage764

to outperform it. As we will see in the next sections,765

the LSTM with raw signal approach and the CNN with766

extracted features approach have lower performance than767

baseline n°2, but not significantly so (with a p-value of768

0.0882 and 0.2039 respectively (details provided in their769

respective sections), which exceeds the 0.05 threshold, in- 770

dicating that we cannot reject the null hypothesis of iden- 771

tical average scores). The comparison with baseline n°1 772

showed us that we were indeed predicting something in- 773

teresting from the EEG signals alone, despite considerable 774

differences between the two modalities. However, these 775

predictions were in fact no better than simply predicting 776

the average of the true fMRI NF scores. 777

Table 3: Comparison of final results across all con-
figurations. First column: Mean MSE between fMRI NF
predictions averaged with EEG NF scores versus true bi-
modal EEG-fMRI NF scores (corresponding to the yellow
(center left) boxplot in the following figures). Second col-
umn: Mean MSE between EEG NF scores and true bi-
modal EEG-fMRI NF scores (corresponding to the purple
(center right) boxplot in the following figures), referred to
as baseline n°1. Third column: Mean MSE between the
mean of true fMRI scores averaged with EEG NF scores
versus true bi-modal EEG-fMRI NF scores (corresponding
to the blue (right) boxplot in the following figures), referred
to as baseline n°2.

Config.
Mean MSE
for final re-
sults

Baseline
n°1 (MSE)

Baseline
n°2 (MSE)

LSTM
extracted
features
samples

0.0418
(±0.0044)

0.0829
(±0.0198)

0.0384
(±0.0037)

LSTM
raw
signal
samples

0.0427
(±0.0140)

0.0831
(±0.0196)

0.0388
(±0.0037)

CNN
extracted
features
samples

0.0397
(±0.0053)

0.0829
(±0.0198)

0.0384
(±0.0037)

CNN raw
signal
samples

0.0423
(±0.0075)

0.0831
(±0.0196)

0.0388
(±0.0037)

In the next four sections, we will examine and dis- 778

cuss the results of each configuration presented in Tables 2 779

and 3. For each section, we will provide: (1) an illustra- 780

tion of the architecture identified through genetic search, 781

(2) learning curves for the 15 trained folds, (3) overall per- 782

formance represented by boxplots using the mean squared 783

error (MSE) metric, (4) prediction examples showcasing 784

the highest and lowest errors across all folds, and (5) an 785

analysis figure of the relationship between the quality of 786

predictions and the quality of the EEG input signals. 787
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4.2 LSTM model with extracted features samples as788

inputs789

This section presents the results of applying our method790

to the LSTM network type using extracted features-based791

input data. After running the genetic algorithm for hyper-792

parameter optimization, the architecture hyperparameters793

found are as follows: one LSTM layer with 40 units, fol-794

lowed by a dense layer with 256 neurons. Regularization795

was applied to both the LSTM and dense layers with a796

value of 0.001, and the dropout rate for the dense layer797

was set at 0.3. An illustration of this network is provided798

in Figure 6.799

The use of only one LSTM layer, combined with a rela-800

tively large number of units, suggests a focus on capturing801

simple patterns in the input sequence. The dense layer,802

with its substantial number of neurons, contains the ma-803

jority of the model’s weights, and could be prone to over-804

fitting. However, the regularization applied, while mod-805

erate, helps mitigate this risk by penalizing large weights.806

Additionally, the modest dropout rate in the dense layer807

further reduces the likelihood of overfitting by randomly808

setting a fraction of the layer’s output units to zero dur-809

ing training. The relatively low regularization and dropout810

values indicate that significant overfitting mitigation was811

not necessary, which is typical for one-layer models like812

this one. This suggests that during the genetic search,813

this simpler network might have identified trends in the814

data better than bigger models, possibly because the in-815

put features were pre-extracted, simplifying the task. This816

interpretation will be contrasted with the results from raw817

signal-based samples in the next section.818

Input
(240 x features) 

Output
(1) 

LSTM
layer
(40)

Dense
layer
(256) 

LSTM layer: units=40, kernel_regularizer=0.001
Dense layer: activation="relu", kernel_regularizer=0.001, dropout=0.3

Figure 6: Architecture of the LSTM found through
the genetic search, using extracted features samples
as input.

Then, as described in section 3.3.2, we trained 15 dif-819

ferent models using the selected architecture by permut-820

ing the data within the training, early stopping, and test-821

ing datasets to achieve a more robust evaluation of our 822

method. Figure 7 displays the 15 learning curves, de- 823

picting the loss calculated on both the training and early 824

stopping datasets. The learning curve generated from the 825

training dataset provides insight into how well the model 826

learns, while the curve derived from the early stopping 827

dataset, which is not used for updating weights, assesses 828

the model’s generalization ability. This validation curve 829

allows us to halt the learning process before overfitting oc- 830

curs, thanks to the early stopping mechanism. 831

The figure shows a general trend of good convergence 832

between the training and validation loss curves across the 833

15 folds. However, in some instances, the validation loss is 834

noisier and does not decrease as much as the training loss. 835

This can be attributed to several factors. Firstly, the fact 836

that the validation loss is higher than the training loss may 837

suggest that, while the model fits the training data well, it 838

faces some challenges in generalizing to unseen data in the 839

validation set. It typically indicates early signs of overfit- 840

ting. Secondly, the noise in the validation loss could be due 841

to variability in the data distribution between the training 842

and validation datasets. Since the data is permuted across 843

different folds, some validation subsets might include more 844

challenging samples. This case demonstrates the impor- 845

tance of early stopping, which stops training before the 846

model diverges too far from the equilibrium. 847

Now, we present the comprehensive results following 848

the complete application of our method. As previously ex- 849

plained, we consider the predictions from all 15 trained 850

models on their respective test subjects. Figure 8 shows 851

four key comparisons using the mean squared error (MSE) 852

metric. Firstly, we directly compare the predicted fMRI 853

NF scores to the true fMRI NF scores (corresponding to 854

the pink (left) boxplot), providing a direct evaluation of 855

model performance. Secondly, we compare our fMRI NF 856

predictions averaged with EEG NF scores to the true bi- 857

modal EEG-fMRI NF scores (corresponding to the yellow 858

(center left) boxplot). While adding the same EEG NF 859

scores on both sides naturally reduces the MSE, it allows 860

us to evaluate the predictions in a context more relevant 861

to our goal of improving unimodal EEG neurofeedback ses- 862

sions. To evaluate this final result, we include baseline n°1 863

(corresponding to the purple (center right) boxplot), repre- 864

senting the MSE between EEG NF scores and true bi-modal 865

EEG-fMRI NF scores, which has the purpose of verifying 866

if our predictions averaged with EEG NF scores align more 867

closely with the true bi-modal EEG-fMRI NF scores than 868

the EEG NF scores alone. Lastly, we provide baseline n°2 869

(corresponding to the blue (right) boxplot), representing 870

the MSE between the mean of true fMRI scores averaged 871

with EEG NF scores versus the true bi-modal EEG-fMRI 872

NF scores, which has the purpose of verifying if our fMRI 873

NF predictions are more accurate than simply predicting 874
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Figure 7: Learning curves for the 15 folds of the LSTM
approach with extracted features samples as input.
The training loss is shown as a solid line, while the valida-
tion loss is displayed as a dotted line. The abscissa shows
the number of epochs, and the ordinate shows the loss
value (MSE). The best epoch in terms of early stopping
(i.e., validation) loss is indicated. As an early stopping
strategy with patience and restoration of the best weights
is employed, this number indicates the number of epochs
for which each model was trained.

the mean of the true fMRI scores.875

Firstly, we look at the predictions from the models: the876

mean MSE between predicted fMRI NF scores and true877

fMRI NF scores (pink boxplot) is 0.1673(±0.0177). Sec-878

ondly, our final results: the mean MSE between fMRI NF879

predictions averaged with EEG NF scores versus true bi-880

modal EEG-fMRI NF scores (yellow boxplot) is 0.0418(±0.0044).881

These MSE values are not interpretable on their own, which882

is why we compare the final results with baseline n°1 and883

n°2. For baseline n°1 (purple boxplot), the mean MSE884

between EEG NF scores and true bi-modal EEG-fMRI NF885

scores is 0.0829(±0.0198). By having a significantly (p =886

4.12e−18 < 0.05 using a paired t-test) lower MSE when887

the predictions are averaged with EEG NF scores compared888

to EEG-only NF scores, the goal of enhancing EEG neuro-889

feedback with predicted fMRI NF scores is reached. What 890

is predicted, even if not perfect, seems to carry informa- 891

tion that was not in the EEG NF scores alone. However, 892

for baseline n°2 (blue boxplot), the mean MSE between the 893

mean of true fMRI scores averaged with EEG NF scores ver- 894

sus true bi-modal EEG-fMRI NF scores is 0.0384(±0.0037). 895

Our predictions averaged with EEG NF scores are thus sig- 896

nificantly (p = 2.07e−4 < 0.05 using a paired t-test) less 897

accurate than the mean of true fMRI scores averaged with 898

EEG NF scores. 899
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Figure 8: Results for all test subjects across all folds
using the mean squared error (MSE) metric for the
LSTM with extracted features samples as input. From
left to right: MSE between the predictions of fMRI NF
scores directly from the models and true fMRI NF scores
(pink). MSE between fMRI NF predictions averaged with
EEG NF scores versus true bi-modal EEG-fMRI NF scores
(yellow). MSE between EEG NF scores and true bi-modal
EEG-fMRI NF scores, representing baseline n°1 (purple).
MSE between the mean of true fMRI NF scores averaged
with EEG NF scores versus true bi-modal EEG-fMRI NF
scores, representing baseline n°2 (blue).

To better comprehend the results, we provide examples 900

of predictions made using these models. We selected pre- 901

dictions from subjects with the highest and lowest mean 902

squared error (MSE) in comparison with true fMRI NF 903

scores across all folds. Figure 9 illustrates the compari- 904

son between the predicted and true fMRI NF scores for 905

sub-xp213 run 2, which represents the highest error, and 906

sub-xp218 run 3, which represents the lowest error. 907

In the example with the highest MSE of 0.207 (a), it 908

is noticeable that the true fMRI NF scores exhibit an ir- 909

regular pattern, not quite following the expected rest/task 910

alternation. The predictions are spiky but centered. It ap- 911

pears that the model struggled to accurately predict these 912

scores. The irregularity of the true fMRI NF scores may 913

have contributed to the model’s difficulty in generalizing 914

to this run, leading to this high MSE value. 915
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In contrast, for the lowest MSE example (b), the true916

fMRI NF scores follow more clearly the expected rest/task917

trend. The model’s predictions, though still very spiky,918

seem to follow a bit better the true fMRI NF scores, re-919

sulting in a lower MSE of 0.140. We could think that the920

closer adherence to the expected trend in the true fMRI921

NF scores made it easier for the model to generalize to922

this run, leading to a more accurate performance.923
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Figure 9: Examples of predictions made using an
LSTM model with extracted features samples as in-
put. The green lines represent the model predictions, while
the purple lines represent true fMRI NF scores. (a) illus-
trates the comparison between the prediction and the true
scores for sub-xp213 run 2, representing the highest error
across all folds. (b) illustrates the comparison between the
prediction and the true scores for sub-xp218 run 3, repre-
senting the lowest error across all folds.

As described in section 3.3.2, we combined the EEG NF924

scores to the fMRI NF predictions to compare them with925

the true bi-modal EEG-fMRI NF scores, in order to get926

closer to the practical use of this method. To continue the927

illustration, Figure 10 presents the predictions for the same928

subjects used in Figure 9, averaged with the calibrated EEG929

NF scores, for comparison with the true bi-modal EEG-930

fMRI NF scores.931

For the highest MSE example (a), the true bi-modal932

EEG-fMRI NF scores exhibit an irregular pattern, deviating933

significantly from the expected rest/task alternation. The934

presence of a few plateaus at 0.5 suggests that while one935

modality had an NF score of 1, the other had an NF score936

of 0, which is not ideal. This discrepancy, where EEG NF937

scores sometimes oppose the true fMRI NF scores, could 938

indicate a lower quality of EEG signals. We will explore this 939

possibility with the next figure. The model’s predictions in 940

this case somewhat follow the true scores, mainly due to 941

the addition of EEG NF scores on both sides, but exhibit 942

clear offsets and numerous spikes, leading to a mean MSE 943

of 0.052. 944

For the lowest MSE example (b) with a value of 0.035, 945

the true bi-modal EEG-fMRI NF scores follow more closely 946

the expected rest/task trend, though they remain some- 947

what spiky, but to a reasonable degree. Here, the model’s 948

predictions align more closely with the true scores, captur- 949

ing both the overall trend and amplitude more effectively. 950

This better alignment could suggest that when the true bi- 951

modal scores have a clearer rest/task pattern, the model 952

is better at generalizing and producing accurate predic- 953

tions. However, this is not exactly our goal, as we aim for 954

the model to predict accurate fMRI NF scores regardless 955

of whether the participant performed well during the rest 956

and task blocks or struggled more. The next figure will 957

investigate this idea further. 958
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Figure 10: Examples of final results made using an
LSTM model with extracted features samples as in-
put. The green lines represent the model’s fMRI NF pre-
dictions averaged with EEG NF scores, while the purple
lines represent the true bi-modal EEG-fMRI NF scores.

So, to further analyze our results, we aim to understand 959

why our method performs differently across subjects. To 960

address this question, we hypothesize that the quality of 961

the EEG signal might be a significant factor contributing 962

to these differences. Other sources of variation might in- 963
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clude the participant’s affinity for one modality over the964

other during the bi-modal session (e.g., if the participant965

is less responsive to fMRI, predicting random scores be-966

comes challenging). We focus on the quality of the EEG967

signal since it serves as the input for our models. We as-968

sume that: if a participant has EEG NF scores that follow969

the expected rest/task trend, it is because the participant970

is responding well to neurofeedback and that the EEG sig-971

nal captures well this information, and therefore is of good972

quality. So, to evaluate the quality of EEG NF scores,973

reflecting the quality of our input EEG signals, we used974

the t-statistic measure between the task and rest values of975

these scores. A high t-statistic indicates that NF scores976

during task blocks are significantly higher than those dur-977

ing rest blocks, suggesting a strong neurofeedback response978

from the participant and good signal quality. Conversely,979

a t-statistic value below zero means that the participant980

responded better to neurofeedback during rest than dur-981

ing the task, implying that the EEG signal might not be982

of high quality and/or that the participant did not under-983

stand the instructions (e.g., they might be thinking of the984

task during rest). Figure 11 shows the performance of our985

fMRI NF predictions against the t-statistic calculated on986

the EEG NF scores of the corresponding run for each fold987

(i.e., 1 fold is 1 subject with 3 runs tested).988

Firstly, we look at the t-statistic between the task and989

rest blocks of the EEG NF scores (abscissa). This anal-990

ysis will be valid for all four sections, as the same values991

of EEG NF scores are used each time. We observe that992

all test runs across all folds have t-statistics ranging from993

approximately -10 to 25. Although it’s difficult to define994

an exact threshold at which a run is considered to have a995

”good” rest/task trend in general, we can at least observe996

that the vast majority of runs have a positive t-statistic.997

However, a substantial number are still close to zero, indi-998

cating a more lukewarm neurofeedback response. Finally,999

sub-xp211 appears to be a clear outlier, with very negative1000

t-statistics for 2 of its runs and a t-statistic close to 0 for1001

the last run.1002

Then, regarding the MSE between predicted and true1003

fMRI NF scores (ordinate), we observe that values range1004

from approximately 0.14 to 0.21. The lowest MSE exam-1005

ple run that we observed earlier, from sub-xp218, indeed1006

corresponds to a better t-statistic value (t-stat ≈ 15) than1007

the highest MSE run (t-stat ≈ 5). A trend could be ob-1008

served in the 0 − 15 t-statistic range, where higher MSEs1009

are closer to a t-statistic value of 0 and lower MSEs are1010

associated with increasing t-statistics. However, the cor-1011

relation coefficient value of −0.085 does not allow us to1012

conclude that a higher t-statistic is systematically linked1013

to a lower MSE. In fact, some runs with t-statistics in the1014

20-25 range have some of the highest MSEs. Therefore,1015

in this section, it appears that the quality of the EEG NF1016

scores cannot be considered as a factor contributing to the 1017

difference of performance between runs. 1018
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Figure 11: Analysis for the LSTM approach with ex-
tracted features samples as input. Mean squared error
(MSE) between fMRI NF predictions and true fMRI NF
scores, in contrast to the t-statistic between task and rest
blocks of the EEG NF scores which indirectly represents
the quality of the EEG signal, for all test subjects across
all folds. Each test subject with its 3 runs is represented
by 3 points of different shape and color. The correlation
coefficient between the two variables is −0.085.

4.3 LSTM model with raw signal samples as inputs 1019

This section presents the result of our method applied to 1020

the LSTM network type with raw signal-based input data. 1021

After running the genetic algorithm to search for archi- 1022

tecture hyperparameters, the architecture found includes 1023

three LSTM layers with 4 units each, followed by a dense 1024

layer containing 512 neurons. Kernel regularizers applied 1025

to the LSTM and dense layers were set to 0.01. Finally, 1026

the dropout rate for the dense layer was set at 0.2. An 1027

illustration of this network is available in Figure 12. 1028

The architecture identified by the genetic algorithm is 1029

notably more complex than the one used for extracted fea- 1030

tures inputs. The presence of three LSTM layers provides 1031

a deeper network structure designed to capture more in- 1032

tricate patterns within the raw signal inputs. However, 1033

having only 4 units per layer might be considered a bit 1034

too small. The dense layer, containing 512 neurons, of- 1035

fers significant capacity for processing the output of the 1036

LSTM layers. While this substantial number of neurons 1037

contributes to a more powerful model, it also increases the 1038

risk of overfitting. To mitigate this risk, the regularization 1039

applied to both the LSTM and dense layers is relatively 1040

high. However, the dropout rate in the dense layer is sur- 1041

prisingly modest. The similar performances shown in Ta- 1042

ble 2 for the raw signal and the extracted features approach 1043

suggests that although this model is more complex, it may 1044
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face greater challenges in extracting meaningful patterns1045

directly from the raw signal inputs. It could also indicate1046

that the model is working harder to achieve a similar level1047

of performance as the simpler model that uses extracted1048

features inputs.1049

Input
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(1) 

LSTM
layer

(4)

LSTM
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layer
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LSTM layer: units=4, kernel_regularizer=0.01
Dense layer: activation="relu", kernel_regularizer=0.01, dropout=0.2
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layer

(4)

Figure 12: Architecture of the LSTM found through
the genetic search, using raw signal samples as input.

Figure 13 shows the learning curves for the LSTM mod-1050

els trained on raw signal inputs, based on the same evalu-1051

ation method described previously. As before, these curves1052

illustrate both the training and validation losses across 151053

models, providing insights into the model’s learning and1054

generalization.1055

The curves here present an interesting observation: in1056

some instances, the validation loss is unexpectedly lower1057

than the training loss. This behavior, though less common,1058

can be attributed to several factors. Firstly, it might sug-1059

gest that the regularization techniques, such as dropout1060

or kernel regularizers, are having a strong impact on the1061

training process. Since regularization is only applied during1062

training, it could result in a higher training loss compared1063

to the validation. Secondly, as before, some of the valida-1064

tion subsets may contain samples that are inherently easier1065

to predict than those in the training data. Overall, this1066

may indicate that the data is complex and challenging to1067

model.1068

Same as the previous section, Figure 14 presents four1069

key comparisons using mean squared error (MSE), based on1070

predictions from all 15 trained models on their respective1071

test subjects. It includes predicted fMRI NF scores versus1072

true fMRI NF scores (corresponding to the pink (left) box-1073

plot), fMRI NF predictions averaged with EEG NF scores1074

versus true bi-modal EEG-fMRI NF scores (corresponding1075

to the yellow (center left) boxplot), EEG NF scores versus1076

true bi-modal EEG-fMRI NF scores (corresponding to the1077

purple (center right) boxplot, also referred to as baseline1078

n°1), and true fMRI NF scores means averaged with EEG1079

NF scores versus true bi-modal EEG-fMRI NF scores (cor-1080

responding to the blue (right) boxplot, also referred to as1081

baseline n°2).1082
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Figure 13: Learning curves for the 15 folds of the
LSTM approach with raw signal samples as input. The
training loss is shown as a solid line, while the validation
loss is displayed as a dotted line. The abscissa shows the
number of epochs, and the ordinate shows the loss value
(MSE). The best epoch in terms of early stopping (i.e.,
validation) loss is indicated. As an early stopping strat-
egy with patience and restoration of the best weights is
employed, this number indicates the number of epochs for
which each model was trained.

Firstly, we look at the predictions from the models: the 1083

mean MSE between predicted fMRI NF scores and true 1084

fMRI NF scores (pink boxplot) is 0.1707(±0.0560). Sec- 1085

ondly, our final results: the mean MSE between fMRI NF 1086

predictions averaged with EEG NF scores and true bi-modal 1087

EEG-fMRI NF scores (yellow boxplot) is 0.0427(±0.0140). 1088

Thirdly, for baseline n°1: the mean MSE between EEG 1089

NF scores and true bi-modal EEG-fMRI NF scores (purple 1090

boxplot) is 0.0831(±0.0196). Despite slightly higher MSE 1091

values for predictions and final results compared to the ex- 1092

tracted features approach, the predictions averaged with 1093

EEG NF scores still significantly (p = 4.17e−15 < 0.05 1094

using a paired t-test) outperform baseline n°1. Fourthly, 1095

for baseline n°2 (blue boxplot), the mean MSE between the 1096

mean of true fMRI scores averaged with EEG NF scores ver- 1097

16



MELBA Journal Sample Article

sus true bi-modal EEG-fMRI NF scores is 0.0388(±0.0037).1098

Here, as the p-value computed using a paired t-test is1099

p = 0.0882 > 0.05, we cannot reject the null hypothesis of1100

identical average scores, meaning that our predictions av-1101

eraged with EEG NF scores have a similar accuracy as the1102

mean of true fMRI scores averaged with EEG NF scores.1103
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Figure 14: Results for all test subjects across all folds
using the mean squared error (MSE) metric for the
LSTM with raw signal samples as input. From left to
right: MSE between the predictions of fMRI NF scores di-
rectly from the models and true fMRI NF scores (pink).
MSE between fMRI NF predictions averaged with EEG NF
scores versus true bi-modal EEG-fMRI NF scores (yellow).
MSE between EEG NF scores and true bi-modal EEG-fMRI
NF scores, representing baseline n°1 (purple). MSE be-
tween the mean of true fMRI NF scores averaged with
EEG NF scores versus true bi-modal EEG-fMRI NF scores,
representing baseline n°2 (blue).

To better comprehend the results, we provide examples1104

of predictions made using these models. We selected pre-1105

dictions from subjects with the highest and lowest mean1106

squared error (MSE) in comparison with true fMRI NF1107

scores across all folds. Figure 15 illustrates the compar-1108

ison between the predicted and true fMRI NF scores for1109

sub-xp206 run 3, which represents the highest error, and1110

sub-xp204 run 3, which represents the lowest error.1111

For the highest MSE example (a), the true fMRI NF1112

scores exhibit an irregular pattern, similarly to the previ-1113

ous section. Very surprisingly, the model’s predictions are1114

almost flat, with only small variations, and a noticeable1115

offset from the mean of the true scores. This result has a1116

mean MSE of 0.522, marking it as a clear outlier.1117

For the lowest MSE example (b) with a value of 0.128,1118

although the true fMRI NF scores approximately follow the1119

expected rest/task trend at certain points, they remain1120

quite spiky. Even more surprisingly, the model’s predic-1121

tions are also flat, but they are more accurately centered1122

around the mean of the true scores. This alignment with1123

the mean suggests some basic understanding of the over- 1124

all trend. However, the fact that the average MSE over all 1125

folds with this approach is very similar to the extracted fea- 1126

tures approach, despite the very different-looking results, 1127

raises questions. Indeed, it is disturbing that these flat 1128

predictions, which ”play it safe”, have the same average 1129

error as previous predictions that attempted high and low 1130

predicted values. To tell the story, it was this observation 1131

that gave us the idea of looking at the results with baseline 1132

n°2 presented in section 4.1. 1133
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Figure 15: Examples of predictions made using an
LSTM model with raw signal samples as input. The
green lines represent the model predictions, while the pur-
ple lines represent true fMRI NF scores. (a) illustrates the
comparison between the prediction and the true scores for
sub-xp206 run 3, representing the highest error across all
folds. (b) illustrates the comparison between the prediction
and the true scores for sub-xp204 run 3, representing the
lowest error across all folds.

As described in section 3.3.2, we combined the EEG 1134

NF scores to the fMRI NF predictions to compare them 1135

with the true bi-modal EEG-fMRI NF scores, in order to 1136

get closer to the practical use of this method. To con- 1137

tinue the illustration, Figure 16 presents the predictions for 1138

the same subjects used in Figure 15, averaged with the 1139

calibrated EEG NF scores, for comparison with the true 1140

bi-modal EEG-fMRI NF scores. 1141

For the highest MSE example (a), the true bi-modal 1142

EEG-fMRI NF scores also do not exhibit a clear rest/task 1143

trend. We can see very clearly that the final result here 1144

represents the EEG NF scores averaged with the flat fMRI 1145
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prediction. This outcome shows the trend of the EEG NF1146

scores along with the significant offset from the fMRI NF1147

prediction. This leads to poor alignment with the true1148

scores, resulting in the section’s highest mean MSE of1149

0.130.1150

For the lowest MSE example (b), the true bi-modal1151

EEG-fMRI NF scores follow the rest/task trend slightly1152

better. In this case, it is visible again that the final re-1153

sult is the EEG NF scores averaged with a flat fMRI NF1154

prediction. However, here, the flat fMRI prediction does1155

not exhibit a significant offset, resulting in an outcome1156

that is better-centered around the true scores. Although1157

the overall result initially appears to lack the desired accu-1158

racy and amplitude, it has a mean MSE of 0.032, which is1159

very similar to the previous section’s lowest MSE of 0.035.1160
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(b) Prediction for sub-xp204 run 3

Figure 16: Examples of final results made using an
LSTM model with raw signal samples as input. The
green lines represent the model’s fMRI NF predictions aver-
aged with EEG NF scores, while the purple lines represent
the true bi-modal EEG-fMRI NF scores.

Finally, we investigate why our method performs dif-1161

ferently across subjects. As previously mentioned, a high1162

t-statistic indicates that NF scores during task blocks are1163

significantly higher than those during rest blocks, suggest-1164

ing a strong neurofeedback response from the participant1165

and good signal quality. Conversely, a t-statistic value be-1166

low zero indicates that the participant responded better1167

to neurofeedback during rest than during the task, which1168

could imply lower EEG signal quality and/or a misunder-1169

standing of the instructions. Figure 17 shows the perfor-1170

mance of fMRI NF predictions compared to the t-statistic1171

calculated on the EEG NF scores of the corresponding run 1172

for each fold (i.e., 1 fold is 1 subject with 3 runs tested). 1173

The results regarding the t-statistic between the task 1174

and rest blocks of the EEG NF scores are identical to those 1175

from the previous section, as the same values of EEG NF 1176

scores are used. In summary, the vast majority of runs 1177

have a positive t-statistic, although a significant number 1178

are close to zero, and sub-xp211 stands out as a clear out- 1179

lier. 1180

Now, regarding the MSE between predicted and true 1181

fMRI NF scores, we observe a surprising cluster between ap- 1182

proximately 0.12 and 0.23, with a single outlier at 0.52 cor- 1183

responding to the run shown in the example figure above. 1184

As seen in the examples, these LSTM models using raw 1185

signal-based samples tend to result in flat predictions that 1186

are often centered around the mean of the true fMRI NF 1187

scores. This suggests that the model may struggle to pre- 1188

dict the variations in the true fMRI NF scores. Instead, it 1189

appears to default to safer, less variable predictions, which 1190

could be a consequence of the model’s difficulty in extract- 1191

ing meaningful information from the raw signal-based EEG 1192

inputs. One possible explanation is that the LSTM ar- 1193

chitecture identified through the genetic search, especially 1194

the use of only 4 units per layer, might not be sufficient 1195

to handle the variability present in raw EEG signals. This 1196

limitation could lead to overly generalized predictions. The 1197

next question, then, is why the genetic search resulted in 1198

such an architecture. As we saw earlier, the overall per- 1199

formance in terms of MSE is almost the same as in the 1200

previous section, indicating that this ”safe” approach is as 1201

effective as the previous models, which had more variation 1202

in their predictions. So, during the genetic search, this ar- 1203

chitecture which produces those flat predictions was likely 1204

selected as a parent due to its good mean MSE, and then 1205

was ”safe” enough so that any other architecture attempt- 1206

ing more variations could not outperform it. 1207

4.4 CNN model with extracted features samples as inputs 1208

In this section, we present the results of our method applied 1209

to the 1D CNN type with extracted features-based input 1210

data. After running the genetic algorithm, the architecture 1211

hyperparameters found are as follows: three convolutional 1212

layers, with the first having 32 filters (subsequent layers 1213

doubling that number from the preceding one), all with 1214

a kernel size of 3. The dense layer contains 64 neurons. 1215

Kernel regularizers (applied to the convolutional and dense 1216

layers) were set to 0.001. Moreover, a spatial dropout 1217

rate of 0.8 was employed for the convolutional layers, while 1218

the dropout rate for the dense layer was set to 0.2. An 1219

illustration of this network is provided in Figure 18. 1220

The use of three convolutional layers, which is not the 1221

maximum allowed by the genetic algorithm, along with only 1222
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Figure 17: Analysis for the LSTM approach with raw
signal samples as input. Mean squared error (MSE) be-
tween fMRI NF predictions and true fMRI NF scores, in
contrast to the t-statistic between task and rest blocks of
the EEG NF scores which indirectly represents the quality
of the EEG signal, for all test subjects across all folds. Each
test subject with its 3 runs is represented by 3 points of
different shape and color. The correlation coefficient be-
tween the two variables is −0.145.

32 filters in the first layer and only 64 neurons in the dense1223

layer, allows us to consider that this model is relatively1224

small. The regularization applied is fairly low, suggesting1225

that the model is either small enough not to require signif-1226

icant regularization or that the dropouts are sufficient to1227

mitigate overfitting. And indeed, the spatial dropout rate1228

applied to the convolutional layers is very high, which likely1229

forces the network to learn more robust patterns. However,1230

the dropout applied to the dense layer is surprisingly low,1231

further indicating that the model might not be as prone1232

to overfitting as larger models might be. This reflects a1233

similar tendency observed in the LSTM approach, where1234

the use of extracted features simplifies the network’s task.1235

Consequently, the genetic search selects smaller models,1236

which appear well-suited to this kind of input data.1237

Input

(240 x features) 

Output

(1) 

Convolutions

32 filters

(240 x 32) 

Convolutions

64 filters

(120 x 64) 

Convolutions

128 filters

(60 x 128) 

Average pooling

(120 x 32) 

Average pooling

(60 x 64) 

Average pooling

(30 x 128) 

Flatten

layer

(3840) 

Dense

layer

(64) 

Pooling layer: pool_size=2, padding="same"

Convolution layer: kernel_size=3, padding="same", activation="relu", kernel_regularizer=0.001, spatial_dropout=0.8

Dense layer: activation="relu", kernel_regularizer=0.001, dropout=0.2 

Figure 18: Architecture of the CNN found through
the genetic search, using extracted features samples
as input.

Figure 19 presents the training and validation loss curves1238

for the 15 CNN models trained on extracted features-based1239

samples, as described in the preceding sections.1240

Both loss curves demonstrate good convergence over- 1241

all, indicating that the model is learning effectively from 1242

the data without significant overfitting. The close align- 1243

ment of the training and validation losses suggests that 1244

the model maintains good generalization ability, adapting 1245

well to unseen data. Similarly to the LSTM approach with 1246

extracted features samples, the validation loss is occasion- 1247

ally slightly higher than the training loss, which could indi- 1248

cate minor overfitting or some variability in the data, with 1249

some validation subsets possibly containing more challeng- 1250

ing samples. In summary, the CNN model with extracted 1251

features samples exhibits a solid training process with good 1252

convergence between training and validation loss, making 1253

it the cleanest of all sections so far. 1254
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Figure 19: Learning curves for the 15 folds of the CNN
approach with extracted features samples as input.
The training loss is shown as a solid line, while the valida-
tion loss is displayed as a dotted line. The abscissa shows
the number of epochs, and the ordinate shows the loss
value (MSE). The best epoch in terms of early stopping
(i.e., validation) loss is indicated. As an early stopping
strategy with patience and restoration of the best weights
is employed, this number indicates the number of epochs
for which each model was trained.

Same as previous sections, Figure 20 presents four key 1255
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comparisons using mean squared error (MSE), based on1256

predictions from all 15 trained models on their respective1257

test subjects. It includes predicted fMRI NF scores versus1258

true fMRI NF scores (corresponding to the pink (left) box-1259

plot), fMRI NF predictions averaged with EEG NF scores1260

versus true bi-modal EEG-fMRI NF scores (corresponding1261

to the yellow (center left) boxplot), EEG NF scores versus1262

true bi-modal EEG-fMRI NF scores (corresponding to the1263

purple (center right) boxplot, also referred to as baseline1264

n°1), and true fMRI NF scores means averaged with EEG1265

NF scores versus true bi-modal EEG-fMRI NF scores (cor-1266

responding to the blue (right) boxplot, also referred to as1267

baseline n°2).1268

Firstly, we look at the predictions from the models: the1269

mean MSE between predicted fMRI NF scores and true1270

fMRI NF scores (pink boxplot) is 0.1586(±0.0212). Sec-1271

ondly, our final results: the mean MSE between fMRI NF1272

predictions averaged with EEG NF scores and true bi-modal1273

EEG-fMRI NF scores (yellow boxplot) is 0.0397(±0.0053).1274

Thirdly, for baseline n°1: the mean MSE between EEG1275

NF scores and true bi-modal EEG-fMRI NF scores (purple1276

boxplot) is 0.0829(±0.0198). The MSE values for predic-1277

tions and final results are the lowest so far. Like the LSTM1278

approaches, the predictions averaged with EEG NF scores1279

significantly (p = 3.40e−20 < 0.05 using a paired t-test)1280

outperform baseline n°1. Fourthly, for baseline n°2 (blue1281

boxplot), the mean MSE between the mean of true fMRI1282

scores averaged with EEG NF scores versus true bi-modal1283

EEG-fMRI NF scores is 0.0384(±0.0037). Here, as the p-1284

value computed using a paired t-test is p = 0.204 > 0.05,1285

we cannot reject the null hypothesis of identical average1286

scores, meaning that our predictions averaged with EEG1287

NF scores have a similar accuracy as the mean of true1288

fMRI scores averaged with EEG NF scores.1289

To better comprehend the results, we provide examples1290

of predictions made using these models. We selected pre-1291

dictions from subjects with the highest and lowest mean1292

squared error (MSE) in comparison with true fMRI NF1293

scores across all folds. Figure 21 illustrates the compar-1294

ison between the predicted and true fMRI NF scores for1295

sub-xp211 run 3, which represents the highest error, and1296

sub-xp221 run 3, which represents the lowest error.1297

For the highest MSE example (a), the true fMRI NF1298

scores are remarkably regular and clean, representing an1299

ideal signal pattern. Despite this, the model’s predictions1300

are nearly flat, with occasional spikes that often move in the1301

opposing direction during task blocks, leading to a mean1302

MSE of 0.203. It is surprising that such perfect true scores1303

result in the highest error across all folds. This discrepancy1304

suggests that factors beyond the quality of the true fMRI1305

NF scores might be influencing the model’s performance,1306

such as the quality of the EEG signals used as input.1307

For the lowest MSE example (b) with a value of 0.120,1308

fMRI NF predictions
vs

fMRI-NF

EEG-NF averaged with
fMRI NF predictions

vs
EEG-fMRI-NF

EEG-NF
vs

EEG-fMRI-NF
(Baseline n°1)

EEG-NF averaged with
true fMRI-NF mean

vs
EEG-fMRI-NF

(Baseline n°2)

0.05

0.10

0.15

0.20

0.25

M
ea

n 
sq

ua
re

d 
er

ro
r (

M
SE

)

*

p = 3.40E-20

ns

p = 2.04E-01

MSE for all folds

Figure 20: Results for all test subjects across all folds
using the mean squared error (MSE) metric for the
CNN with extracted features samples as input. From
left to right: MSE between the predictions of fMRI NF
scores directly from the models and true fMRI NF scores
(pink). MSE between fMRI NF predictions averaged with
EEG NF scores versus true bi-modal EEG-fMRI NF scores
(yellow). MSE between EEG NF scores and true bi-modal
EEG-fMRI NF scores, representing baseline n°1 (purple).
MSE between the mean of true fMRI NF scores averaged
with EEG NF scores versus true bi-modal EEG-fMRI NF
scores, representing baseline n°2 (blue).

the true fMRI NF scores align roughly with the expected 1309

rest/task trend but remain quite spiky. The model’s pre- 1310

dictions follow the true scores somewhat closely, displaying 1311

a similar spikiness, and appear to be approximately cen- 1312

tered around the mean of the true scores. This suggests 1313

that the model was able to capture information from the 1314

EEG inputs, even though it struggled to fully match the 1315

amplitude of the true scores. 1316

As described in section 3.3.2, we combined the EEG 1317

NF scores to the fMRI NF predictions to compare them 1318

with the true bi-modal EEG-fMRI NF scores, in order to 1319

get closer to the practical use of this method. To con- 1320

tinue the illustration, Figure 22 presents the predictions for 1321

the same subjects used in Figure 21, averaged with the 1322

calibrated EEG NF scores, for comparison with the true 1323

bi-modal EEG-fMRI NF scores. 1324

For the highest MSE example (a) with a value of 0.051, 1325

the true bi-modal EEG-fMRI NF scores exhibit a problem- 1326

atic pattern, with many plateaus at 0.5 during the task 1327

blocks. This indicates that when the true fMRI NF scores 1328

were at 1 (as seen in the preceding figure), the EEG NF 1329

scores were at 0. This discrepancy suggests potential is- 1330

sues with the quality of the EEG NF scores or possibly the 1331

EEG signals themselves. As the model’s predictions in this 1332

case were almost flat, the final result show clearly the EEG 1333

NF scores with slight variations introduced by the fMRI NF 1334
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(a) Prediction for sub-xp211 run 3
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Figure 21: Examples of predictions made using a CNN
model with extracted features samples as input. The
green lines represent the model predictions, while the pur-
ple lines represent true fMRI NF scores. (a) illustrates the
comparison between the prediction and the true scores for
sub-xp211 run 3, representing the highest error across all
folds. (b) illustrates the comparison between the prediction
and the true scores for sub-xp221 run 3, representing the
lowest error across all folds.

predictions. The fact that it is a mean leads to reduced1335

amplitude in this case.1336

For the lowest MSE example (b), the true bi-modal1337

EEG-fMRI NF scores align more closely with the expected1338

rest/task trend, though they are not entirely ideal, espe-1339

cially towards the end of the run. The final result here1340

seems to track the true scores well. The mean MSE of1341

0.030 reflects this closer alignment, though the model still1342

struggles to fully match the true scores’ amplitude. These1343

examples further highlight the influence of the quality of1344

EEG NF scores, likely reflecting the quality of EEG signals,1345

in achieving good prediction performance.1346

Finally, we investigate why our method performs dif-1347

ferently across subjects. As previously mentioned, a high1348

t-statistic indicates that NF scores during task blocks are1349

significantly higher than those during rest blocks, suggest-1350

ing a strong neurofeedback response from the participant1351

and good signal quality. Conversely, a t-statistic value be-1352

low zero indicates that the participant responded better1353

to neurofeedback during rest than during the task, which1354

could imply lower EEG signal quality and/or a misunder-1355

standing of the instructions. Figure 23 shows the perfor-1356
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(b) Prediction for sub-xp221 run 3

Figure 22: Examples of final results made using a CNN
model with extracted features samples as input. The
green lines represent the model’s fMRI NF predictions aver-
aged with EEG NF scores, while the purple lines represent
the true bi-modal EEG-fMRI NF scores.

mance of fMRI NF predictions compared to the t-statistic 1357

calculated on the EEG NF scores of the corresponding run 1358

for each fold (i.e., 1 fold is 1 subject with 3 runs tested). 1359

The results regarding the t-statistic between the task 1360

and rest blocks of the EEG NF scores are the same as 1361

the previous sections. In summary, a vast majority of runs 1362

have a positive t-statistic, although a significant number 1363

are close to zero, and sub-xp211 appears to be a clear 1364

outlier. 1365

Now, regarding the MSE between predicted and true 1366

fMRI NF scores, we observe a general trend where a higher 1367

t-statistic is associated with a lower MSE. For instance, the 1368

highest MSE example run we observed earlier, from sub- 1369

xp211, corresponds to the lowest t-statistic value (around 1370

-10). While the lowest MSE example run (from sub-xp221) 1371

does not have the absolute highest t-statistic value, it still 1372

ranks among the highest (around 21). However, there are a 1373

few counterexamples: for instance, the run from sub-xp204 1374

in the bottom left corner shows a very low MSE despite a 1375

t-statistic close to 0. Conversely, the runs from sub-xp221 1376

and sub-xp216 in the top right corner have t-statistics close 1377

to 25 but very high MSEs. This indicates that good pre- 1378

dictive performance can sometimes occur even when the 1379

neurofeedback response and signal quality (as measured by 1380

the t-statistic) are weak. To conclude, the correlation co- 1381

efficient value of −0.358 suggests that, while there seems 1382

21



Pinte, Cury, Maurel, 2024

10 5 0 5 10 15 20 25
t-statistic between task and rest EEG NF scores

0.12

0.14

0.16

0.18

0.20

M
SE

 b
et

we
en

 re
al

 a
nd

 p
re

di
ct

ed
 fM

RI
 N

F 
sc

or
es sub-xp201

sub-xp204
sub-xp205
sub-xp206
sub-xp207
sub-xp210
sub-xp211
sub-xp213
sub-xp216
sub-xp217
sub-xp218
sub-xp219
sub-xp220
sub-xp221
sub-xp222

Figure 23: Analysis for the CNN approach with ex-
tracted features samples as input. Mean squared error
(MSE) between fMRI NF predictions and true fMRI NF
scores, in contrast to the t-statistic between task and rest
blocks of the EEG NF scores which indirectly represents
the quality of the EEG signal, for all test subjects across
all folds. Each test subject with its 3 runs is represented
by 3 points of different shape and color. The correlation
coefficient between the two variables is −0.358.

to be a link between the t-statistic and MSE, it is not the1383

only factor influencing the model’s performance.1384

4.5 CNN model with raw signal samples as inputs1385

In this final section, we present the results of our method1386

applied to the 1D CNN type with raw signal-based input1387

data. After running the genetic algorithm, the architecture1388

hyperparameters found include four convolutional layers,1389

starting with 128 filters in the first layer, all using a kernel1390

size of 3. The dense layer contains 64 neurons. Regulariza-1391

tion values were set to 0.01. Additionally, a spatial dropout1392

rate of 0.6 was used for the convolutional layers, while the1393

dense layer had a dropout rate of 0.4. An illustration of1394

this network is available in Figure 24.1395

Similarly to the LSTM approach, the architecture iden-1396

tified through the genetic search for raw signal inputs is1397

larger than the one found for extracted features inputs.1398

The presence of four convolutional layers, with the first one1399

already having 128 filters and subsequent layers doubling1400

that number, makes this a relatively large model. Notably,1401

the dense layer has the same number of neurons as in the1402

previous section, which is modest in this context. This sug-1403

gests that the model may have ”won” the genetic search by1404

striking a balance: it has substantial capacity for extract-1405

ing meaningful patterns in the convolutional layers, while1406

the relatively small dense layer helps prevent overfitting.1407

Regularization also plays a critical role here, with average1408

values for kernel regularizers and dropout rates indicating1409

that the network required it to perform well. The slight in-1410

crease in error, 0.166, compared to the extracted features 1411

data model (0.159), supports the interpretation given for 1412

the LSTM approach that this model is more complex be- 1413

cause it faces greater challenges in extracting meaningful 1414

patterns directly from the raw signal inputs. 1415
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Figure 24: Architecture of the CNN found through the
genetic search, using raw signal samples as input.

Figure 25 displays the loss curves for the 15 CNN mod- 1416

els trained on raw signal-based samples, as described in the 1417

preceding sections. 1418

The near-complete overlap of the training and valida- 1419

tion loss curves throughout the training process signifies 1420

that the model’s learning was highly consistent across both 1421

datasets. This close alignment is an indicator that the 1422

model is generalizing well to unseen data, as there is little 1423

to no sign of overfitting. However, the flatness of both 1424

curves towards the end of training suggests that the model 1425

reached a plateau where further training did not lead to 1426

significant improvements. This stability could either indi- 1427

cate that the model quickly learned the patterns in the 1428

data, or that there is limited information in the data, mak- 1429

ing additional epochs unlikely to yield further performance 1430

gains. The overall short number of epochs, ranging be- 1431

tween 38 and 89 before early stopping, suggests that the 1432

model quickly reached its optimal performance. In sum- 1433

mary, the CNN model with raw signal inputs demonstrates 1434

an efficient training process, characterized by rapid conver- 1435

gence and stable overlapping loss curves. 1436

Same as preceding sections, Figure 26 presents four key 1437

comparisons using mean squared error (MSE), based on 1438

predictions from all 15 trained models on their respective 1439

test subjects. It includes predicted fMRI NF scores versus 1440

true fMRI NF scores (corresponding to the pink (left) box- 1441

plot), fMRI NF predictions averaged with EEG NF scores 1442

versus true bi-modal EEG-fMRI NF scores (corresponding 1443

to the yellow (center left) boxplot), EEG NF scores versus 1444

true bi-modal EEG-fMRI NF scores (corresponding to the 1445

purple (center right) boxplot, also referred to as baseline 1446

n°1), and true fMRI NF scores means averaged with EEG 1447

NF scores versus true bi-modal EEG-fMRI NF scores (cor- 1448

responding to the blue (right) boxplot, also referred to as 1449

baseline n°2). 1450

Firstly, we look at the predictions from the models: the 1451

mean MSE between predicted fMRI NF scores and true 1452

fMRI NF scores (pink boxplot) is 0.1692(±0.0299). Sec- 1453
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Figure 25: Learning curves for the 15 folds of the CNN
approach with raw signal samples as input. The train-
ing loss is shown as a solid line, while the validation loss is
displayed as a dotted line. The abscissa shows the number
of epochs, and the ordinate shows the loss value (MSE).
The best epoch in terms of early stopping (i.e., valida-
tion) loss is indicated. As an early stopping strategy with
patience and restoration of the best weights is employed,
this number indicates the number of epochs for which each
model was trained.

ondly, our final results: the mean MSE between fMRI NF1454

predictions averaged with EEG NF scores and true bi-modal1455

EEG-fMRI NF scores (yellow boxplot) is 0.0423(±0.0075).1456

Thirdly, for baseline n°1 (purple boxplot): the mean MSE1457

between EEG NF scores and true bi-modal EEG-fMRI NF1458

scores is 0.0831(±0.0196). This fourth approach also sig-1459

nificantly (p = 1.15e−19 < 0.05 using a paired t-test)1460

outperforms baseline n°1. However, for baseline n°2 (blue1461

boxplot), the mean MSE between the mean of true fMRI1462

scores averaged with EEG NF scores versus true bi-modal1463

EEG-fMRI NF scores is 0.0388(±0.0037). Our predic-1464

tions averaged with EEG NF scores are thus significantly1465

(p = 8.32e−3 < 0.05 using a paired t-test) less accurate1466

than the mean of true fMRI scores averaged with EEG NF1467

scores.1468
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Figure 26: Results for all test subjects across all folds
using the mean squared error (MSE) metric for the
CNN with raw signal samples as input. From left to
right: MSE between the predictions of fMRI NF scores di-
rectly from the models and true fMRI NF scores (pink).
MSE between fMRI NF predictions averaged with EEG NF
scores versus true bi-modal EEG-fMRI NF scores (yellow).
MSE between EEG NF scores and true bi-modal EEG-fMRI
NF scores, representing baseline n°1 (purple). MSE be-
tween the mean of true fMRI NF scores averaged with
EEG NF scores versus true bi-modal EEG-fMRI NF scores,
representing baseline n°2 (blue).

To better comprehend the results, we provide examples 1469

of predictions made using these models. We selected pre- 1470

dictions from subjects with the highest and lowest mean 1471

squared error (MSE) in comparison with true fMRI NF 1472

scores across all folds. Figure 27 illustrates the compar- 1473

ison between the predicted and true fMRI NF scores for 1474

sub-xp211 run 3, which represents the highest error, and 1475

sub-xp210 run 3, which represents the lowest error. 1476

For the highest MSE example (a) with a value of 0.255, 1477

we observe that it is the same subject and run as in the 1478

previous section. Once again, the true fMRI NF scores are 1479

remarkably regular and clean. Despite this, the model’s 1480

predictions are only somewhat centered around the mean 1481

of the true scores and often move in the opposite direction 1482

during both task and rest blocks. This outcome further 1483

supports the notion raised in the previous section: even 1484

when the true scores are nearly ideal, the model struggles, 1485

likely due to issues related to the EEG signal inputs rather 1486

than the true fMRI NF scores themselves. 1487

For the lowest MSE example (b), the true fMRI NF 1488

scores follow the expected rest/task trend with some slight 1489

spikiness. The model’s predictions appear to be the best 1490

among all section examples, aligning well with the true 1491

scores and showing good amplitude, resulting in a mean 1492

MSE of 0.113. 1493

As described in section 3.3.2, we combined the EEG 1494
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Figure 27: Examples of predictions made using a CNN
model with raw signal samples as input. The green lines
represent the model predictions, while the purple lines rep-
resent true fMRI NF scores. (a) illustrates the comparison
between the prediction and the true scores for sub-xp211
run 3, representing the highest error across all folds. (b)
illustrates the comparison between the prediction and the
true scores for sub-xp210 run 3, representing the lowest
error across all folds.

NF scores to the fMRI NF predictions to compare them1495

with the true bi-modal EEG-fMRI NF scores, in order to1496

get closer to the practical use of this method. To con-1497

tinue the illustration, Figure 28 presents the predictions for1498

the same subjects used in Figure 27, averaged with the1499

calibrated EEG NF scores, for comparison with the true1500

bi-modal EEG-fMRI NF scores.1501

For the highest MSE example (a), the true bi-modal1502

EEG-fMRI NF scores display, as in the previous section,1503

significant flat sections at 0.5 during the task blocks. This1504

flatness suggests again that when the true fMRI NF scores1505

were at 1, the EEG NF scores were at 0, indicating poten-1506

tial issues with the EEG NF scores and even EEG signals.1507

As the model’s predictions in this case were somewhat flat,1508

except during the task blocks where they tended to move1509

in the opposite direction of the true scores, the final out-1510

come resembles the EEG NF scores but with reduced am-1511

plitude and further misalignment during task blocks. Con-1512

sequently, this leads to a high mean MSE of 0.064.1513

In contrast, the lowest MSE example (b) shows true1514

bi-modal EEG-fMRI NF scores that follow the expected1515

rest/task trend quite well. The model’s predictions in this1516

case were well-aligned with the true scores, resulting in a 1517

final output that exhibits good amplitude and accurately 1518

captures the overall trend. This example has a mean MSE 1519

of 0.028, the lowest across all sections. The close match 1520

between the final result and the true bi-modal scores in this 1521

instance may be due to the model’s ability to generalize well 1522

when the input signals are of higher quality. 1523
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Figure 28: Examples of final results made using a CNN
model with raw signal samples as input. The green lines
represent the model’s fMRI NF predictions averaged with
EEG NF scores, while the purple lines represent the true
bi-modal EEG-fMRI NF scores.

Finally, we investigate why our method performs dif- 1524

ferently across subjects. As previously mentioned, a high 1525

t-statistic indicates that NF scores during task blocks are 1526

significantly higher than those during rest blocks, suggest- 1527

ing a strong neurofeedback response from the participant 1528

and good signal quality. Conversely, a t-statistic value be- 1529

low zero indicates that the participant responded better 1530

to neurofeedback during rest than during the task, which 1531

could imply lower EEG signal quality and/or a misunder- 1532

standing of the instructions. Figure 29 shows the perfor- 1533

mance of fMRI NF predictions compared to the t-statistic 1534

calculated on the EEG NF scores of the corresponding run 1535

for each fold (i.e., 1 fold is 1 subject with 3 runs tested). 1536

The results regarding the t-statistic between the task 1537

and rest blocks of the EEG NF scores are the same as 1538

the previous sections. In summary, a vast majority of runs 1539

have a positive t-statistic, although a significant number 1540

are close to zero, and sub-xp211 appears to be a clear 1541

outlier. 1542
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Figure 29: Analysis for the CNN approach with raw
signal samples as input. Mean squared error (MSE) be-
tween fMRI NF predictions and true fMRI NF scores, in
contrast to the t-statistic between task and rest blocks of
the EEG NF scores which indirectly represents the quality
of the EEG signal, for all test subjects across all folds. Each
test subject with its 3 runs is represented by 3 points of
different shape and color. The correlation coefficient be-
tween the two variables is −0.365.

Regarding the MSE between predicted and true fMRI1543

NF scores, we observe the same trend as the previous sec-1544

tion, where a higher t-statistic is generally associated with1545

a lower MSE. For example, the highest MSE run we ob-1546

served earlier, from sub-xp211, corresponds to the lowest1547

t-statistic value (around -10). While the lowest MSE run1548

(from sub-xp210) does not have the absolute highest t-1549

statistic value, it still ranks among the highest (around1550

21). As with the previous section, there are a few coun-1551

terexamples. For instance, the run from sub-xp204 in the1552

bottom left corner shows a very low MSE despite having a1553

t-statistic close to 0. Conversely, the runs from sub-xp221,1554

sub-xp218, and sub-xp216 in the top right corner have t-1555

statistics between 20 and 25 but quite high MSEs. It is in-1556

teresting to note that the correlation coefficient (−0.365)1557

and the outliers are similar to those in the previous section,1558

despite differences in the architecture and the formatting of1559

the input data. This consistency suggests that, at least for1560

the CNN approaches, some additional factors influencing1561

the results may be linked to inherent information within the1562

raw EEG data and true fMRI NF scores. We will discuss it1563

a bit further in the next section.1564

5. Discussion1565

The use of a genetic algorithm was primarily motivated by1566

the complexity of our application, mainly due to the na-1567

ture of our input and output data. Despite thorough pre-1568

processing, EEG input data remains noisy, influenced both1569

externally by MRI recording conditions and internally by the1570

brain’s electrical activity. Additionally, as previously men- 1571

tioned, although EEG and fMRI measure the same physical 1572

phenomenon, the relationship between these two modali- 1573

ties remain indirect and not well understood. This lack 1574

of prior expertise made it difficult to select an appropriate 1575

model architecture. Moreover, on a more conceptual level, 1576

we wanted to avoid proposing an architecture based on ar- 1577

bitrary choices without concrete justification. As a result, 1578

the genetic algorithm method allowed us to automatically 1579

move closer to an optimal architecture. 1580

The main limitation of this approach is the computa- 1581

tion time. Each individual in the genetic population re- 1582

quires a model to be trained, which is time-consuming. A 1583

larger population size and a greater number of generations 1584

would likely result in an architecture closer to the theoreti- 1585

cal global optimum. Moreover, the long computation time 1586

also influenced the initial choices we made. For instance, 1587

we limited the number of convolutional layers in the 1D 1588

CNN to 4 because a more complex model would take too 1589

long to train, and we aimed to limit the genetic search 1590

to about one week per case. As a result, more ambitious 1591

architectures were not explored using this method. How- 1592

ever, we can take some reassurance from the fact that we 1593

had previously tested larger model architectures outside of 1594

the genetic algorithm framework, which did not yield bet- 1595

ter performance. This allowed us to empirically choose the 1596

initial pre-selected values for the genetic search. 1597

Initially, we expected LSTMs to outperform 1D CNNs 1598

in predicting fMRI NF scores due to their reputed strength 1599

in handling sequential data. However, our experiments re- 1600

vealed that 1D CNNs and LSTMs were similar in terms 1601

of performance, with 1D CNN outperforming LSTM only 1602

within the extracted features approach. One possible expla- 1603

nation for why LSTMs did not outperform 1D CNNs could 1604

be the limited quantity and representativity of our dataset, 1605

which included only 15 subjects with 3 runs each. LSTMs 1606

typically excel with datasets that exhibit clear trends, such 1607

as those found in weather forecasting or sales predictions. 1608

However, the EEG data, particularly in simultaneous EEG- 1609

fMRI acquisitions, may have been too challenging for the 1610

LSTM to handle effectively. Additionally, complex architec- 1611

tures like LSTMs may struggle to generalize well to unseen 1612

data when working with a dataset that is not sufficiently 1613

representative. This could explain why a simpler architec- 1614

ture, like the 1D CNN, slightly outperformed LSTMs in 1615

this particular application. 1616

On the other hand, we anticipated that the extracted 1617

features samples approach would yield better results than 1618

the raw signal samples approach, and our experiments con- 1619

firmed this for the CNN configurations. Extracting band- 1620

powers in the alpha and beta ranges from the raw signals 1621

appears to assist the models during the feature extraction 1622

phase of the network done in the convolutional layers. In 1623
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contrast, using raw signals directly adds complexity for the1624

model, as it essentially requires an additional step of ex-1625

tracting meaningful features. The reasoning behind trying1626

raw signals was to simplify the pipeline for real-life appli-1627

cations, where the model could be used directly on raw1628

signals from the subject to predict fMRI NF scores. Addi-1629

tionally, it served to test the neural networks’ core strength1630

in autonomously extracting interesting features. However,1631

based on our results, incorporating an extra processing step1632

to compute bandpowers before using the model in a neu-1633

rofeedback protocol is a viable option, as it is not a costly1634

operation at all.1635

Overall, developing a model that can predict fMRI NF1636

scores from EEG signals for any subject (what we refer to as1637

a global model, as opposed to an individual model) is chal-1638

lenging. The preceding work (Cury et al., 2020b), from1639

which this research stems, involved individualized sparse1640

regression models designed to exploit EEG data alone to1641

predict fMRI NF scores. That work demonstrated that1642

such an endeavor seemed possible. However, it is difficult1643

to directly compare our results with this previous work due1644

to our focus on developing a global model rather than one1645

model per subject. Nevertheless, the earlier study showed1646

that a simple machine learning approach with sparse mod-1647

els could achieve promising results, outperforming what we1648

called baseline n°1 in this work. This motivated us to at-1649

tempt creating a global model, which would be more prac-1650

tical in a clinical setup.1651

This exploration was particularly challenging due to the1652

stark differences between the two modalities. Nonetheless,1653

all our models outperformed baseline n°1, where our pre-1654

dictions, when averaged with EEG NF scores, were closer1655

in terms of MSE to the true bi-modal EEG-fMRI NF scores1656

than EEG NF scores alone. This indicates that we success-1657

fully enhanced the EEG NF scores. However, the mean1658

correlation between our fMRI NF predictions and the true1659

fMRI NF scores was quite low, and the shapes of some re-1660

sult runs did not perfectly match. It could be interpreted1661

that the EEG NF scores and fMRI NF scores are so dis-1662

tinct that even predicting something vaguely close to the1663

fMRI NF score was enough to surpass baseline n°1. The1664

LSTM with raw signal-based samples presented an inter-1665

esting case, producing almost flat predictions with a mean1666

MSE similar to those with more amplitude. This made us1667

consider another baseline, referred to as baseline n°2. As1668

we observed, the models did not outperform baseline n°2,1669

indicating that the models provided at best fMRI predic-1670

tions that had as much error with the true fMRI NF scores1671

as the mean of these true scores. Since these fMRI predic-1672

tions are derived from an entirely different modality (EEG),1673

this remains a interesting result, but there is still much to1674

understand and improve.1675

To begin with areas for improvement, let’s talk about1676

neural networks. While re-framing the problem could en- 1677

able the use of fine-tuning to create individualized models, 1678

we will focus here on improving global models. The current 1679

trend in deep learning leans towards larger architectures, 1680

which require a significant amount of data to train. This 1681

could still be a viable path if we can acquire more data, ei- 1682

ther through extensive data collection efforts or by pursuing 1683

data sharing and open data initiatives. However, since the 1684

simpler 1D CNN models in our study performed slightly 1685

better, it is worth considering a contradicting idea in the 1686

field: exploring smaller models. These models require less 1687

data to train and are less prone to overfitting, making them 1688

also an interesting direction for further investigation. 1689

Next, regarding the data itself: there is an understand- 1690

ing that comes after working in the machine learning field 1691

for a short while that significant performance improvements 1692

often come not from changing the model, but from clean- 1693

ing, organizing, and understanding the data. With simul- 1694

taneous EEG-fMRI acquisitions, there is certainly corre- 1695

lated noise (especially when the subject is moving, which 1696

is inevitable) between the electrodes, that may have been 1697

captured by the model. To our knowledge, there are cur- 1698

rently no methods capable of fully correcting these residual 1699

noises, highlighting a need for further research in this area. 1700

It would also be valuable to better understand the EEG 1701

signal inputs. The t-statistic measure of EEG NF scores, 1702

which we used as an approximate indicator of EEG signal 1703

quality (as well as neurofeedback response), revealed signif- 1704

icant variability between participants. While this variability 1705

is advantageous for training a global model with represen- 1706

tativity, it also makes the relationship between inputs and 1707

scores more challenging for the model to learn. In our ex- 1708

periments, it might have been worth considering the exclu- 1709

sion of sub-xp211, as an outlier like this could potentially 1710

confuse the model during training. Although to be precise, 1711

we can note that the training losses and results from fold 6, 1712

where this subject was in the validation dataset and there- 1713

fore not used for training or testing, remained consistent 1714

with other folds. 1715

Overall, this work provided in-depth exploration of the 1716

possibility of predicting fMRI information for any subject 1717

using EEG signals acquired from multiple participants. Mov- 1718

ing forward, we believe that performance enhancements 1719

may still be achieved by developing another modeling ap- 1720

proach, but more importantly, by gaining a deeper under- 1721

standing of the data. Improving noise correction techniques 1722

for EEG signals and better characterizing variability be- 1723

tween subjects could lead to more robust models. 1724

6. Conclusion 1725

We have presented a method for searching model architec- 1726

ture hyperparameters using a genetic algorithm in the con- 1727

26



MELBA Journal Sample Article

text of predicting fMRI NF scores from EEG signals. This1728

method is flexible and can be easily adapted to different1729

model types. We used our genetic algorithm to converge1730

towards four configurations, using LSTM and CNN types,1731

both with two different data formats: extracted feature-1732

based samples and raw signal-based samples. The CNN1733

with extracted features approach demonstrated slightly su-1734

perior performance in terms of mean squared error (MSE)1735

compared to the other tested architectures. Our results1736

showed that fMRI NF predictions, when averaged with EEG1737

NF scores, align significantly closer to the true bi-modal1738

EEG-fMRI NF scores than the EEG NF scores alone. This1739

approach can enrich EEG NF scores by incorporating fMRI1740

predictions derived from EEG, offering an improved NF1741

score that leverages multi-modal information. However,1742

our fMRI NF predictions have at best the same MSE with1743

true fMRI NF scores as the mean of these true scores. So,1744

we believe that the models developed using this method1745

are not yet suitable for unimodal EEG neurofeedback ap-1746

plications and still require further improvements.1747
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