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1 Introduction
This report provides a full documentation for machine translation (MT) systems trai-

ned in MaTOS 1 project for the purpose of investigating and improving the translation
quality of scientific text. We applied the state-of-the-art Transformer-based neural ar-
chitectures, including the vanilla Transformer [Vaswani et al., 2017] (Section 3) and
mBART50 [Liu et al., 2020b, Tang et al., 2021] (Section 4). We also consider large lan-
guage models (LLMs) for translation-related tasks such as TowerBase [Alves et al., 2024]
derived from LLaMA2 [Touvron et al., 2023]. Up to the present time, our models are
trained on scientific abstracts in divers domains, including published open-source paral-
lel corpora such as SciPar [Roussis et al., 2022], and datasets curated and constructed
in this project such as TAL 2 for natural language processing (NLP) and STEP for
Earth, environmental and planetary sciences. In addition, we examined the challenges of
translating lengthy sequences using architectures of different positional encodings (PEs),
such as mBART50 with learned absolute PEs (APEs), NLLB [Costa-jussà et al., 2024]
with sinusoidal APEs [Vaswani et al., 2017], and TowerBase with RoPE [Su et al., 2024].
This experiment utilized parallel documents from STEP, and parallel pseudo-documents
constructed using the TED talks corpus [Cettolo et al., 2012]. The configurations of the
resulting MT systems are presented in Section 5.

We focused on the English-French (EN–FR) language pair. Section 2 gives a brief and
concise presentation of corpora used to train the systems and test sets applied to perform
a primary evaluation in BLEU [Papineni et al., 2002] scores. To the end, we conclude
this work and discuss our future exploration in Section 6.

2 Data
2.1 Parallel corpora for pretraining

SciPar [Roussis et al., 2022] is a multilingual collection of parallel abstracts from
openly published bachelor theses, master theses and doctoral dissertations across various
fields. We focused on the EN-FR language pair, which consists of 1.1M parallel sentences,
from which we randomly selected 3000 parallel sentences for each of the validation set
and the test set.

2.2 Domain-specific parallel corpora : TAL
2.2.1 Parallel corpora for training and validation

TAL is made up of abstracts of articles and thesis in NLP, including 1701 thesis
abstracts retrieved from theses.fr and 1357 article abstracts extracted from ISTEX. Given
these raw documents, we first segmented them with Trankit [Nguyen et al., 2021], which
better distinguishes the different features of the point in the text. Sentences were then

1. https://anr-matos.github.io/
2. https://github.com/ANR-MaTOS/Resources/tree/main/NLP-abstracts
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aligned using hunalign 3 [Varga et al., 2005] to build a corpus of sentences. For holistic
document-level machine translation, the parallel sentences within each document are
concatenated and translated as a block. 4 We note TAL-D the document-level version
of the TAL corpus and TAL-S the sentence-level one. No specific tag is employed to
mark sentence boundaries if this is not specified.

TAL-MR : We also constructed a training set TAL-MR using the documents of
the corpus TAL to apply the multi-resolution (MR) training strategy [Sun et al., 2022].
This MR approach consists in constituting a training set of balanced document length
distribution, by cutting each document (from TAL-D in our case) into K sub-documents
several times, with K ∈ {1, 2, 4, 8, . . . }. In other words, a document of length 8 is divided
into 15 sub-parts, with one document of 8 sentences, 2 sub-documents of 4 sentences, 4
sub-documents of 2 sentences and 8 sub-documents of one sentence. The augmented set
contains 35376 segment pairs instead of 2858, and the average sentence length is reduced
to 74 / 87 for EN/FR instead of 236 / 276 tokens.

2.2.2 Test sets

THE (dev and test) contains two collections of 101 and 100 abstracts in the field of
TAL randomly extracted from theses.fr without overlap with TAL. rTAL contains 246
parallel abstracts of articles published in the TAL journal.

These articles are aligned at sentence level using the same method as for TAL ; they
have also been filtered using TransQuest [Ranasinghe et al., 2020] and the alignments
have been manually reviewed. The statistics in table 1 describe these different corpora.

Another test sets IWSLT consisting of 53 pseudo-documents from 10 transcriptions
of oral presentations for IWSLT 2023 [Salesky et al., 2023] are also constructed with
balanced length distribution, to evaluate the impact of document length. Please refer to
[Peng et al., 2024c] for more details about this experiment.

SciPar TAL
train. valid. test train. valid. THE rTAL IWSLT

Nb. sentences 1116325 3000 3000 2858 101 100 246 53
avg. length in a doc. 37 38 37 265 317 327 129 402
avg. length of sentences in a doc. - - - 34 35 33 32 24

Table 1 – Statistics of dataset in the field of NLP, including the training set (train.),
validation est (valid.) and test sets. The length are computed with respect
to sentence pieces of raw texts in source language using the BPE model of
mBART50 (1-M).

3. https://github.com/danielvarga/hunalign
4. The raw data from theses.fr are collected by Maxime Bouthors in 2022, that of ISTEX are collected

by Mathilde Huguin in the MaTOS project.
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2.3 Domain-specific parallel corpora : STEP
This section introduces our parallel corpora in the field of STEP : the Earth, en-

vironmental and planetary sciences (“Sciences de la Terre, de l’Environnement et des
Planètes” in French). Our datasets are constructed using parallel scientific abstracts in
the EN-FR language pair, collected from :

— THE : theses.fr
— CRAS : Comptes Rendus de l’Académie des Sciences - Earth and Planetary Science
— CRG : Comptes Rendus Géoscience
— CanMin : Canadian Mineralogist
— CJES : Canadian Journal of Earth Sciences
— ISTEX : ISTEX
— BSGF : (Bulletins de la Société Géologique de France)

All documents are segmented using Trankit, aligned using BertAlign [Liu and Zhu,
2022] and filtered with respected to alignment scores evaluated by TransQuest. Table 2
summarises the statistics of parallel corpora in STEP.

STEP STEP-v2 test sets
train. valid. train. valid. THE CRAS BSGF CRG

#doc 8382 300 10063 400 100 100 132 59
avg. #sent in a doc. 8 8 8 8 13 7 10 6
avg. length in a doc. 352 373 341 348 518 283 474 261
avg. length of sentences in a doc. 47 45 46 43 41 43 48 43

Table 2 – Statistics of dataset in the field of STEP, including the training set (train.),
validation est (valid.) and test sets. The length are computed with respect
to sentence pieces of raw texts in source language using the BPE model of
mBART50 (1-M).

2.3.1 Parallel corpora for training and validation

STEP is a set of parallel documents for training and validation, Table 3 presents its
statistics and distribution of document resources.

all THE CRAS CanMin CJES ISTEX

train. 8382 1217 1846 798 4521 -
valid. 300 100 100 - 100 -

Table 3 – Statistics of STEP

STEP-v2 is an updated version of STEP. It includes 1781 additional parallel abs-
tracts from ISTEX. Table 4 reports the updated statistics and distribution of document
resources.
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all THE CRAS CanMin CJES ISTEX

train. 10,063 1217 1846 798 4521 1681
valid. 400 100 100 - 100 100

Table 4 – Statistics of STEP-v2

Similar to the corpus TAL, we denote STEP-D and STEP-D-v2 the document-level
version of STEP and STEP-v2 respectively.

2.3.2 Test sets

We received four test sets constructed in the MaTOS project for the STEP field, please
refer to Table 5 for detailed information on their resources and statistics.

#doc mean min max #sent

THE 100 518 198 1010 1295
CRAS 100 283 66 678 676
CRG 59 261 107 562 368
BSGF 132 473 64 1354 1308

Table 5 – Statistics of test sets in STEP for the EN-FR language pair, with the amount
of parallel abstracts (#doc), the amount of corresponding parallel sentences
(#sent), the average, minimum and maximum source document length in
pieces (mean, min and max). The length are computed with respect to sen-
tence pieces of raw texts using the BPE model of mBART50 (1-M).

2.4 Parallel corpora for length issues : TED
To systematically investigate the challenges related to input lengths in translating long

documents [Bao et al., 2021, Li et al., 2023, Lupo et al., 2023], we have constructed a
series of parallel pseudo-documents using TED talks [Cettolo et al., 2012]. We summarise
in the subsections 2.4.1 and 2.4.2 the data preparation procedure, and report the data
statistics in Table 6, with more details presented in the Appendix of [Peng et al., 2024b].

2.4.1 Parallel corpora for training and validation

Our training set consists of pseudo-documents from both the training and validation
splits of IWSLT-2016. 5 Our goal is to simulate real corpora of parallel documents with
source documents shorter than a certain length lmax – using lmax = 1024. We split all
document pairs whose source side is longer than 1024 tokens into fragments. 6

5. https://wit3.fbk.eu/2016-01
6. All the statistics in tokens in Section 2.4 is counted using the tokeniser of NLLB [Costa-jussà

et al., 2024]. All the full TED talks in our corpora start with the title, then the description and the talk

7

https://wit3.fbk.eu/2016-01


TED-full TED-G TED-U
train dev train dev train dev

Count 1831 19 15625 160 10582 106
Length 2915 2861 341 339 504 512

sent 256 512 768 1024 1200 1600 2048 doc

Count 5103 503 261 184 142 123 100 80 52
Length 23 233 450 638 827 955 1175 1468 2259

Table 6 – Left : Statistics of the TED talks training and dev sets. Right : Statistics
of the TED talks test sets from IWSLT tst2014, tst2015, tst2016 and
tst2017. ‘Count’ denotes the number of parallel pseudo-documents, ‘Length’
denotes the average length of source (i.e. English) pseudo-documents (in
NLLB tokens).

TED-G For each document pair, we iterate the following procedure : (1) sample a maxi-
mum pseudo-document length l′i following the same Gaussian-like length distribution as
the full TED talks with l′i < lmax ; (2) concatenate consecutive sentence pairs up to l′i
to form a training pseudo-documents si. 7 The development set is built similarly, using
document pairs from IWSLT tst2010 and tst2011. We denote these training datasets
as TED-G (G for Gaussian).

TED-U We also consider another dataset generation strategy, to produce a more ba-
lanced length distribution, for which we do as above but we sample uniformly : l′i ∼
U(128, lmax). Fine-tuning with the resulting TED-U corpus allows us to contrast two
corpora with differences in document length distributions.

2.4.2 Test sets

To evaluate MT systems for their ability to handle documents of varying context
window sizes and extrapolate beyond the training sample lengths, we build a series
of test sets of increasing document lengths. For each document in IWSLT tst2014,
tst2015, tst2016 and tst2017, we accumulate consecutive sentence pairs into parallel
pseudo-documents such that all resulting source texts have a length close to lmax, with
lmax ∈ {256, 512, 1024, 1200, 1600, 2048}. 8 Contrarily to training sets, test sets are ho-
mogeneous in length. Evaluation is always performed with complete original talks, after
concatenating and aligning all the corresponding parts.

3 Translation Systems for Scientific Abstracts (Transformer)
Our experiments on vanilla Transformer are implemented with the fairseq [Ott et al.,

2019] framework. All models are based on the Transformer_base architecture, with 6

before being split into pseudo-documents. Tags <description> and <title> are removed.
7. If concatenating the last sentence pair (xn, yn) into the current pseudo-document pair exceeds

lmax, (xn, yn) will yield a single parallel sequence, to respect the maximum length lmax in our training
datasets.

8. At the end of each talk, we concatenate the last parallel sentences into the last pseudo-document
if they are shorter than 50 to avoid exceedingly short parallel sequences.
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layers, 8 attention heads, hidden size of 512 and feed forward size of 2048. The maximum
position of each input sequence is limited to 4096. The max token size of each batch is
4096 for the baseline Baseline-TR and 2048 for others. We updated the parameters
every four batches for Baseline-TR and two for others. Our systems are all trained on
NVIDIA RTX A5000, with a patience value of 5 to stop training if the most recent 5
epochs cannot improve the BLEU score on the validation set.

model name backbone dataset bsz freq. max pos. (src/tgt) misc.

Baseline-TR - SciPar 4096 4 4096/4096 Sent2Sent
FT-TR TAL-S Baseline-TR TAL-S 2048 2 4096/4096 Sent2Sent
FT-TR TAL-D Baseline-TR TAL-D∗ 2048 2 4096/4096 Doc2Doc
FT-TR TAL-D-MR Baseline-TR TAL-D-MR∗ 2048 2 4096/4096 Doc2Doc
FT-TR TAL-D Mask-Past Baseline-TR TAL-D∗ 2048 2 4096/4096 Doc2Doc
FT-TR TAL-D Mask-Future Baseline-TR TAL-D∗ 2048 2 4096/4096 Doc2Doc
FT-TR TAL-D Mask-All Baseline-TR TAL-D∗ 2048 2 4096/4096 Doc2Doc

Table 7 – Experiment configurations for models based on vanilla transformer (the
Transformer_base architecture in fairseq), including the pre-trained model
(backbone) for fine-tuning, the parallel corpus for fine-tuning (dataset), the
batch size (bsz) in tokens, the update frequency (freq.) by batch, the limit of
max position (max pos.) set to filter source and target sequences, and other
notes (misc.). ∗ indicates that we use <sep> to mark sentence boundaries.

The experiment configurations are reported in table 7, where FT-TR TAL-D Mask-
Past, FT-TR TAL-D Mask-Future and FT-TR TAL-D Mask-All denotes trans-
lation systems fine-tuned from Baseline-TR, with the past, future, or all source contexts
sentences masked respectively. In the case of masking future context, we force the deco-
der generating at least the same amount of <sep> as the input source document before
the end of generation. Please refer to [Peng, 2023] for more details about the evaluation
and analysis of these models.

4 Translation Systems for Scientific Abstracts (mBART50)
In this section, we present our translation engines based on mBART50 (1-M), which

is a pretrained multilingual translation system of encoder-decoder architecture derived
from BART through continue training with multilingual parallel corpora from English
to 49 other languages [Liu et al., 2020b, Tang et al., 2021]. We followed a two-stage
fine-tuning strategy. More precisely, we first fine-tuned mBart50 (1-M) with parallel
sentences to develop a sentence-level translation system (FT-SciPar), then fine-tuned
this model for document-level translation.

All experiments presented in this section are implemented with the fairseq [Ott
et al., 2019] framework. All models are based on the mbart_large architecture, with
12 layers for each of the encoder and decoder, 16 attention heads, hidden size of 1024
and feed forward size of 4096. They are trained using a GPU NVIDIA RTX A6000 48G
and 12 CPU with 8G memory each. The position embedding of BART models is lear-
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ned during training. To avoid overfitting, we use an early stopping procedure with the
value of patience equal to 5 (epochs), depending on the BLEU scores evaluated on the
validation set. For decoding with fairseq-interactive, we use the parameter values
max-len-a=1.5 instead of the default value (1.2), and max-len-b=10. These two pa-
rameters are used to control the length of the sentences generated by translation. The
beam size is set to 5.

Please check table 8 for a list of translation systems based on mBART50 (1-M) and
their specific configurations.

model name backbone dataset bsz freq. max pos. (src/tgt) misc.

FT-SciPar mBART50(1-M) SciPar 4096 4 1024/1024 Sent2Sent
FT-TAL-S FT-SciPar TAL-S 2048 2 1024/1024 Sent2Sent

FT-TAL-D FT-SciPar TAL-D 2048 2 1024/1024 Doc2Doc
FT-TAL-MR FT-SciPar TAL-MR 2048 2 1024/1024 Doc2Doc
FT-STEP-D (V1) FT-SciPar STEP-D 4096 2 2048/2048 Doc2Doc
FT-STEP-D-ISTEX (V2) FT-SciPar STEP-D-v2 4096 2 2048/2048 Doc2Doc

Table 8 – Experiment configurations for models based on mBART50(1-M), including
the pre-trained model (backbone) for fine-tuning, the parallel corpus for fine-
tuning (dataset), the batch size (bsz) in tokens, the update frequency (freq.)
by batch, and the max position (max pos.) for source and target sequences,
and other notes (misc.).

Results and analysis of models trained on TAL are published in [Peng et al., 2024c].
Regarding models specified in STEP, we report ds-BLEU 9 [Peng et al., 2024c] in table 9
to give a first insight of their performance. 10

4.1 Baseline : FT-SciPar
To begin, we fine-tuned mBART50 (1-M) on SciPar, a collection of cross-domain

parallel sentences extracted from scientific abstracts (Section 2.1). During training, the
batch size is set to 4096, and we updated the parameters every four batches. The maxi-
mum position of each input sequence is limited to 1024. We consider the resulting model
FT-SciPar as our sentence-level baseline. Other in domain translation systems in this
section are fine-tuned based on it.

9. We evaluate ds-BLEU using SacreBLEU [Post, 2018] with signature :
nrefs :1|case :mixed|eff :yes|tok :13a|smooth :exp|version :2.4.0.

10. In table 9, we reported the translation performance of TowerBase-7B and TowerInstruct-7B-
v0.1 to compare with our custom models. For TowerBase, we applied the zero-shot prompt « English :
SRC\n French : » given only the source input SRC. Regarding TowerInstruct, we applied the chat
template with the following instruction : « Translate the following text from English into French.\n
English : SRC\n French : » also in zero-shot. We have evaluated their performance using three shots
and five shots on the validation set of TAL-D, while the zero-shot performance of both models is better
than few shot in our experiments.

10



THE CRAS CRG BSGF

FT-STEP-D 46.4 (0.98) 34.9 (0.98) 47.7 (0.98) 40.3 (0.98)
FT-STEP-D-v2 46.4 (0.98) 34.6 (0.97) 49.0 (0.98) 41.7 (0.98)

DeepLPro 49.7 (0.99) 34.4 (0.98) 49.3 (0.98) 46.3 (0.99)
SystranPro 46.1 (0.98) 32.1 (0.98) 45.3 (0.98) 43.1 (0.98)
TowerBase 45.5 (0.98) 33.1 (0.97) 48.0 (0.97) 38.1 (0.96)
TowerInstruct 44.7 (0.99) 31.7 (0.98) 44.5 (0.98) 40.5 (0.98)

Table 9 – Scores of ds-BLEU (BP) of FT STEP-D and FT STEP-D-v2 evaluated
on test sets in the field of STEP, compared with the pro version of the
commercial systems DeepL and Systran, along with TowerBase-7B and
TowerInstruct-7B-v0.1 [Alves et al., 2024], which are translation systems
derived from LLaMA2.

4.2 Sentence-level systems
4.2.1 FT-TAL-S

For comparison with document-level models, we trained FT-TAL-S, a sentence-level
translation system derived from FT-SciPar via supervised fine-tuning on TAL-S da-
tasets presented in Section 2.2.1. The batch size is set to 2048, and we updated the
parameters every two batches. The maximum position of each input sentence is 1024.

4.3 Document-level systems
4.3.1 FT-TAL-D

We denote FT-TAL-D the MT model fine-tuned from FT-SciPar on parallel docu-
ments (abstracts in NLP field in this case) of TAL-D. FT-TAL-D is able to take an
entire abstract as input and give its translation in an holistic way. Except the setting in
common presented at the beginning of Section 4, to train FT-TAL-D, we have set the
batch size as 2048 and the parameters were updated every two batches. The maximal
position is also 1024.

4.3.2 FT-TAL-D MR

FT-TAL-D is the document-level MT system obtained by fined-tuning FT-SciPar
on TAL-MR to explore the effectiveness of multi-resolution training [Sun et al., 2022]
that is shortly presented in Section 2.2. Except the training set, all the configuration is
the same as FT-TAL-D.

11



4.4 Document-level systems with position extension
The STEP training set comprises several document pairs longer than 1024, potentially

due to the domain shift between the training data of the BPE model for mBART50 (1-
M) and abstracts in STEP, which contains mathematics formula, specific terminologies,
etc. Under this context, we extend the maximum position from 1024 to 2048 when fine-
tuning on STEP. In other words, we initialise the position embedding with dimension
2048, and copy the pretrained parameter of dimension 1024 to the first 1024 position
reserved for input sequences. The following subsections describe two stable versions of
document-level MT systems trained in this scenario.

4.4.1 FT-STEP-D (V1)

FT-STEP-D (version 1) is a document-level MT model that fine tune FT-SciPar
on parallel abstracts from the corpus STEP in the domain of Earth, environmental
and planetary sciences. As presented in Section 2.3, this training set contains more than
8k parallel documents. In this case, we set the batch size as 4096 and we updated the
parameters every two batches.

4.4.2 FT-STEP-D-ISTEX (V2)

Given the updated parallel abstracts STEP-v2 (cf. Section 2.3), we have trained a
second version of document-level translation system in the field of STEP, and we denoted
this model as FT-STEP-D-ISTEX (or FT-STEP-D-v2). The training protocol and
configurations is exactly the same as FT-STEP-D.

5 Investigating Length Issues through Positional Encodings
We further observed challenges related to length, particularly position bias towards

the final part of input sequences, when applying Transformer-based models to document-
level MT tasks [Peng et al., 2024c]. One reason of these issues is the unbalanced positional
encodings in the training corpus, that favours smaller position indices while underfitts
larger ones [Peng et al., 2024a, Zhu et al., 2024, Peng et al., 2024b]. Therefore, we explo-
red how to mitigate this problem using more balanced positional encoding distributions,
through a) a better positional encoding strategy for APEs that maps the PE distribu-
tion of a training corpus to a uniform distribution, denoted as unifPE (see [Peng et al.,
2024b, Section 4] ), or b) a training corpus of a more balanced document length distri-
bution (i.e. TED-U). We also proposed a systematic evaluation method to measure the
ability of MT systems to process documents of increasing lengths. This exploration is
presented in Peng et al. [2024b].

This section provides the experiment configurations for all MT models resulting from
this experiment, with Table 10 giving an overview of these configurations.

It concerns three different architectures, including mBART50 with learned APEs
[Tang et al., 2021], NLLB with sinusoidal APEs [Costa-jussà et al., 2024] and Tower-
Base [Alves et al., 2024] with RoPE [Su et al., 2024]. Since mBART50 relies on learned
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APEs, integrating unifPE to uniformise the APE distribution of all the batches resul-
ted in severe translation quality degradation due to catastrophic forgetting. One simple
but effective solution is to incorporate unifPE only in a portion of batches, as reported
in Table 10. In contrast, our preliminary experiments show that integrating unifPE to
all batches instead of a percentage of batches while fine-tuning TowerBase or NLLB
converges and results in better performance. Therefore, we fixed the ratio of unifPE
as 1 if we apply it to these models. In our experiments, we set up the target maximum
length that controls the unifPE algorithm to 2048 for mBART50 and NLLB models
and to 4096 for the decoder-only TowerBase models, and we performed experiments
on the corpora STEP-D-v2, TED-G and TED-U (see Sections 2.3 and 2.4).

model name backbone PE unifPE dataset bsz freq. max pos. archi.

FT STEP-D-v2 FT-SciPar Learned APE 0 STEP-D-v2 4096∗ 2 2048/2048 enc-dec
Unif-BART-STEP-r5 FT-SciPar Learned APE 0.5 STEP-D-v2 4096∗ 2 2048/4096 enc-dec
Unif-BART-STEP-r7 FT-SciPar Learned APE 0.7 STEP-D-v2 4096∗ 2 2048/4096 enc-dec

FT-Tower-STEP TowerBase RoPE 0 STEP-D-v2 8 4 4096 dec-only
Unif-Tower-STEP TowerBase RoPE 1 STEP-D-v2 8 4 4096 dec-only

FT-NLLB-G NLLB Sinusoidal APE 0 TED-G 32 4 2048/2048 enc-dec
Unif-NLLB-G NLLB Sinusoidal APE 1 TED-G 32 4 2048/2048 enc-dec
FT-NLLB-U NLLB Sinusoidal APE 0 TED-U 32 4 2048/2048 enc-dec
Unif-NLLB-U NLLB Sinusoidal APE 1 TED-U 32 4 2048/2048 enc-dec

FT-Tower-G TowerBase RoPE 0 TED-U 8 2 4096 dec-only
Unif-Tower-G TowerBase RoPE 1 TED-G 8 2 4096 dec-only
FT-Tower-U TowerBase RoPE 0 TED-U 8 2 4096 dec-only
Unif-Tower-U TowerBase RoPE 1 TED-U 8 2 4096 dec-only

Table 10 – Experiment configurations for models presented in Section 5. These configu-
rations include the pre-trained backbone model (backbone), the positional
encoding (PE), the ratio of unifPE for fine-tuning (unifPE), the paral-
lel corpus for fine-tuning (dataset), the batch size (bsz) counted in tokens
(with ∗) or in number of input sequences, the update frequency (freq.)
by batch, and the maximum position (max pos.) for source and target
sequences (source/target), and the model architecture (archi.). NLLB de-
notes nllb200-distilled-600M. TowerBase denotes TowerBase-7B.

5.1 unifPE STEP (mBART50)
We first applied unifPE to fine tune the mBART50-based model FT SciPar on

STEP-D-v2, aiming to improve MT engines introduced in Section 4.4.

5.1.1 Baseline : FT-STEP-D-v2

We consider the FT-STEP-D-v2 in Section 4.4.2 as our baseline model, which is
developed through document-level fine-tuning.
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5.1.2 Unif-mBART-STEP-r5

The MT system Unif-mBART-STEP-r5 fine-tuned FT SciPar using the same confi-
gurations as FT-STEP-D-v2, but incorporating the unifPE algorithm to 50% of the
fine-tuning batches.

5.1.3 Unif-mBART-STEP-r7

Similarly, the model Unif-mBART-STEP-r7 applied unifPE algorithm to 70% of
the fine-tuning batches. All the other experiment settings are the same as that of FT-
STEP-D-v2.

5.2 unifPE STEP (Tower)
Subsequently, we examined the effect of unifPE on an LLM-based architecture,

TowerBase-7B 11 [Alves et al., 2024] (TowerBase for short), derived from Llama2
using translation-related tasks. TowerBase uses RoPE [Su et al., 2024] to encode rela-
tive PEs, which nonetheless encodes some form of APE signal in some dimensions [Peng
et al., 2024a], and may therefore be also mildly impacted by the PE training distribution.

5.2.1 Baseline : FT-Tower-STEP

We performed supervised fine-tuning using QLoRA [Dettmers et al., 2023] and bfloat16
on TowerBase as our baseline model, denoted as FT-Tower-STEP. The prompt
for fine-tuning is « Translate the following text from English into French.\nEnglish :
SRC\nFrench : TGT ». Since TowerBase relies on a decoder-only architecture, the
maximum position doubles to 4096 in our experiments to account for both the source
and the target sequence, no matter what is the effective maximum position observed
from the training corpus. The batch size is 8 with 4 gradient accumulation steps. The
learning rate is 2e−4 adjusted by a cosine schedule, without warm-up steps nor packing.
We fine-tuned the model for one epoch. The inference is performed without additional
in-context examples, with bfloat16 and greedy search.

5.2.2 Unif-Tower-STEP

We applied unifPE to all batches during the fine-tuning process using QLoRA on the
STEP-D-v2 corpus, following the same configurations as FT-Tower-STEP. We refer
to the resulting MT system as Unif-Tower-STEP.

5.3 unifPE TED-G & TED-U (NLLB)
We considered NLLB200-distilled-600M 12 or NLLB for short [Costa-jussà et al.,

2024] as a representative encoder-decoder model based on APEs. NLLB is a 12-layer

11. https://huggingface.co/Unbabel/TowerBase-7B-v0.1
12. https://huggingface.co/facebook/nllb-200-distilled-600M
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THE CRAS CRG BSGF

FT STEP-D-v2 46.4 (0.98) 34.6 (0.97) 49.0 (0.98) 41.7 (0.98)
Unif-mBART-STEP-r5 46.7 (0.98) 35.0 (0.97) 48.6 (0.98) 41.8 (0.98)
Unif-mBART-STEP-r7 46.6 (0.98) 35.2 (0.98) 49.0 (0.98) 40.5 (0.98)

TowerBase 45.5 (0.98) 33.1 (0.97) 48.0 (0.97) 38.1 (0.96)
FT-Tower-STEP 47.1 (0.98) 35.0 (0.98) 48.9 (0.98) 39.7 (0.98)
UNIF-Tower-STEP 46.8 (0.98) 35.1 (0.98) 49.0 (0.98) 39.7 (0.98)

Table 11 – ds-BLEU scores (and BP) of MT systems fine-tuned on the STEP-D-v2
corpus, evaluated on test sets in STEP and compared with TowerBase.

model name 200 300 400 500 600 700

FT STEP-D-v2 42.8 (0.98) 39.4 (0.98) 34.4 (0.97) 27.5 (0.95) 17.6 (0.94) 4.2 (0.96).
Unif-BART-STEP-r5 43.2 (0.97) 40.1 (0.95) 35.8 (0.93) 28.1 (0.89) 19.3 (0.85) 6.4 (0.81)
Unif-BART-STEP-r7 43.2 (0.96) 40.3 (0.94) 36.3 (0.92) 29.1 (0.87) 20.7 (0.83) 8.3 (0.81)

TowerBase 41.3 (0.94) 41.0 (0.95) 36.6 (0.95) 35.5 (0.88) 33.0 (0.89) 31.5 (0.81)
FT-Tower-STEP 45.8 (0.98) 45.4 (0.98) 44.6 (0.98) 43.6 (0.98) 38.7 (0.98) 37.6 (0.99)
UNIF-Tower-STEP 45.9 (0.98) 45.5 (0.98) 45.0 (0.98) 44.2 (0.98) 42.6 (0.98) 41.2 (0.98)

Table 12 – ds-BLEU (and BP) evaluated on documents d translated at final po-
sitions (i.e. d′d) following a document d′ of increasing length l ∈
{200, 300, 400, 500, 600, 700} [Peng et al., 2024c, Section 4.3]. The docu-
ments d is the set of THE in STEP. We take 5 different d′ from BSGF that
satisfies the length constraint and this table reports their average scores.

model name 200 300 400 500 600 700

FT STEP-D-v2 45.9 (0.98) 45.8 (0.99) 45.9 (0.99) 45.9 (0.98) 45.6 (0.99) 45.8 (0.99)
Unif-BART-STEP-r5 46.1 (0.98) 46.0 (0.98) 46.0 (0.98) 45.9 (0.98) 45.6 (0.98) 45.8 (0.98)
Unif-BART-STEP-r7 46.1 (0.98) 45.9 (0.98) 45.7 (0.98) 45.6 (0.98) 45.2 (0.97) 45.4 (0.97)

TowerBase 40.7 (0.89) 38.1 (0.85) 35.4 (0.80) 33.1 (0.78) 37.1 (0.86) 26.7 (0.65)
FT-Tower-STEP 46.7 (0.98) 46.1 (0.97) 45.9 (0.98) 45.6 (0.98) 45.6 (0.98) 45.0 (0.98)
UNIF-Tower-STEP 46.4 (0.98) 45.9 (0.97) 45.7 (0.98) 45.6 (0.98) 45.2 (0.98) 45.0 (0.98)

Table 13 – ds-BLEU (and BP) evaluated on documents d translated at initial po-
sitions (i.e. dd′) followed by a document d′ of increasing length l ∈
{200, 300, 400, 500, 600, 700} [Peng et al., 2024c, Section 4.3]. The docu-
ments d is the set of THE in STEP. We take 5 different d′ from BSGF that
satisfies the length constraint and this table reports their average scores.

encoder-decoder multilingual MT model pre-trained in 200 languages. We used the Hug-
gingFace implementation, which relies on sinusoidal APEs [Vaswani et al., 2017]. Please
refer to [Peng et al., 2024b] for the evaluation results.
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5.3.1 Baseline : FT-NLLB-G

FT-NLLB-G is the baseline model for our experiments performed on NLLB. To
build it, we fine-tuned the pretrained model on TED-G with learning rate 5e− 4, 500
warm-up steps, 4 parallel pseudo-documents per batch and 32 gradient accumulation
steps. An early stopping criterion with a patience of 5 epochs is also applied, according
to the d-BLEU [Liu et al., 2020a] evaluated on the validation set. For inference on test
sets, the beam size is set to 5 and the batch size is set to 4.

5.3.2 Unif-NLLB-G

Unif-NLLB-G is the MT model fined-tuned from NLLB following the same confi-
gurations as FT-NLLB-G, but integrated the unifPE algorithm to all batches during
fine-tuning.

5.3.3 FT-NLLB-U

To explore the impact of document length distributions, we fine-tuned NLLB using
the same experiment settings as FT-NLLB-G but on the TED-U corpus, and we named
the resulting model as FT-NLLB-U.

5.3.4 Unif-NLLB-U

To examine the impact of unifPE on a corpus of a more balanced document length
distribution, we fine-tuned NLLB exactly as Unif-NLLB-G but on the TED-U corpus,
to obtain the MT engine Unif-NLLB-U.

5.4 unifPE TED-G & TED-U (Tower)
This section outlines the experiment settings used to fine-tune Towerbase. For re-

sults analysis and performance comparisons, please refer to [Peng et al., 2024b].

5.4.1 Baseline : FT-Tower-G

Similar to Section 5.2, we performed supervised fine-tuning using QLoRA [Dettmers
et al., 2023] and bfloat16 on TED-G to build the baseline model, with the same prompt
pattern and the same maximum position as FT-Tower-STEP. The resulting MT sys-
tem is referred to as FT-Tower-G. The batch size is 8 with 2 gradient accumulation
steps. The learning rate is 2e− 5 adjusted by a cosine schedule, without warm-up steps
nor packing. We fine-tuned the model for two epochs and saved checkpoints every 50
steps in the second epoch. We then chose the checkpoint with the best d-BLEU [Liu et al.,
2020a] on the validation set. The inference is performed without additional in-context
examples, with bfloat16 and greedy search.
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5.4.2 Unif-Tower-G

The system Unif-Tower-G is derived from TowerBase following the same fine-
tuning strategy as FT-Tower-G in Section 5.4.1, while it applied unifPE during fine-
tuning to uniformise the absolute PEs.

5.4.3 FT-Tower-U

FT-Tower-U is the MT system obtained through the same fine-tuning process as
that of FT-Tower-G, but using the TED-U corpus.

5.4.4 Unif-Tower-U

In addition, we have fine-tuned TowerBase exactly as Unif-Tower-G, but on the
TED-U corpus to obtain the MT system Unif-Tower-U.

5.5 Preliminary evaluation results
This subsection outlines the performance of MT engines introduced in Section 5. For

models fine-tuned on STEP-D-v2, as reported in Table 11, models fine-tuned with
our without unifPE show comparable performance in ds-BLEU on the four test sets
in the STEP field. These models are further evaluated using the d′d and dd′ methods
introduced in Peng et al. [2024c, Section 4.3] for their capacity to translate the initial
part (Table 13) and final part of input sequences (Table 12). We report also the scores
of TowerBase for comparison. 13 Results show that the fine-tuned MT models are
robust to noisy information in the dd′ scenario, while the translation quality of the final
parts of lengthy sequences degrades when the sequence length gets longer. The unifPE
algorithm helps to mitigate the problem for both mBART50 and TowerBase.

However, for models fine-tuned on TED-G and TED-U, we only observed such im-
provement brought by unifPE for NLLB models but not for TowerBase, according
to results in Peng et al. [2024b]. We assume that one potential reason is that parallel
abstracts in STEP fields represent a more semantically complexe texts than pseudo-
documents constructed using TED talks for document-level MT tasks.

6 Conclusion
In conclusion, this report presents the stable versions of translation systems developed

within the MaTOS project, designed for two objectives : a) translating English scientific
abstracts into French and b) examining the impact of positional encoding distributions
in traditional encoder-decoder architectures and decoder-only LLMs for long document
translation. The models in (a) are based on the vanilla Transformer architecture, or
the pretrained mBART50(1-M) model. Our baseline models learned general knowledge

13. For TowerBase, we applied the zero-shot prompt « English : SRC\n French : » given only the
source input SRC.
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of scientific abstracts from the SciPar corpus, while our fine-tuned systems specialize
in the domains of NLP or STEP. For objective (b), the translation engines enhanced
translation quality by manipulating the training distribution of input lengths or position
encodings. However, the challenge of translating extremely long sequences persists. Our
ongoing work focuses on exploring advanced techniques, such as supervised attention and
retrieval-augmented generation, to improve the translation quality of lengthy scholarly
documents while maintaining the coherence and consistency in the translated texts.
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