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Abstract 
Railway safety faces a critical challenge from overheated axle bearings, commonly known as hot boxes. Early 

detection is, therefore, of utmost importance. Departing from the complexity and resource-heavy nature of current hot box 
detectors, a new and affordable thermal vision-based wayside monitoring method is proposed. It combines panoramic 
thermal images with deep learning (DL)-based object detection algorithm. Panoramas were created, from thermal image 
sequences collected, by cooled and uncooled cameras, during field experiments on both freight and passenger trains. The 
results yielded promising perspectives, notably in maintaining high safety standards, at a more budget-friendly cost. 

1. Introduction 
Rail transport represents a crucial sector of the economy. In 2021, the freight transport activities in the European 

Union-27 are estimated to amount of 409.6 billion tonne-kilometre and the passenger transports to 265.2 billion passenger-
kilometre [1]. As the demand for rail services continues to grow, safety remains a primary concern. As a critical vehicle 
component, axle bearing is subjected to intense mechanical and thermal stresses during operation. A hot box can arise, 
therefore, if the bearing experiences excessive heat due to friction caused by inadequate or contaminated lubricant. 
Material fatigue becomes a significant concern in this scenario, progressively compromising the structural integrity of the 
bearing components. The consequences of undetected hot box can be dramatic, posing imminent threats to the safety of 
the entire rail system, including the potential for derailment and fires.  

Generally, hot box detectors incorporate two categories of sensing systems: inboard sensors and those integrated 
into the track also called wayside detectors. Inboard sensor systems, being directly mounted on individual vehicles on each 
axle box, provide distinct advantages such as real-time feedback on the condition of bearings, enabling prompt reactions 
to possible concerns. However, challenges include high installation costs, increased maintenance needs, and a significant 
coverage gap, as many existing freight trains lack these systems. On the other hand, wayside detectors are intended to 
measure the heat radiating remotely from passing trains axles, providing a broader perspective on the overall health of the 
rail network. Integrated into the track infrastructure, these detectors generate alerts when temperatures exceed the 
predefined thresholds set by infrastructure managers. While these systems are indeed effective, the high installation and 
maintenance costs can be a significant obstacle to their widespread deployment across the rail network. This problem 
cannot be understated given the fact that a bearing failure can occur within few minutes of passing a hot-box detector 
without triggering an alarm [2,3]. Additionally, the reliance on external facilities, like triggers, introduces a dependency that, 
if compromised, could impact the overall efficacy of the temperature monitoring system. To address these drawbacks, we 
propose an affordable thermal vision-based wayside monitoring system. It incorporates thermal camera and a cutting-edge 
DL-based object detection algorithm, which is YOLOV8, to detect the group axle/wheel components. Despite the very 
limited prior research in this specific application, this study stands out by processing panoramic thermal images of the 
entire train rather than individual image sequences, an area that has not been explored previously.  

2. Procedures and thermal image database: 
2.1. Data acquisition and creation of thermal panoramic images 

In-situ experiments were conducted at various times of the day on an operational rail line. The image sequences 
were collected using two camera models, a cooled camera, operating at 250Hz (SWIR - MWIR), and an uncooled camera, 
operating at 100 Hz (LWIR). This choice was made to conduct a comparison. 

Panoramic images are created through a multi-step process. Initially, the trains arrival and departure in the videos 
needs to be detected as the cameras were triggered manually. In the present study, it has been achieved by calculating 
the structural similarity index measure (SSIM) between two normalized frames, where the first frame corresponds to the 
initial frame of the video. A result approaching 1, means both frames display the background; otherwise, it indicates that 
the second frame captures the train body. Second, the train's displacement, in pixels, is estimated. Subsequently, a center 
strip of the size corresponding to the displacement is extracted from each frame. Finally, these center strips are stitched 
together to create panoramic images. It is noteworthy that precise pixel-level displacement is important for generating 
panorama devoid of visible stitching artifacts. To this end, the optical flow method, a technique that tracks pixel motion 
across consecutive frames, was employed [4]. 

2.2. Deep learning-based hot box detection 
The hot box detection process relies on single-stage object detector algorithm. Different from two-stage detectors 

that typically involve a region proposal step followed by a refined object classification, like region-based convolutional 
neural networks (R-CNN) [5], fast and faster R-CNN [6,7], single-stage detectors streamline the process by directly 
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predicting bounding boxes and class probabilities in a single pass. This results in a more computationally efficient 
approach, making it well-suited for scenarios where a prompt decision is imperative. 

Representative algorithms in this second category include Single Shot Detector [8] and the “You Only Look Once” 
(or YOLO) series [9], with YOLOV8 standing as the latest version. YOLOV8 improves the YOLOV5 framework, bringing 
advancements in both architecture and developer experience areas. It features an anchor-free detection head, an original 
backbone network, a loss function and other enhancements. In line with certain predecessors, YOLOV8 is available in five 
different variants ranging from nano (n) to extra-large (x), each determined by the number of parameters. In fact, the model 
size has a big influence on results. The bigger the size, the more coefficients the model will have to work with, which will 
allow it to solve more complex problems. Nevertheless, bigger the model, the longer it will take to process an image. 
Besides, the input image size affects latency and accuracy: if it's too large, latency increases significantly. But, on the same 
time, it generally boosts accuracy [10]. So, finding the right balance is key, in most application.  

To tackle practical challenges, resource limitations and high-resolution nature of panoramas, YOLOV8n emerged 
as the optimal choice. Hence, it was trained on selected image sequences, ensuring the inclusion of diverse and 
representative samples, on a workstation powered by NVIDIA Quadro RTX 5000 (with 3072 CUDA cores, 384 Tensor 
Cores and 16 GB RAM) GPU. But the testing was performed on panoramic images with NVIDIA Jetson Orin AGX (2048-
core NVIDIA Ampere with 64 Tensor Cores and 64 GB RAM). Figure 1 exhibits panoramas comprising three locomotives, 
reconstructed from image sequences taken by the two camera models. Within the depicted panoramas, the results of hot 
box detection, by the YOLOV8n algorithm, are showcased. Furthermore, we explore the feasibility of detecting the group 
axle/wheel components without relying on artificial intelligence-assisted tools. We also expose the limitations that impact 
the accuracy, particularly due to variations in experimental conditions. This investigation affirms the role of YOLOV8n, and 
highlights its adaptability in addressing these challenges. In the extended version of the paper, additional results are 
presented, and a more comprehensive discussion is undertaken. 

(a) Thermal panorama created from image sequences taken the cooled camera

(b) Thermal panorama created from image sequences taken the uncooled camera
Figure 1: Hot box detection results using YOLOV8n. 

3. Conclusion and perspectives

This research highlights the potential and prerequisites associated with employing panoramic thermal images for 
detecting and counting hot boxes. Seeking to maintain high standards of safety with cost-effective new hot box detector 
design, DL can effectively process thermal images from cooled but also uncooled camera, even under various sun 
influences in outdoor conditions. The natural next step involves dual objectives: deblurring images and evaluate 
performances in all weather conditions, validated through comparisons with existing axle counters. 
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