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Figure 1: Examples of first-person views that can benefit from embedded visualization designs to help the athlete improve their
performance or learn the sport.

1 CONTEXT

With the 2024 Olympics in Paris, a lot of attention has been put
on elite sports. Elite sports concern a limited set of top athletes
from around the globe who have been training for many years, from
nutrition to mental preparation, to achieve the best possible per-
formance during the competition. Many researchers —including
the co-authors of this paper — have been involved in helping ath-
letes to reach their best level of performance by carrying out re-
search in close collaboration with Olympic federations, analysts,
and coaches. This led to a deeper understanding of needs, applying
or developing new data capturing, analysis and presentation meth-
ods. However, this work remained only in the perimeter of high-
performance sports while the benefits of the work can reach beyond
elite sports to casual activities, health, or recovery.

We now want to explore possible applications that transfer from
excellence to casual physical activities. We are motivated by the
possible benefits of: 1) being more inclusive in terms of partici-
pants, 2) reaching a wider set of physical activities in the realm of
personal fitness rather than elite-level sports, and 3) applications
outside of official sports environments (e. g. a stadium), for exam-
ple in people’s homes or public places such as forests, public roads,
etc. What we have learned about elite sports, however, will only
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transfer to casual physical activities to some extent — especially
when we consider that these visualizations are meant to be seen
live, during an activity, and from a first-person perspective. We ar-
gue that casual sports activities could be supported with efficient
visual mapping of personal data using similar techniques as seen in
TV broadcasts, as well as a novel generation of visualizations that
people can relate to, giving them a personalized sense of perfor-
mance. Techniques can, for example, use historical sports visual-
izations [5] to provide context on the current pace of a race or the
quality of play during table tennis tournaments.

In this workshop, we would like to specifically discuss chal-
lenges related to where to map visualizations and the impact of mo-
tion on this process. Of course, other challenges related to what
to map, when to show visualization, and how to design them are
equally important. They will touch on our challenge but are not
our focus here. In the professional settings that we have so far fo-
cused on, third-person, spectators, or bird’s eye perspectives are
common because they can be used for TV broadcasts or analysis
after an activity by coaches and athletes. When we switch to a first-
person perspective, we will have a limited personal perspective (see
teaser image) of a much larger environment, with perspective dis-
tortion and relative motion with both the athlete’s body parts and the
environment (Figure 3). Making visualizations available in these
first-person views presents numerous technical challenges, which
we discuss next.

2 MAPPING THE FIRST-PERSON VIEW AND ENVIRONMENT

When mapping visualizations into a first-person perspective our
work so far has considered three mapping environments:



Figure 2: Types of points of view (from [1]): A) overhead/bird’s
eye, B) first-person, C) third- person-high, D) third- person-low

Surrounding the physical activity: The surroundings of a phys-
ical activity can be both static or dynamic. The surrounding en-
vironment is most often static and includes entities such as roads,
a court (tennis/badminton/beach volleball/swimming pool, ...), or
fixed game equipment such as a table tennis table. However, en-
vironments may also dynamically change (Figure 3, left) and the
change may be essential to the activity. For example imagine that
we may want to add visualizations to waves for an amateur surfer or
on the sand of a beach volleyball court. In this case, visualizations
become more difficult to map.
Parts of the activity: We may also want to map visualizations to
entities that are essential aspects of the sports activity. These enti-
ties include the athletes themselves and their bodies, various props
(e. g., a racket, a goal, or a punching bag), or sports accessories
(e. g., a ball). Visualizations that are mapped closely to entities that
are part of the activity usually have a particularly tight embedding
between the data and the referent [6].
Overlays from the participant’s point of view: Overlays are
somewhere between visualizations surrounding the activity and
those that are mapped onto parts of the activity. Overlays are typi-
cally displayed in a somewhat disconnected manner, like in a heads-
up-display, but still connect closely to the activity itself.

The first question we would like to discuss is how to find the
right balance between these mapping spaces to prevent visual over-
load while providing relevant situated visualizations. For example,
a ball’s speed trajectory might be relevant to its location but not
from a first-person point of view. What is the impact of distortion
due to the point of view? For instance, compared to the third person
view (Figure 2, d) which provides only a few meters ahead, an over-
head view (Figure 2, a) enables more space with fewer distortions,
giving up one spatial dimension (the height).

3 DEALING WITH MOTION

Our past work has explored how people are affected when reading
visualizations under relative motion between the viewer and a vi-
sualization [2, 9, 7, 8]. Only in one project have we explored how
viewers are affected by reading a visualization while walking and
running [2]. We saw that people became more inaccurate reading
visualizations from a smartwatch the faster they moved. Yet, we
only tested speeds of up to 6 km/h, which is far below the speed
of many, even casual, sports activities that require faster bursts of
movement (ball games in particular). In other past work, we ran
perception studies of reading visualization moving on a screen at
different speeds [8]. We again found that with increasing speed,
people were less accurate in reading the visualizations. Again,
the first-person perspectives we discuss here, however, only par-

Figure 3: Difference between a first-person view of a pool
(mockup) and our tool SwimFlow [9] meant for broadcast of swim-
ming races.

tially relate to this past work as the environments we target for ca-
sual sports are much more complex, seen in 3D, and with chang-
ing backgrounds and lighting conditions. When visualizations are
embedded static in the environment, the movement of the visual-
izations will depend on the athletes themselves and their changing
viewpoints. When visualizations are dynamic, for example, when
attached to a ball or another athlete, there will be two types of mo-
tion: the autonomous, semi-predictable motion of the ball, and the
controlled motion of the athletes themselves.

The second question we would like to discuss is related to mo-
tions from a first-person perspective. How will it impact people’s
ability to read visualizations? Should the kind of mapping of vi-
sualizations in the 3D space be based on the motion characteristics
during the activities? For instance, running at high speeds is known
to cause a loss of peripheral vision, which reduces focus and atten-
tion to the surrounding environment.

4 TECHNICAL CHALLENGES OF MOTION TRACKING AND
EMBEDDING VISUALIZATIONS ON A MOVER

Generally, there are three technical solutions to displaying visual-
izations for casual sports activities: using displays, projecting visu-
alizations in the environment, or wearing AR headsets that give an
entirely personalized and private view.

It is much simpler, although not necessarily easy, to display vi-
sualizations statically in a fixed environment surrounding a sports
activity — similar to how in soccer the sides of the field are al-
ready used to display consumer information. For example, fixed
displays could be placed in the environment and fed with personal
information related to an athlete passing by; or the displays could
be placed in the typical view direction of an athlete, for example
somewhere on the opposite side of a tennis field. When projectors
or AR equipment are to be used, we need to have a physical model
of the environment to correctly place visualizations in them. This
could be achieved by fitting well-known 3D shapes or using recent
advances in computer vision and sensor technologies.

When visualizations can be physically attached to sports equip-
ment, they can relatively easily support showing data related to
parts of an environment. For example, imagine a ball that changes
color based on how hard it has been hit. Physical displays are al-
ready often worn by athletes in the form of smartwatches although
physical displays can also be embedded in clothing, for example.
However, displays attached to people or equipment might not al-
ways be visible, and for an athlete, it might be dangerous to look
away to see them.

For rendering visualization in a reconstructed 3D environment
(via projectors or an AR headset), it is difficult to equip partici-
pants with embedded cameras. In elite sports, we can sometimes
see first-person views as 3D reconstructions of activities recorded
from a third-person perspective; sometimes achieved with spider-
cam cameras that descend close to the player (e. g., before shooting
a penalty). Depending on the activity, multiple cameras may be
required, and these are typically reserved for major events (e. g.,



finals of highly popular sports). At home or in other smaller envi-
ronments, it might eventually be possible to find low-cost alterna-
tives to those expensive setups, using a set of cameras as a comple-
ment to the first person to provide an overview or just a context of
the current position and orientation. In other environments, drones
could be used to follow runners for instance. But static panoramic
cameras would also be a good complement, in particular, to collect
tracking data e. g., using marker-less pose estimation [4].

Rendering, is, however, only one part of mapping visualizations
to an environment. We also need data and capturing data may be
challenging. While some wearable capturing devices exist [3], like
smartwatches, sometimes even small sensors of a couple of mg are
discarded by athletes due to the imbalance it creates. Capturing
accurate data in open environments is also challenging due to the
weather and light variations, for example, when races can happen
during night time.

The third question we would like to discuss is: what are the first-
person tracking devices suitable for casual physical activities? In
particular, what are the trade-offs between wearable devices and
those installed in the environment? Our take is that video recording
could play an important role in capturing real-time motion and en-
abling replay for self-reflection or communication. However, pro-
viding real-time feedback remains challenging, especially when the
devices are embedded in props or body parts that move quickly.
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