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Abstract

Antibodies play an essential role in the immune response to viral infections, vaccination, or antibody
therapy. Nevertheless, they can be either protective or harmful during the immune response. Moreover,
competition or cooperation between mixed antibodies can enhance or reduce this protective or harmful effect.
Using the laws of chemical reactions, we propose a new approach to modeling the antigen-antibody complex
activity. The resulting expression covers not only purely competitive or purely independent binding but also
synergistic binding which, depending on the antibodies, can promote either neutralization or enhancement of
viral activity. We then integrate this expression of viral activity in a within-host model and investigate the
existence of steady-states and their asymptotic stability. We complete our study with numerical simulations to
illustrate different scenarios: firstly, where both antibodies are neutralizing, and secondly, where one antibody
is neutralizing and the other enhancing. The results indicate that efficient viral neutralization is associated
with purely independent antibody binding, whereas strong viral activity enhancement is expected in the case
of purely competitive antibody binding. Finally, data collected during a secondary dengue infection were used
to validate the model. The data set includes sequential measurements of virus and antibody titers during
viremia in patients. Data fitting shows that the two antibodies are in strong competition, as the synergistic
binding is low. This contributes to the high levels of virus titers and may explain the Antibody-Dependent
Enhancement phenomenon. Besides, the mortality of infected cells is almost twice as high as that of suscepti-
ble cells, and the heterogeneity of viral kinetics in patients is associated with variability in antibody responses
between individuals. Other applications of the model may be considered, such as the efficacy of vaccines and
antibody-based therapies.
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1 Introduction

Active immunity is triggered by the entrance of a
pathogen or by vaccination and involves the produc-
tion of antibodies by the immune system. On the other
hand, passive immunity involves the vertical transmis-
sion of antibodies from mother to offspring or the hor-
izontal transmission of antibodies from humans or an-
imals to susceptible individuals through antibody do-
nation (antibody therapy). The interaction between
the antibody and the antigen occurs through a specific
chemical reaction, to form an antigen-antibody com-

plex. This immune complex can either neutralize or en-
hance the activity of the pathogen. The strength of the
antigen-antibody complex depends firstly on the affinity
of the antibody for the antigen, secondly on the number
of antigen-antibody binding sites, and thirdly on the
structural arrangement of the interacting parts, [1, 2].
In the case of secondary infection by a homologous or
heterologous virus, pre-existing antibodies and newly
produced antibodies may coexist, [3]. In most cases,
an active infection leads to the production of neutraliz-
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ing antibodies. However, cross-reaction of pre-existing
antibodies may or may not help neutralize this ac-
tive infection; in fact, it has been observed that cross-
reacting antibodies can enhance the infection, [4–8]. In
the case of influenza, dengue, or COVID-19, for exam-
ple, it has been observed that two successive homolo-
gous infections can increase the neutralizing effect of
antibodies, [1, 9]. On the other hand, secondary in-
fection with a heterologous dengue serotype may in-
crease the risk of developing a severe form of the dis-
ease, due to Antibody-Dependent Enhancement (ADE)
phenomenon, [4–8, 10–12]. Furthermore, in the pres-
ence of a mixture of two antibodies and a pathogen,
two other factors come into play: (i) the competition
between antibodies to bind to the antigen, and (ii) the
synergistic interactions between antibodies, [1,13]. This
leads to three distinct types of antigen-antibody bind-
ing: (a) purely independent binding, where the binding
of one antibody does not affect the binding of other an-
tibodies to the same receptor; (b) purely competitive
binding, where the two antibodies cannot bind simulta-
neously to the same receptor; and (c) an intermediate
situation, where the two antibodies can bind simulta-
neously to many sites of the same receptor, with syner-
gistic interactions, i.e., the binding of one has an effect
on the binding of the other, either by making it weaker
or stronger, [1, 13].

Several mathematical within-host infectious disease
models have been developed to study the dynamics
of viral infections and their interaction with the im-
mune system, [14–26]. They involve, according to each
paper, healthy and infected target cells, intracellular
pathogen replication, T-cells, B-cells, cytokine produc-
tion, and antibodies. Most of them resemble epidemio-
logical models and use the mass action law or a satura-
tion function to model the force of infection. In general,
only one of the immune responses - humoral or cellu-
lar - is modeled, and very few models address interac-
tion among components of the immune response. As an
example, [15,18,20] took into account only one compo-
nent of the immune system: T-cells, the only ones capa-
ble of killing infected cells. In particular, [15] used the
Beddington-DeAngelis incidence rate to model interac-
tion between susceptible cells and free viruses. They
argued that they could thus reduce the time needed for
the immune response to clean the dengue virus, com-
pared with using the mass action law of the paper [20].
In both articles, depending on parameter values, more
than one endemic steady-state was found, and thresh-
olds for the stability of each of them have been attained.
In [18], the authors used data coming from hospitalized
primary and secondary dengue patients - virus viremia
- to estimate model parameters that confirmed the role
of the immune response in shaping variation between
individuals consistent with the hypothesis of ADE. In
[14], the authors developed deterministic and stochas-
tic within-host models to explore different dengue infec-
tion scenarios, taking into account individual immuno-

logical variability. Their models are calibrated using
empirical data on viral load and antibody concentra-
tions (IgM and IgG), incorporating confidence intervals
derived from stochastic realizations. In [19], the au-
thors considered heterologous antibodies that interact
through a Heaviside step function that triggers neutral-
ization or enhancement of the infection depending on
the amount of the antibody from the first infection. The
model also considered a delay in the immune response
which switches the stability of the system through a
Hopf bifurcation. The authors argued that they could
qualitatively replicate the humoral immune responses
observed in primary and secondary infections. The au-
thors of [16] have shown that the risk of developing a
severe form of dengue may be related to increased cy-
tokine production due to the interaction of the immune
system (T-cells) with the dengue virus. The model was
parameterized to reproduce qualitatively the data set
described in [18]. The virological indicators used were
the level of peak viremia, the time to peak viremia, and
the viral clearance rate. Although the model did not
consider the humoral immune response explicitly, the
authors argue that the reparametrization of the infec-
tivity rate can be biologically interpreted in the context
of the ADE phenomenon.

Other original approaches have been developed in
[17,27,28]. All, explicitly considered interactions among
susceptible and infected target cells, dengue virus, and
dengue antibodies through bilinear and trilinear terms.
In [17], two thresholds were obtained: the mean num-
ber of virions produced by one invading virus in the
very early stage of secondary infection, and the rate at
which one infected macrophage dies. The existence and
stability of the endemic equilibrium depend on both
parameters, and one of them acts as a weakening fac-
tor for ADE. In [23], the authors proposed a within-
host mathematical model to evaluate the role of mem-
ory B and T cells in heterologous secondary dengue
infection. They showed that memory T cells play an
essential role in eliminating the possibility of ADE oc-
currence. In [24], the authors developed a within-host
model to study the impact of ADE phenomena on dis-
ease severity of Zika virus and dengue virus sequential
or co-infection. In [26], the authors developed a within-
host model for primary and secondary dengue infec-
tions, taking into account the IgM and IgG antibody
response. The model suggests that a faster rate of clear-
ance of antibody-virus complexes may lead to a higher
peak viral load and may explain the ADE phenomena
in heterogeneous dengue infections. In [27], the authors
explored the occurrence of Dengue Hemorrhagic Fever
(DHF) in infants born from dengue-immune mothers,
during their first dengue infection. The neutralizing
and enhancing activities of maternal antibodies against
the virus are represented by a function derived from
experimental data. They were able to fit the model
to data on the amount of maternal antibodies and the
age of the infant at which DHF was reported. The
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authors were thus able to reproduce the time delay ob-
served between the end of the protective level of ma-
ternal antibodies and the onset of hemorrhagic fever,
in agreement with data from the literature. The arti-
cle [28] focused on the ADE hypothesis and developed
a mathematical model of secondary dengue infection by
a different viral serotype. It considered indirect compe-
tition between neutralizing and enhancing antibodies.
Here, the functions of enhancement and neutralization
- which depend on the amount and type of antibody -
are derived from basic concepts of chemical reactions
and used to model virus-antibody complexes binding
formed by distinct populations of antibodies, classified
as cross-reactive or type-specific ones. The authors of
this article concluded that virus-antibody immune com-
plexes may promote viral clearance or enhancement of
infection depending on the amount of cross-reacting an-
tibodies and the rapid activation of the neutralizing an-
tibodies.

The authors of [22, 25] considered the modeling of
within-host dynamics of HIV infection and therapy.
Both are review articles and can give a broad un-
derstanding of how the immune system interacts with
viruses and the state of the art of HIV modeling which
includes virus evolution. The authors claimed that HIV
viruses have several different epitopes that can be rec-
ognized by immune response. Furthermore, different
populations of HIV viruses and antibodies when mixed,
may have cross-reactive responses. In [21], the proposed
model includes both innate and adaptive immune re-
sponses, during an influenza virus infection. Different
from the other models, a class of uninfected cells that
are refractory to infections was included. Modeling pre-
dictions were compared with both interferon and viral
kinetic data. The first post-peak viral decline is ex-
plained by the lysis of infected cells during the innate
immune response, the subsequent viral plateau/second
peak is generated by the loss of the IFN-induced antivi-
ral effect and the increased availability of target cells.

None of the cited works either considered the direct
competition of the antibodies for the virus epitope or
the synergistic interaction between antibodies. There-
fore, the work presented here aims to introduce a new
formalism, inspired by [1,13], to efficiently describe the
formation of antigen-antibody complexes, and to use
it in a mathematical model to describe the interaction
between a virus, target cells and two antibodies compet-
ing to bind to virus receptors, taking into account their
synergistic interaction, and the effectiveness of the com-
plex formed in neutralizing or enhancing the virus. To
achieve this, we first consider a monoclonal antibody
and define the viral activity function of the antigen-

antibody complex. We then consider a mixture of two
antibodies and generalize the viral activity function ob-
tained previously, which now depends on the amount of
the two antibodies and the interaction between them.
Finally, we use this viral activity function in a within-
host infectious disease model. We derive some basic
properties of the within-host model obtained, in par-
ticular the existence of steady-states (disease-free and
endemic), and investigate the local and global asymp-
totic stability of these steady-states. We complete our
study with numerical simulations to highlight various
scenarios. Although we have parameterized the model
to study homologous and heterologous secondary infec-
tion with the dengue virus, it can be easily adapted to
other viruses. It can also be extended to vaccination
or antibody therapy, [29, 30]. To validate the proposed
formalism, we fitted the within-host infection model to
the data from [4]. The data include virus and antibody
titer measurements recorded sequentially during a sec-
ondary infection from dengue patients. To understand
the mechanisms underlying the heterogeneity of viral
kinetics in patients, we focus on estimating parameters
linked to the force of infection. The results show that
the IgG and IgM antibodies generated during the first
and second infections, respectively, have low synergis-
tic binding. This means that they are in strong com-
petition to bind to the virus which contributes to the
enhancement of the infection. In addition, the strength
of the interaction between antibodies varies from one
individual to another, which explains the differences in
the temporal evolution of virus and antibody popula-
tions and, therefore, the spectrum of dengue infection
that includes the phenomenon of antibody-dependent
enhancement (ADE).

2 Modeling the antigen-antibody
complex

2.1 Monoclonal antibody binding to a
receptor

Consider a monoclonal antibody A that binds to an
antigen R (viral receptor) through a paratope-epitope
bond and, depending on its affinity, inhibits or en-
hances viral activity. An antibody can recognize a num-
ber n of epitopes of the same antigen, [12]. Antigen-
antibody binding occurs through a chemical reaction,
[1], in which n paratopes N of A bind to n epitopes of
R. According to the standard law of mass action, the
process leading to this bond is given by the following
sequential chemical reaction:

R+ nN
nk+

−−−⇀↽−−−
k−

R1N + (n− 1)N
(n−1)k+

−−−−−−⇀↽−−−−−−
2k−

. . .
(n−i+1)k+

−−−−−−−⇀↽−−−−−−−
ik−

RiN + (n− i)N
(n−i)k+

−−−−−⇀↽−−−−−
(i+1)k−

. . .
k+

−−−⇀↽−−−
nk−

RnN , (1)
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where RiN stands for the complex formed by i epitopes
of R bound by i paratopes N of A, R = R0N means
free antigen, k+ and k− denotes the forward and back-
ward reaction rates, [31]. When the chemical reaction
reaches equilibrium, we obtain the following equation

(n− i)k+[RiN ][N ]n−i = (i+ 1)k−[R(i+1)N ][N ]n−i−1,

valid for i ∈ {0, 1, . . . , n − 1}, where [·] is the concen-
tration of the chemical species. After some algebraic
manipulation, we get

[RiN ] =
n− i+ 1

i

[N ]

K
[R(i−1)N ], for i ∈ {1, . . . , n},

where K = k−/k+ is the dissociation constant of the
reaction.

Solving this recurrence equation yields to

[RiN ] = Ci
n ([N ]/K)

i
[R],

with Ci
n = n!

i!(n−i)! , the binomial coefficient. Given the

total antigen concentration

[Rtotal] =

n∑
i=0

[RiN ] =

(
1 +

[N ]

K

)n

[R],

and knowing that the antibody concentration A is pro-
portional to the concentration of paratopeN , A = θ[N ],
the fraction of occupied epitopes of the antigen is given
by

[RiN ]

[Rtotal]
=

Ci
n(A/KD)i

(1 +A/KD)n
, (2)

with KD = θK, where θ is a constant. The antigen-
antibody complex modifies viral activity. Let’s define
the relative activity of a virus belonging to this com-
plex as ξi ≥ 0, where i represents the number of oc-
cupied epitopes of the antigen. The value 0 < ξi < 1
means that the complex antigen-antibody partially in-
hibits virus activity, while ξi > 1 means that it in-
creases virus activity. The case ξi = 1 means that the
relative virus activity remains unchanged. In partic-
ular, ξ0 = 1, because no antigen-antibody complex is
formed. As an example, in [32], it was estimated that
below 130 IgG or 30 IgM bound per virions, infectivity
is totally preserved. Furthermore, binding to defective
entry-mediating proteins on virions would not be di-
rectly relevant for neutralization, [33]. Therefore, the
activity of the virus is obtained by adding the products
of the fractions (2) by their associated relative activities
ξi,

Activity := G(A) =
∑n

i=0 ξi ×
Ci

n(A/KD)i

(1 +A/KD)n
,

=
1 +

∑n
i=1 ξiC

i
n(A/KD)i

1 +
∑n

i=1 C
i
n(A/KD)i

.
(3)
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Figure 1: Viral activity as a function of monoclonal
antibody A, G(A) (Equation (3)). Each curve is as-
sociated with a specific set of relative viral activities
(ξ1, ξ2, ξ3), KD = 0.7 and n = 3. Red curves highlight
the antigen-antibody complex leading to enhancement,
while blue curves are those leading to neutralization.
The black curve means that virus activity is neither
neutralized nor enhanced. Depending on the amount of
antibody, virus activity can change from enhancement
to neutralization (red-blue dotted line).

The binding affinity between the antigen’s epitope
and the antibody’s paratope at a single binding site
can be interpreted in different ways. For example, the
higher the affinity, the lower the values of KD and ξi.
This explains the property of neutralizing antibodies,
which have a high affinity for the virus and, after bind-
ing to the receptor, neutralize it, G(A) < 1 (blue lines
in Figure 1). Non-neutralizing cross-reactive antibod-
ies, on the other hand, only partially recognize the re-
ceptor (low affinity), [12]. The constant KD is therefore
high, and ξi are close to 1. In particular, if all relative
activities ξi are equal to 1, the virus activity remains
unaffected, G(A) = 1 (black line in Figure 1). For
some viral infections, such as secondary dengue infec-
tion, non-neutralizing cross-reactive antibodies may en-
hance the infection. This means an increase in viral ac-
tivity, G(A) > 1 (red lines in Figure 1). As the interac-
tion antigen-antibody is a multi-hit phenomenon, [34],
enhancement can occur for an intermediate amount of
antibody, while neutralization occurs in the presence of
a sufficiently large amount of antibody, [35, 36]. This
suggests that if the number of occupied epitopes is high
enough, epitope-paratope binding will neutralize anti-
gen activity; and if the number of occupied epitopes is
intermediate, this binding will tend to enhance antigen
activity (red-blue dotted line in Figure 1).
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2.2 Binding of a mixture of two anti-
bodies to a receptor

In [1], the authors have developed a statistical mechan-
ical model that predicts the collective efficacy of a mix-
ture of antibodies whose constituents are assumed to
bind to a single site on a receptor. We generalize their
method to the case where the mixture can bind to mul-
tiple sites on a receptor, [12]. Let’s consider now a

mixture of two different antibodies A1, A2 that inter-
act with a virus receptor R. This mixture can result
in an antigen-antibody complex with purely indepen-
dent bindings, purely competitive bindings, or syner-
gistic bindings. This binding classification is based on
the interactions (competition/cooperation) between the
two antibodies. In this case, the activity of the virus is
defined by the function G(A1, A2), given by,

G(A1, A2) =

1 +

n1∑
i=1

ξ1iC
i
n1

(
A1

KD1

)i

+

n2∑
j=1

ξ2jC
j
n2

(
A2

KD2

)j

+

n1∑
i=1

n2∑
j=1

fij ξ̃1iξ̃2jC
i
n1
Cj

n2

(
A1

K̃D1

)i(
A2

K̃D2

)j

1 +

n1∑
i=1

Ci
n1

(
A1

KD1

)i

+

n2∑
j=1

Cj
n2

(
A2

KD2

)j

+

n1∑
i=1

n2∑
j=1

fijC
i
n1
Cj

n2

(
A1

K̃D1

)i(
A2

K̃D2

)j
. (4)

As in (3), n1 (resp. n2) is the number of epitopes
of the antigen that can be recognized by the antibody
A1 (resp. A2), ξ1i (resp. ξ2j) is the relative activity
of the virus when bound to i paratopes of A1 (resp. j
paratopes of A2), and KD1

(resp. KD2
) is the disso-

ciation constant associated to the antibody A1 (resp.
A2). The new parameters ξ̃1i, ξ̃2j are the relative virus
activities modified by a synergistic binding (the relative
virus activity may decrease in the presence of the other
antibody because of competition, ξ̃kl < ξkl, or it can
increase because of cooperation, ξ̃kl > ξkl). Similarly, a
synergistic interaction between two antibodies can mod-
ify their binding to the receptor and thus their disso-
ciation constants KDk

, k = 1, 2. We then introduce

modified dissociation constants K̃Dk
, with K̃Dk

< KDk

when antigen-antibody binding becomes stronger and
K̃Dk

> KDk
when antigen-antibody binding becomes

weaker. The coefficient 0 ≤ fij ≤ 1 corresponds to
the fraction of simultaneous binding of both antibod-
ies. Thus, three scenarios are possible: (i) purely com-
petitive binding, with fij = 0; (ii) synergistic binding,
where 0 < fij ≤ 1; and (iii) purely independent bind-

ing, where fij = 1, ξ̃ki = ξki and K̃Dk
= KDk

, for
k = 1, 2, i = 1, . . . , n1 and j = 1, . . . , n2. In the case
of [1], n1 = n2 = 1. The purely competitive binding
and the purely independent binding lead respectively
to the following expressions of the virus activity

G(A1, A2) =

1 +

n1∑
i=1

ξ1iC
i
n1

(
A1

KD1

)i

+

n2∑
j=1

ξ2jC
j
n2

(
A2

KD2

)j

1 +

n1∑
i=1

Ci
n1

(
A1

KD1

)i

+

n2∑
j=1

Cj
n2

(
A2

KD2

)j
, (5)

and

G(A1, A2) =


1 +

n1∑
i=1

ξ1iC
i
n1

(
A1

KD1

)i

(
1 +

A1

KD1

)n1

×


1 +

n2∑
j=1

ξ2iC
i
n2

(
A2

KD2

)j

(
1 +

A2

KD2

)n2

 . (6)

To study the synergistic binding effect on viral activity, we introduce the following notations ν̃ij = ξ̃1iξ̃2j/(ξ1iξ2j)

and κ̃ij = Ki
D1

Kj
D2

/(K̃i
D1

K̃j
D2

), and explore the values of these relative quantities. Therefore, the expression (4)
becomes

G(A1, A2) =

1 +

n1∑
i=1

ξ1iC
i
n1

(
A1

KD1

)i

+

n2∑
j=1

ξ2jC
j
n2

(
A2

KD2

)j

+

n1∑
i=1

n2∑
j=1

ν̃ij κ̃ijfijξ1iξ2jC
i
n1
Cj

n2

(
A1

KD1

)i(
A2

KD2

)j

1 +

n1∑
i=1

Ci
n1

(
A1

KD1

)i

+

n2∑
j=1

Cj
n2

(
A2

KD2

)j

+

n1∑
i=1

n2∑
j=1

κ̃ijfijC
i
n1
Cj

n2

(
A1

KD1

)i(
A2

KD2

)j
.

(7)
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The new parameters ν̃ij and κ̃ij can be interpreted
as follows. If ν̃ij < 1, the relative viral activity due
to synergistic binding decreases. On the other hand, if
ν̃ij > 1, relative viral activity increases. Furthermore,
if κ̃ij < 1, the binding between the antibodies and the
virus is enhanced by synergistic binding, and if κ̃ij < 1
this binding becomes weaker. In theory, many combina-
tions are possible, but we will explore the most relevant
ones: when both antibodies neutralize the virus activ-
ity, and when one antibody neutralizes and the other
enhances the virus activity.

Figure 2 shows the behavior of viral activity as a
function of the two antibodies A1 and A2. The case of
purely independent binding is explored. In Figure 2(a),
the two antibodies act to neutralize the virus. What-
ever the direction, horizontal or vertical from the left
or bottom border, we always move towards lower viral
activity, which means more neutralization. This is co-
herent with the assertion of [1,9] that two antibodies are
more effective than one in neutralizing a virus. In the
right panel of Figure 2, i.e. Figure 2(b), it is shown the
variation in viral activity in the case of enhancing anti-
body A1 and neutralizing antibody A2. For each fixed
amount of neutralizing antibody, A2, viral activity first
increases very rapidly as the amount of enhancing an-
tibody A1 increases, reaching a peak in the red zone,
then slowly decreases (moving from red to blue) until
reaches a threshold in the blue (same behavior of the
red/blue line of Figure 1). On the other hand, if we fix
the amount of enhancing antibody, A1, and increase the
amount of the neutralizing one, A2, we obtain different
scenarios: (i) If A1 is fixed at very low or high levels,
viral activity will decrease rapidly at first, then reach
a certain value (remain in the blue zone once entered,
meaning that viral activity is neutralized); (ii) If A1 is
fixed at an intermediate level, viral activity will start at
a high level and change very quickly from red to blue or
from dark red to light red, then return to an intermedi-
ate value and remain at this level. The main informa-
tion to be deduced from Figure 2(b) is that infection is
more severe when the amount of enhancing antibodies is
in the intermediate range. This is compatible with the
assertion of [28,35,36] that the risk of severe dengue in a
secondary heterologous infection is higher when there is
an intermediate amount of pre-existing antibodies from
the first infection. The common values of the parame-
ters in Figure 2 are KD1

= KD2
= 0.7 mol ml−1 and

β = 8 × 10−9 ml RNA copies−1. In Figure 2(a), we
take (ξ11, ξ12, ξ13) = (ξ21, ξ22, ξ23) = (1, 0.95, 0.65), and
in Figure 2(b), we take (ξ11, ξ12, ξ13) = (1, 4, 0.85) and
(ξ21, ξ22, ξ23) = (1, 0.4, 0.85).

The immune response to a viral infection can be
extremely complex, orchestrated by a complex interac-
tion between elements of the innate and adaptive im-
mune response that depends on a number of factors such
as host genetics, heterologous immunity, virus struc-
ture and receptor recognition, and avoidance of the im-
mune response by the virus. Mechanisms preventing

virion attachment to target cell receptors include bind-
ing at or near the viral receptor binding site and pre-
vention of attachment by steric obstruction, disassem-
bly or conformational modification of viral surface entry
proteins, and virion aggregation. In addition, the in-
volvement of antibodies in virus dynamics also includes
post-attachment neutralization, [37]. Nevertheless, in
this article we try to describe the interactions between
antibodies in a simple way. For example, we assume
that viral surface molecules are static, but it is increas-
ingly accepted that these molecules undergo conforma-
tional relaxation over time that exposes new epitopes
or increases the exposure of existing epitopes. Cellu-
lar factors limit or enhance neutralization and indicate
whether combinations produce additive, synergistic or
antagonistic net effects. The list of antibody-virus in-
teractions includes incomplete neutralization, synergis-
tic neutralization, additive neutralization and enhance-
ment; it does not exclude the existence of other inter-
actions, [33].

3 Within-host (re)infection dy-
namics in the presence of a
mixture of two antibodies

As an example, let us consider a viral (re)infection at
the cellular and immune level with a mixture of two
antibodies. We note by A1 the concentration of pre-
existing antibody due to the first infection and by A2

the concentration of the new antibody generated by the
secondary infection with a homologous or heterologous
virus. The quantities X and Y are the susceptible and
infected target cells respectively, and V is the free virus.
Target cells may be epithelial cells in the case of in-
fluenza, [38] or macrophages and dendritic cells in the
case of dengue, [39]. The model is described by the
ordinary differential system given by

dA1

dt
= p1(Y )− γA1A1,

dA2

dt
= p2(Y )− γA2

A2,

dX

dt
= Ω− γXX − βG(A1, A2)V X,

dY

dt
= βG(A1, A2)V X − γY Y,

dV

dt
= ΦY − (δ + γV )V.

(8)

The antibodies Ai can be produced by memory B-
cells or by plasmablasts upon stimulation by the virus
or by infected cells, [40]. In the case of a secondary viral
infection, the first antibody A1 is generated mainly by
memory B-cells, while the second antibody A2 is gener-
ated mainly by plasmablasts. It is reasonable to assume
that the production of both antibodies depends on the
concentration of infected cells. The production of anti-
body Ai is then considered with a rate equal to pi(Y ),
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(a) Neutralizing/Neutralizing (b) Enhancing/Neutralizing

Figure 2: Viral activity G(A1, A2), in the case of Neutralizing/Neutralizing (left panel) and Enhanc-
ing/Neutralizing (right panel) antibodies. The case of purely independent binding is explored (Equation (6)).
The palette of colors, from blue (neutralization) to red (enhancement), reflects the variation in viral activity on
antigen-antibody complexes.

pi being a nonnegative, continuously differentiable, and
nondecreasing function on [0,+∞). For all numerical
simulations, we use the function pi(Y ) = Λi+αiY . The
natural mortality rates are denoted by γAi , γX , γY and
γV . The parameter Ω is the rate of production of sus-
ceptible target cells, which are generally produced in
the bone marrow, [41]. Φ is the rate of virus produc-
tion by infected cells, [42, 43]. The parameter δ rep-
resents the rate of free virus loss by other means than
natural mortality, such as neutralization or entry into
target cells. When the two antibodies A1 and A2 inter-
act with the virus, its activity may decrease or increase
depending on the nature of these antibodies. This activ-
ity has been defined in Subsection 2.2 by the function
G(A1, A2) given by (7). Then, the force of infection
is βG(A1, A2)V , with β > 0. This system can model
a homologous or heterologous secondary viral infection,
such as dengue fever or influenza. It can also be adapted
to antiretroviral therapy in the case of HIV, provided
we change the functions pi and adapt the parameter
values.

Obviously, a simple mathematical model cannot
fully reflect the real behavior of all the examples cited
above. However, we are interested in an important part
of the immune response, common to all these diseases,
which concerns the mixture of competing or cooperat-
ing antibodies during infection.

Throughout this paper, we will need to make certain
assumptions.

(H1) γ := γX = γY .

(H2) γA := γA1 = γA2 .

(H3) G (A1, A2) ≤ G
(

p1(0)
γA1

, p2(0)
γA2

)
, for all (A1, A2) ∈

D, with

D :=

{
(A1, A2) ∈ R2

+ : A1 ≥ p1(0)

γA1

, A2 ≥ p2(0)

γA2

}
.

(H4) pi(Y )−pi(0) ≤ p′i(0)Y , for i = 1, 2, and all Y ≥ 0.

(H5) p′1(0) > 0 or p′2(0) > 0.

The assumptions (H1) and (H2), mean that the disease
does not affect cell mortality and that both antibod-
ies have the same mortality rate. They are used, for
the sake of simplicity, in the proof of the global asymp-
totic stability of P0 and/or in the proof of the local
asymptotic stability of P ⋆, the disease-free equilibrium
and the endemic one, respectively. Under (H3), quan-
tities of antibodies A1 and A2 higher than those of the
disease-free equilibrium reduce viral activity. This gives
an advantage to neutralization. Hypothesis (H4) means
that the dynamic of antibody production follows, at
best, a linear growth. If (H5) is satisfied, then p1 or p2
is strictly increasing in a neighborhood of 0, which im-
plies a production strictly positive of A1 or A2 around
0. The hypotheses (H3), (H4) and (H5) are assumed
satisfied in Theorem 4.3 and Theorem 4.5.

4 Mathematical analysis of
the within-host (re)infection
model

In this section, we analyze the ordinary differential
system (8). In particular, we establish the existence,
uniqueness, and positivity of solutions, determine the
existence of steady-states, calculate the basic repro-
duction number, and investigate the local and global
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asymptotic stability of the disease-free steady-state and
the local asymptotic stability of the endemic equilib-
rium. For convenience, all the proofs of the theoretical
results (Theorems, Propositions and Lemma) are given
in the appendix, Section A.

4.1 Basic properties, steady-states, and
basic reproduction number

Proposition 1. The solution of the initial value prob-
lem (8), associated with a nonnegative initial condition,
is unique, nonnegative, and bounded on [0,+∞).

Proof. The proof is given in the appendix (Subsection
AA.2).

Let P = (A⋆
1, A

⋆
2, X

⋆, Y ⋆, V ⋆) be an equilibrium:

p1(Y
⋆)− γA1

A⋆
1 = 0,

p2(Y
⋆)− γA2

A⋆
2 = 0,

Ω− γXX⋆ − βG(A⋆
1, A

⋆
2)V

⋆X⋆ = 0,

βG(A⋆
1, A

⋆
2)V

⋆X⋆ − γY Y
⋆ = 0,

ΦY ⋆ − (γV + δ)V ⋆ = 0.

(9)

By solving (9), we obtain: the disease-free equilibrium
P0 and endemic equilibrium points P ⋆. The disease-free
equilibrium is given by

P0 =

(
p1(0)

γA1

,
p2(0)

γA2

,
Ω

γX
, 0, 0

)
. (10)

The next-generation matrix, [44], is used to define
the bifurcation parameter R0. For this, we consider
the two dimensions infected subsystem - (Y, V )T in (8)
- that describe the production of new infections and
changes in the state of the infected individuals

dY

dt
= βG(A1, A2)V X − γY Y,

dV

dt
= ΦY − (δ + γV )V.

The rates of appearance of the newly infected individ-
uals are given by

W =

(
0 β G

(
p1(0)
γA1

, p2(0)
γA2

)
Ω
γX

0 0

)
,

and the rates of transfer of individuals within the in-
fected compartment, by any means other than the ap-
pearance of newly infected individuals from the unin-
fected compartment, [44], are given by

T =

(
−γY 0

Φ − (γV + δ)

)
.

These two matrices are obtained by decomposing the
Jacobian matrix into two parts, the transmissionW and
the transition T , which are evaluated at the disease-free

equilibrium P0 := (p1(0)/γA1 , p2(0)/γA2 ,Ω/γX , 0, 0).
Finally, the bifurcation parameter R0 is the spectral
radius of the matrix product −WT−1, [44],

R0 = ρ
(
−WT−1

)
=

ΦβΩ

γY γX (γV + δ)
G

(
p1(0)

γA1

,
p2(0)

γA2

)
.

R0 measures the expected number of infected cells (or
viral particles) generated by an infected cell (or viral
particle) in a cell population where all cells are assumed
to be susceptible. As in epidemiology, it can be proven
that if R0 < 1 the disease-free equilibrium P0 is locally
asymptotically stable, this means that the infection is
acute, otherwise if R0 > 1, P0 becomes unstable and
the infection is chronic.

4.2 Local and global asymptotic stabil-
ity of the disease-free equilibrium

For local asymptotic stability and instability of the
disease-free equilibrium P0, only the conditions R0 < 1
and R0 > 1 are required.

Theorem 4.1. The disease-free equilibrium point P0 is
locally asymptotically stable if R0 < 1 and it is unstable
if R0 > 1.

Proof. The proof is given in the appendix (Subsection
AA.1).

To analyze the global asymptotic stability of the
disease-free steady-state P0, we introduce the following
subset D of R2

+,

D :=

{
(A1, A2) ∈ R2

+ : A1 ≥ p1(0)

γA1

, A2 ≥ p2(0)

γA2

}
.

To prove the global asymptotic stability of P0, we have
to check two cases, whether the system starts with a
nonnegative initial condition inside or outside the set
D × R3

+. Before that, we need the following invariance
result.

Lemma 4.2. Assume (H1). Then, the subset D× R3
+

is invariant under System (8).

Proof. The proof is given in the appendix (Subsection
AA.3).

We use a comparison result, Lemma 1 of [28] and
[45], to prove the global asymptotic stability of P0.

Theorem 4.3. Assume (H1), (H3),(H4), (H5) and
R0 < 1. Then, the disease-free equilibrium P0 is glob-
ally asymptotically stable.

Proof. The proof is given in the appendix (Subsection
AA.1).

Remark 1. We give here an example of a function G
that satisfies Condition (H3). We consider the case of
a purely independent binding (6) and we assume that
one of the following points is satisfied.

• ξ1,i ≤ ξ1,i−1 ≤ 1 and ξ2,j ≤ ξ2,j−1 ≤ 1, for all
2 ≤ i ≤ n1, 2 ≤ j ≤ n2,

8



• ξ1,n1 ≤ ξ1,n1−1, ξ2,n2 ≤ ξ2,n2−1, and all others
equal to 1,

p1(0)

γA1

≥ (n1 − 1)
ξ1,n1−1 − 1

ξ1,n1−1 − ξ1,n1

and
p2(0)

γA2

≥ (n2 − 1)
ξ2,n2−1 − 1

ξ2,n2−1 − ξ2,n2

.

Then, Condition (H3) is satisfied.

Indeed, in the case of a purely independent bind-
ing, we have G (A1, A2) = G (A1, 0) × G (0, A2) and if
one of the two points of Remark 1 is satisfied, then the
two functions A1 7→ G (A1, 0) and A2 7→ G (0, A2) are
decreasing on D. This means that Condition (H3) is sat-
isfied on D. Let’s give a biological interpretation of the
two conditions in Remark 1. Suppose that n1 = n2 = 3.
We only need to explain forG (A1, 0) as the other is sim-
ilar. The first condition becomes ξ1,3 ≤ ξ1,2 ≤ ξ1,1 ≤ 1.
This means that the increase in the number of epitopes
recognized and bound by antibodies promotes the de-
crease of the virus activity. In any case, the formed
immune complexes result in the neutralization of virus
activity. In this case, the function A1 7→ G(A1, 0)
is always decreasing. The second condition becomes

ξ1,3 ≤ ξ1,2, ξ1,1 = 1 and
p1(0)

γA1

≥ 2
ξ1,2 − 1

ξ1,2 − ξ1,3
. With

this condition, even if the relative activities are not less
than 1, the associated viral activity A1 7→ G(A1, 0) is
decreasing on the set D because the amount of antibod-
ies before the virus invasion is big enough to stop the
infection.

4.3 Existence of endemic equilibrium
points

Theorem 4.4. Assume that R0 > 1. Then, there ex-
ists (at least) one endemic steady-state and all endemic
steady-states belong to the subset D× R3

+.

Proof. The proof is given in the appendix (Subsection
AA.1).

As mentioned before, Condition (H3) promotes neu-
tralization and it is not surprising in this case to have
no endemic equilibrium if R0 < 1. We prove this in the
following result.

Proposition 2. Assume that R0 < 1 and the function
G satisfies Condition (H3) on the subset D. Then, there
is no endemic steady-state.

Proof. The proof is given in the appendix (Subsection
AA.2).

Proposition 3. Suppose that the function Y ⋆ 7→
G (p1(Y

⋆)/γA1 , p2(Y
⋆)/γA2) is decreasing on the inter-

val [0,Ω/γY ]. Then, if R0 < 1 there is no endemic
steady-state, otherwise if R0 > 1 there is a unique en-
demic steady-state.

Proof. The proof is given in the appendix (Subsection
AA.2).

Remark 2. Suppose that the function Y ⋆ 7→
G (p1(Y

⋆)/γA1
, p2(Y

⋆)/γA2
) is not decreasing on the in-

terval [0,Ω/γY ]. Then, we may have the existence of:

• an endemic equilibrium, even in the case where
R0 < 1,

• more than one endemic equilibrium in the case
where R0 > 1.

4.4 Local asymptotic stability analysis
of an endemic equilibrium point

Theorem 4.5. Assume that (H1), (H2), (H3), (H4)
are satisfied, R0 > 1, and the following hypothesis

p′1(Y
⋆)GA1

(A⋆
1, A

⋆
2) + p′2(Y

⋆)GA2
(A⋆

1, A
⋆
2) ≤ 0, (11)

where P ⋆ = (A⋆
1, A

⋆
2, X

⋆, Y ⋆, V ⋆) is an endemic steady-
state, GA1

and GA2
are the partial derivatives of the

function G with respect to the first and second variables.
Then, P ⋆ = (A⋆

1, A
⋆
2, X

⋆, Y ⋆, V ⋆) is locally asymptoti-
cally stable.

Proof. The proof is given in the appendix (Subsection
AA.1).

Remark 3. Condition (11) can be interpreted geomet-

rically by writing it as a scalar product ∇p · (∇G)
T ≤

0 at the endemic equilibrium, where p is the vector
(p1, p2)

T , T is for transpose and ∇ is the gradient. As
p′i(Y

⋆) is nonnegative, the vector ∇p is located in the

first quadrant, (+,+). Then, (∇G)
T
has to be at least

in the second or fourth quadrant, (−,+) or (+,−). If

(∇G)
T
is in the third quadrant, (−,−), Condition (11)

is always satisfied. It should also be pointed out that
Condition (11) is only sufficient but not necessary for
the result of Theorem 4.5 to be valid.

5 Numerical simulations

We will now numerically study the system (8) in two
different scenarios: (i) a mixture of two neutraliz-
ing antibodies (neutralizing/neutralizing); (ii) a mix-
ture of enhancing and neutralizing antibodies (enhanc-
ing/neutralizing). Our main goal is to investigate how
competition/cooperation between the two antibodies
A1 and A2 can affect disease progression during sec-
ondary infection. Competition or cooperation between
the two antibodies is primarily determined by their abil-
ity to bind to the same receptor. This is indicated by
the parameters fij . Once binding to the same recep-
tor, the antibodies can interact with synergistic binding
through the parameters ν̃ij and κ̃ij .

For the numerical simulations, we use the functions
pi(Y ) = Λi + αiY . The baseline parameters are taken
from the literature (see [27,28], for further details) and
are summarized in Table 1. They are associated with
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dengue infection. The number of parameters fij is
9. In our analysis, we will consider the case where
fij are independent of i, j. The initial conditions are
(A1(0), A2(0), X(0), Y (0), V (0)) = (0, 0, 107, 0, 1). The
units for A1, A2 are mol ml−1, for X, Y cells ml−1, and
for V RNA copies ml−1.

In our approach, we fix the two parameters ν̃ij
and κ̃ij at a value corresponding to each of the
two scenarios, neutralizing/neutralizing and enhanc-
ing/neutralizing, and vary 0 ≤ fij ≤ 1. Similar results
can be obtained if we fix fij and either κ̃ij or ν̃ij , and
vary the other.

5.1 Homologous sequential DENV in-
fection (Neutralizing/Neutralizing)

We consider the case where both antibodies A1 and A2

have the same characteristics to neutralize the virus,
KD1

= KD2
and (ξ11, ξ12, ξ13) = (ξ21, ξ22, ξ23). We

choose KD1
= 0.6 and (ξ11, ξ12, ξ13) = (1, 0.95, 0.8).

We assume that their neutralizing effects are rein-
forced by the same synergistic binding, K̃D1 = K̃D2

and (ξ̃11, ξ̃12, ξ̃13) = (ξ̃21, ξ̃22, ξ̃23). We take the val-
ues K̃D1

= 0.8 and (ξ̃11, ξ̃12, ξ̃13) = (
√
0.65, 0.95 ×√

0.65, 0.8
√
0.65). This corresponds to ν̃ij = 0.65 < 1

and κ̃ij = 1, for all i, j = 1, 2, 3.
We first consider the case where there is only one

neutralizing antibody A2, taking in Figure 3(a), Λ1 = 0
and α1 = 0. We then examine what happens when a
second neutralizing antibody is introduced, taking in
Figure 3, (b)-(d), Λ1 = 7.5 × 103 and α1 = 0.4. Fi-
nally, we vary the parameter fij , which simulates the
fraction of simultaneous binding of the two antibodies
to the same receptor, in each sub-figure (b), (c), and
(d) of Figure 3, by taking: (b) fij = 0, (c) fij = 10−6

and (d) fij = 1. Figures 3, (a)-(d), show that the pres-
ence of two neutralizing antibodies is at least more effi-
cient than a single one. Figure 3(b) shows that purely
competitive binding, fij = 0, of two neutralizing an-
tibodies, while causing a very rapid decrease in viral
activity, does not significantly increase neutralization,
compared with a single neutralizing antibody, Figures
3(a). As the synergistic binding is increased, neutral-
ization is improved. Indeed, as the parameter fij in-
creases, the proportion of infected cells is reduced and
the amount of virus at peak is lower, while infection
also occurs later.

5.2 Heterologous sequential DENV in-
fection (Enhancing/Neutralizing)

We consider one enhancing antibody, A1, and one neu-
tralizing antibody, A2. We choose KD1

= K̃D1
=

KD2 = K̃D2 = 0.8 and (ξ11, ξ12, ξ13) = (ξ̃11, ξ̃12, ξ̃13) =
(3, 3, 3). We assume that the relative viral activities
associated with the second antibodies are such that
ξ1iξ2j = ξ̃1iξ̃2j = 1. With this choice, we have κ̃ij = 1
for all i, j. We also choose the parameter ν̃ij with the

same value for all i, j. Two situations can be considered,
one with ν̃ij < 1, meaning that the sum of the effects
of the two antibodies leads to neutralization, and the
other with ν̃ij > 1, meaning that the sum of the effects
of the two antibodies produces enhancement. We focus
here on the case with ν̃ij = 0.4 < 1.

Let’s first consider the case of a single neutralizing
antibody A2, by taking in Figure 4(a), Λ1 = 0 and
α1 = 0. The parameters were chosen to obtain a high
degree of neutralization. We then present the enhanc-
ing antibody A1, by considering in Figure 4, (b)-(d),
Λ1 = 7.5 × 103 and α1 = 0.4. As in the previous case,
we study the effect of synergistic binding by increasing
the parameter fij . More precisely, for fij = 0, a purely
competitive binding, Figure 4(b) shows that the anti-
body A1 strongly increases infection, with a peak of the
virus reached very quickly and viral activity remaining
in the red zone (refereed to Figure 2). As synergistic
binding increases, Figure 4: (b) fij = 0, (c) fij = 10−3,
(d) fij = 1, neutralization becomes more effective than
enhancement. Indeed, the proportion of infected cells
is reduced and the amount of virus at peak is lower,
while infection also occurs later. In the same way, viral
activity falls into the blue zone (referred to Figure 2).
Based on these comparisons, we can affirm that purely
competitive binding, fij = 0, gives an advantage to the
enhancing antibody while purely independent binding,
fij = 1, confers a greater competitive advantage to the
neutralizing antibody.

5.3 Fitting dengue data

Here we compare the numerical simulations with data
from measurements of virus and antibody titers col-
lected sequentially during infection of dengue patients,
Figure 5. These data were previously published in [4].
We selected part of the data corresponding to secondary
infection by DENV-2 and, among these, we considered
only eight individuals for whom the size of the tem-
poral series was long enough to permit estimating the
parameters related to the force of infection. To com-
pare the data with the numerical simulations, the viral
load data are offset by an elapsed time tV which corre-
sponds to the incubation period of the dengue virus of
2-6 days, [4, 46]. IgG and IgM antibody levels are mul-
tiplied by scaling factors, SFIgG and SFIgM , because
the ELISA assay cannot measure them directly, [4]. In
addition, the IgG/IgM measurements are shifted by
tIgG and tIgM to take into account the time delay be-
tween exposure to the antigen and the development of
an effective immune response leading to clearance of the
virus, [47]. As this is a secondary, the IgG titers corre-
spond to the antibodies generated by the first infection
and the IgM titers to those generated by the second
infection. The scaling factors SFIgG, SFIgM , and the
antibody offsets tIgG and tIgM are defined by hand.
Table 1 shows the values of the parameters used in the
simulations. Four parameters of the model fij , ν̃ij , δ,

10



(a) Single neutralizing antibody (Λ1 = α1 = 0)
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(b) Two homologous antibodies with purely competitive binding (fij = 0)
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(c) Two homologous antibodies with low synergistic binding (fij = 10−6)
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(d) Two homologous antibodies with high synergistic binding (fij = 1)
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Figure 3: Neutralizing/Neutralizing. Here we compare the temporal dynamics of antibodies, cells, and viral
populations during a primary viral infection and a secondary infection by a homologous virus, by varying the
competition between the two antibodies to bind to the virus, (b) fij = 0, (c) fij = 10−6 and (d) fij = 1. From left
to right, the first column of each panel shows the temporal evolution of the neutralizing antibody A1 (dotted blue
line), the neutralizing antibody A2 (solid blue line), and the virus V (solid red line). The second column shows
the evolution of the proportion of susceptible and infected cells X and Y (solid blue and red lines). The third
column shows the temporal activity of the virus (solid blue line). The gray dotted line indicates the threshold
of 1, i.e., when the complex antigen-antibody does not affect virus activity. The last column shows the force of
infection, FOI (red line). The parameter values are given in Table 1.
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(a) Single neutralizing antibody (Λ1 = α1 = 0)
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(b) Two heterologous antibodies with purely competitive binding (fij = 0)
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(c) Two heterologous antibodies with low synergistic binding (fij = 10−3)
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(d) Two heterologous antibodies with high synergistic binding (fij = 1)
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Figure 4: Enhancing/Neutralizing. Here we compare the temporal dynamics of antibodies, cells, and viral
populations during a primary viral infection and a secondary infection by a heterologous virus, by varying the
competition between the two antibodies to bind to the virus, (b) fij = 0, (c) fij = 10−3 and (d) fij = 1. From left
to right, the first column of each panel shows the temporal evolution of the enhancing antibody A1 (dotted red
line), the neutralizing antibody A2 (solid blue line), and the virus V (solid red line). The second column shows
the evolution of the proportion of susceptible and infected cells X and Y (solid blue and red lines). The gray
dotted line indicates the threshold of 1, i.e., when the complex antigen-antibody does not affect virus activity.
The third column shows the temporal virus activity (solid blue-red line). The last column shows the force of
infection, FOI (red line). The parameter values are given in Table 1.
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Figure 5: Temporal evolution of enhancing antibodies (red curves), neutralizing antibodies (blue curves), and
viral populations (black curves) during secondary infection with a heterologous virus. Each plot corresponds to
an individual infected with dengue virus serotype II. Patient data are represented by symbols: × IgG titers, □
IgM titers and ⋆ virus titers. The set of parameters used in each simulation is given in Tables 2 and 3, and the
patient identification number on the top right of each plot.
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results comprise a set of 200 parameters obtained after running the Genetic Algorithm (GA) for 50 generations.
The set of parameters corresponding to the best solution of the GA is represented by the symbol ×, and the
corresponding values are given in Table 2.
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γY plus the virus offset tV are estimated by a Genetic
Algorithm (GA). For each individual patient, the best
solution corresponds to the minimum of the function∑nm

i=1 | (log10(V (ti) + 10)− log10(Vi + 10)) |/ log10(σ2
V +

10), where σ2
V is the variance of the viral load measure-

ments, Vi the i
th measurement, nm the number of mea-

surements for the patient, V (ti) the virus load given
by the simulation at time ti The results are plotted in
Figure 5. The parameter ranges used in the GA are as
follows fij ∈ [0, 1], ν̃ij ∈ [0, 1], δ ∈ [0, 5], γY ∈ [2.5, 3]
and tV ∈ [0, 10]. In addition, the other parameters used
to run the GA are 200, 0.1, respectively, the size of the
GA population and the crossover rate. The mutation
function randomly generates directions that are adap-
tive with respect to the last successful or unsuccessful
generation. The code was run in Matlab. Tables 2, 3
and Figure 6 summarize the scaling factors, antibody
shifts, and estimated model parameters as well as virus
offsets. The main objective is either to validate the
model and to discuss the heterogeneity of patients’s
viral kinetics. We note that our curves have the same
shape as the data, Figure 5. In addition, parameter
estimation provides very low values of fij , Figure 6 and
Tables 2, 3, showing that the two antibodies are in very
strong competition (as the fraction of simultaneous
binding is very low), which contributes to high virus
levels. Whereas for patient 102, the values of ν̃ij range
from 0 to 0.5, for patient 233 they range from 0.6 to 1.
In both cases, the relative viral activity due to synergis-
tic binding is low, but more so for the first patient. In
particular, the set of parameters corresponding to the
best solution of the GA is represented by the symbol
× in Figure 6. The model assumes a single immunity
variable that starts immediately after virus exposure.
But, natural infection by dengue virus triggers a fast
antiviral innate immune response and a later adaptive
immune response that resolves infection and leads to
long-term immunological memory.

6 Discussion

We developed a formula that gives the virus activity
when bound to two antibodies, using the principle of
chemical reactions. It generalizes the work of [1] by as-
suming that the antibodies can bind to multiple sites
on a receptor. We have thus been able to show that
this antigen-antibody complex can neutralize or en-
hance virus activity, given the interaction - competition
or cooperation - between antibodies. The viral activ-
ity was then integrated into a model that emulates the
interaction between healthy target cells, infected cells,
viruses, and antibodies. This allows us to study the
dynamic process of immune response when challenged
by sequential homologous or heterologous viruses. We
highlighted two scenarios: a mixture of two neutraliz-
ing antibodies (Figure 3) and a mixture of enhancing
and neutralizing antibodies (Figure 4). Other situa-

tions not considered in this study, such as the mixture
of two types of enhancing antibodies, could be envis-
aged. This can happen, for example, when using ther-
apeutic antibodies. In this case, pi, i = 1, 2, can also
be a function of time. We could also generalize the
model to the case where there are more than two an-
tibody types, as in polyclonal antibody therapy, but
the number of parameters would increase rapidly, mak-
ing parametrization, analysis, and interpretation of the
model a challenge. By keeping the model as simple
as possible, we were able to explore it analytically and
numerically and assert that virus neutralization is asso-
ciated with purely independent binding (Figures 3(d)
and 4(d)), while enhanced virus activity is expected
when purely competitive binding occurs (Figure 4(b)).
This opens up promising modeling prospects for the
study of second viral infections, vaccine efficacy, or an-
tibody treatment. Other potential applications, such as
transcriptional gene regulation, [48], or any field where
there is an interaction between activation and inhibi-
tion processes, could be favored by this type of new
modeling. If the condition (H3) and/or the assumption
in Proposition 3 are relaxed, then we could have several
endemic equilibrium points even in the parameter space
where R0 < 1. It would be interesting to study their
biological significance and asymptotic behavior, given
that the latter depends on initial conditions such as the
size of the virus inoculum and the amount of each anti-
body present in the mixture. Another challenge for our
model is to confront it with biological data for dengue,
influenza, Covid-19, or HIV. Preliminary tests carried
out here on data from dengue patients are promising.
The data concern secondary heterologous infection, and
cover 5 or 6 days after the onset of symptoms; they
therefore start around the time when virus titers reach
their peak. For each patient, the model captures the
range of virus titers and their rapid decrease after the
peak. Rapid increases in IgG and IgM titers are also
observed (Figure 5). Furthermore, for the set of data
explored here, the antigen-antibody complex formed in-
cludes antibodies with a very low synergistic neutraliz-
ing effect (Figure 6). This corresponds to high viral
activity. Finally, the estimated parameters show that
the mortality of infected cells γY is almost twice as high
as that of susceptible cells and that the heterogeneity
of patients’ viral kinetics is associated with variability
of antibody responses between individuals, measured
by the parameters fij , ν̃ij and δ (Table 3). This is in
agreement with previous works showing that antibody
kinetics shape virus dynamics acting either on free virus
or infected cells [4]. Other mechanisms not considered
here, such as cell-mediated immune responses, may also
be associated with the lysis of virus-infected cells. In
addition, although there are only four antigenically dis-
tinct serotypes of the dengue virus, each serotype is
divided into several genotypes. This factor, combined
with genetics and the immune status of the host, may
explain the kinetics of viral load and antibodies, [46].
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Table 1: Parameter of the mathematical model with their descriptions, values and units. Some parameters
are varied among simulations and are distinguished: Figure 3 □, Figure 4 ⊠, and Figure 5 ⊡. The baseline
parameters are taken from the literature (see [27,28], for further details).

Parameter Description Value and Units

n1, n2 Number of epitopes that can be recognized by A1, A2 3

Ω Production rate of susceptible target cells 6.7× 103 cells ml−1 days−1

Φ Production rate of virus by infected cells 1×104 RNA copies cells−1 days−1

β Virus transmission rate 8.5 × 10−10 ml RNA copies−1

days−1

γX Natural mortality rate of target cells log(2)/5 days−1

γY Natural mortality rate of infected cells log(2) days−1 ; ⊡

γV Natural mortality rate of virus 24 log(2)/2.7 days−1

γA1
γA2

Natural mortality rate of antibodies log(2)/40 days−1

α1, α2 Production rate of antibodies A1, A2 by infected cells 0.4, 0.44 mol cells−1 days−1

Λ1, Λ2 Natural production rate of antibodies A1, A2 7.5× 103, 0 mol ml−1 days−1

(ξ11, ξ12, ξ13) Relative activity of the virus-antibody A1 complex (1, 0.95, 0.8) □; (3, 3, 3) ⊠

(ξ21, ξ22, ξ23) Relative activity of the virus-antibody A2 complex (1, 0.95, 0.8) □; (1/3, 1/3, 1/3) ⊠

ν̃ij Ratio between modified and normal relative activities of
the virus-antibody complex

0.65 □; 0.4 ⊠ ; ⊡

KD1
, KD2

Dissociation constants 0.8

κij Ratio between modified and normal dissociation con-
stants

1

δ Rate of free virus loss by other means than natural mor-
tality

0.8 days−1 ; ⊡

fij Fraction of simultaneous binding of antibodies A1, A2 0, 10−6, 1 □ ; 0, 10−3, 1 ⊠ ; ⊡
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Table 2: Fraction of simultaneous binding fij , ratio between modified and normal relative activities ν̃ij , rate of
loss of free viruses by means other than natural mortality δ, natural mortality of infected cells γY , time offset
values tV , tIgG and tIgM , and scaling factors SFIgG and FIgM , for each individual, used for Figure 5. The values
of fij , ν̃ij , δ, γY and tV are the results of the Genetic Algorithm.

Patient ID fij ν̃ij δ γY tV SFIgG tIgG SFIgM tIgM

102 0 0.47 2.13 2.87 5.2 1.83× 104 1 3.88× 104 0.5

105 8.01× 10−19 1 0.69 2.73 4.77 2.00×104 -0.5 2.36× 104 -0.25

107 5.65× 10−20 0.43 1.29 2.62 5.04 1.75× 104 0 8.96× 104 0.5

115 1.74× 10−16 0.40 0.61 2.75 5.31 1.92× 104 -2 1.62× 104 -1.5

207 2.68× 10−19 0.61 0.11 2.86 3.35 3.07× 104 -0.5 2.00× 104 1

217 1.28× 10−16 0.83 0.45 2.95 4.22 2.50× 104 0 2.64× 104 0

224 5.08× 10−19 0.46 0.96 2.98 4.66 2.23× 104 -1 2.46× 104 0

233 2.68× 10−19 0.93 0.09 2.86 2.28 2.39× 104 -1 3.46× 104 -1

Table 3: Summary of the parameter values obtained by the Genetic Algorithm (GA) (see Table 2). In addition
to parameter descriptions, we provide median, minimum and maximum values.

Parameter Description Median [min, max]

fij Fraction of simultaneous binding 3.88× 10−19[0, 1.74× 10−16]

ν̃ij Ratio between modified and normal relative activities 0.54 [0.39, 1]

δ Rate of loss of free viruses by means other than natural mortality 0.65 [0.0882, 2.13] days−1

γY Natural mortality of infected cells 2.86 [2.61, 2.98] days−1

tV Time between onset of infection and first sampling 4.71 [2.27, 5.31] days

A Appendix

A.1 Proofs of Theorems

Proof of Theorem 4.1. Let J(P0) be the Jacobian matrix associated with the system (8), evaluated at the equi-
librium point P0. Then, we have

J(P0) =


−γA1 0 0 p′1(0) 0

0 −γA2 0 p′2(0) 0

0 0 −γX 0 −βG⋆X⋆

0 0 0 −γY βG⋆X⋆

0 0 0 Φ − (γV + δ)

 ,

with A⋆
1 =

p1(0)

γA1

, A⋆
2 =

p2(0)

γA2

, X⋆ =
Ω

γX
and G⋆ = G (A⋆

1, A
⋆
2). Then, the characteristic equation of J(P0) is

∣∣∣∣∣∣∣∣∣∣∣∣

λ+ γA1
0 0 −p′1(0) 0

0 λ+ γA2
0 −p′2(0) 0

0 0 λ+ γX 0 βG⋆X⋆

0 0 0 λ+ γY −βG⋆X⋆

0 0 0 −Φ λ+ (γV + δ)

∣∣∣∣∣∣∣∣∣∣∣∣
= 0.

The eigenvalues of J(P0) are λ = −γA1
, λ = −γA2

, λ = −γX and the roots of the polynomial

(λ+ γY )(λ+ γV + δ)− ΦβG⋆X⋆ = 0.

We obtain the following polynomial

λ2 + (γV + δ + γY )λ+ γY (γV + δ)− ΦβG⋆X⋆ = 0. (12)
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According to the Routh-Hurwitz criterion, a polynomial of degree two has roots with a negative real part if and
only if the coefficients a1 and a2 of the polynomial λ2 + a1λ+ a2 are positive. For the polynomial (12), we have

a1 = γV + δ + γY > 0,

a2 = γY (γV + δ)− ΦβG⋆X⋆,

= γY (γV + δ) (1−R0).

Then, a2 > 0 if and only if R0 < 1. Therefore, the roots of the polynomial (12) have negative real parts if and
only if R0 < 1. We conclude that the disease-free equilibrium P0 is locally asymptotically stable if R0 < 1, and
unstable if R0 > 1.

Proof of Theorem 4.3. Again, we take System (22). Let first consider the case µ = −1. Then, we have
Ω

γ
+µZ =

X + Y ≤ Ω

γ
. Therefore, System (22) satisfies the following inequalities on D× R3

+

dB1

dt
≤ p′1(0)Y − γA1

B1,

dB2

dt
≤ p′2(0)Y − γA2

B2,

dZ

dt
= −γZ,

dY

dt
≤ βG

(
p1(0)

γA1

,
p2(0)

γA2

)
Ω

γ
V − γY,

dV

dt
= ΦY − (γV + δ)V.

Then, System (22) can be compared to the following linear system

dB1

dt
= p′1(0)Y − γA1

B1,

dB2

dt
= p′2(0)Y − γA2

B2,

dZ

dt
= −γZ,

dY

dt
= βG

(
p1(0)

γA1

,
p2(0)

γA2

)
Ω

γ
V − γY,

dV

dt
= ΦY − (γV + δ)V.

(13)

This last system has the following characteristic equation∣∣∣∣∣∣∣∣∣∣∣∣

λ+ γA1 0 0 −p′1(0) 0

0 λ+ γA2
0 −p′2(0) 0

0 0 λ+ γ 0 0

0 0 0 λ+ γ S

0 0 0 −Φ λ+ γV + δ

∣∣∣∣∣∣∣∣∣∣∣∣
= 0.

with S := −βG (p1(0)/γA1 , p2(0)/γA2) Ω/γ. It is equivalent to

(λ+ γA1
)(λ+ γA2

)(λ+ γ)×
[
λ2 + λ(γ + γV + δ) + γ (γV + δ) (1−R0)

]
= 0. (14)

The eigenvalues are λ = −γA1
< 0, λ = −γA2

< 0, λ = −γ < 0 and the roots of the polynomial

λ2 + (γ + γV + δ)λ+ γ (γV + δ) (1−R0).

Using the Routh-Hurwitz criteria, we find that the roots of this last polynomial have negative real parts if and
only if R0 < 1. Thus, we obtain the global asymptotic stability of the trivial equilibrium of the linear system
(13). We now use the following comparison result to conclude (Lemma 1 of [28] and [45]).
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Lemma A.1. Consider two differential systems x′ = h(x) and y′ = g(y) given on an invariant subset U of Rk,
h, g : U → Rk are locally Lipschitz functions. Then, the following two conditions are equivalent:

1. For each x0, y0 ∈ U the inequality x0 ≤ y0 implies x(t) ≤ y(t) for all t ≥ 0, where x′(t) = h(x(t)) and
y′(t) = g(y(t)), t ≥ 0, with x(0) = x0, y(0) = y0.

2. For all i = 1, . . . , k, the inequality

hi(x1, . . . , xi−1, xi, xi+1, . . . , xn) ≤ gi(x̄1, . . . , x̄i−1, x̄i, x̄i+1, . . . , x̄n)

holds whenever xj ≤ x̄j, for all j ̸= i and xi = x̄i.

As our corresponding functions f and g are of class C1, they are locally Lipschitz and we can apply Lemma
A.1. Therefore, if we chose the same initial condition on D × R3

+, we obtain a solution of System (22) between
0R5 and the solution of System (13). Hence, the disease-free steady-state P0 is globally asymptotically stable on
the subset D× R3

+.
We continue the proof of Theorem 4.3 by now considering the case µ = 1. Using the equation of Z, we can

show for all ϵ > 0 and all Z0 > 0, the existence of Tϵ ≥ 0, we can take Tϵ = max

{
0,

1

γ
ln

(
Z0

ϵ

)}
, such that

0 < Z(t) < ϵ, for all t > Tϵ. We then compare System (22), for t > Tϵ, to the following linear system

dB1

dt
= p′1(0)Y − γA1

B1,

dB2

dt
= p′2(0)Y − γA1B2,

dZ

dt
= −γZ,

dY

dt
= βG

(
p1(0)

γA1

,
p2(0)

γA2

)(
Ω

γ
+ ϵ

)
V − γY,

dV

dt
= ΦY − (γV + δ)V.

(15)

Its characteristic equation is given by

0 = (λ+ γA1
)(λ+ γA2

)(λ+ γ)×
[
(λ2 + λ(γ + γV ) + γγV (1−Rϵ)

]
, (16)

where

Rϵ :=
Φβ

γ (γV + δ)

(
Ω

γ
+ ϵ

)
G

(
p1(0)

γA1

,
p2(0)

γA2

)
.

Under the condition R0 < 1 and by choosing ϵ > 0 small enough, we have Rϵ < 1. Then, we obtain the global
asymptotic stability of the trivial solution of the linear system (15). So, using again Lemma A.1, we conclude the
global asymptotic stability of the disease-free steady-state P0 on the set D×R3

+. So far, we have considered the

solutions of System (8) that start in the set D×R3
+. Now consider a nonnegative solution such that A1(0) <

p1(0)
γA1

and/or A2(0) <
p2(0)
γA2

, which means that it does not start in the set D× R3
+. We have two different cases.

Firstly, suppose that we have the existence of t̄i > 0, i = 1, 2, such that Ai(t̄i) =
pi(0)
γAi

and Ai(t) <
pi(0)
γAi

for all

t < t̄i. From the equation of Ai in System (8) and under (H4), we can see that A′
i(t) ≥ pi(Y (t))− pi(0) ≥ 0, for

t ≤ t̄i. This means that Ai is an increasing function on [0, t̄i]. Hence, the solution enters the subset D × R3
+ at

time t̄ = max
i=1,2

(t̄i). As D × R3
+ is invariant for the system (8), the solution tends to P0, because P0 is globally

asymptotically stable on the set D× R3
+.

Secondly, we suppose that there is no t̄i as described above (for i = 1 or/and i = 2). We consider that for

all t ≥ 0, Ai(t) < pi(0)
γAi

. Then, A′
i(t) > 0. This means that Ai is increasing on [0,+∞) and admits a limit

li := lim
t→+∞

Ai(t) ≤ pi(0)
γAi

. Furthermore, lim
t→+∞

A′
i(t) = 0. Then, we can see that

lim
t→+∞

pi(Y (t)) = γAi
li ≤ pi(0).

But, according (H5), pi (i = 1 or i = 2) is an increasing function in a neighbourhood of 0. So, we conclude that

lim
t→+∞

Y (t) = 0 and lim
t→+∞

Ai(t) = li =
pi(0)

γAi

.
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We have shown that D × R3
+ is globally attractive for System (8). We can now conclude that the disease-free

steady-state P0 is globally asymptotically stable.

Proof of Theorem 4.4. An endemic equilibrium P ⋆ = (A⋆
1, A

⋆
2, X

⋆, Y ⋆, V ⋆) satisfies

γA1A
⋆
1 = p1(Y

⋆),

γA2A
⋆
2 = p2(Y

⋆),

γXX⋆ + βG (A⋆
1, A

⋆
2)V

⋆X⋆ = Ω,

βG (A⋆
1, A

⋆
2)V

⋆X⋆ = γY Y
⋆,

(γV + δ)V ⋆ = ΦY ⋆.

(17)

Subtracting the third from the fourth equation of the (17) system, we get,

Ω− γXX⋆ − γY Y
⋆ = 0,

which results in

X⋆ =
Ω− γY Y

⋆

γX
, with 0 < Y ⋆ ≤ Ω

γY
. (18)

From the first equation of the system, we obtain,

A⋆
1 =

1

γA1

p1(Y
⋆).

From the second equation of the system (17), we get

A⋆
2 =

1

γA2

p2(Y
⋆).

We can see that (A⋆
1, A

⋆
2) ∈ D, then P ⋆ ∈ D× R3

+. From the last equation of System (17), we get

V ⋆ =
ΦY ⋆

γV + δ
. (19)

Substituting the equations of X⋆ and V ⋆ into the fourth equation of the system (17) we get

βG(A⋆
1, A

⋆
2)

(
ΦY ⋆

γV + δ

)
Ω− γY Y

⋆

γX
= γY Y

⋆.

As we are looking for Y ⋆ > 0, the previous equation is equivalent to

βΦ

γY γX
(Ω− γY Y

⋆)G(A⋆
1, A

⋆
2)

(
1

γV + δ

)
= 1

We consider the function I :

[
0,

Ω

γY

]
→ [0,+∞) defined by

I(Y ⋆) =
1

γY
× Ω− γY Y

⋆

γX
× Φ

γV + δ
× βG

(
p1(Y

⋆)

γA1

,
p2(Y

⋆)

γA2

)
.

The problem to solve is the following

I(Y ⋆) = 1, with 0 ≤ Y ⋆ ≤ Ω

γY
.

We have

I(0) = R0 and I

(
Ω

γY

)
= 0.

Therefore, if R0 > 1, there is at least one positive solution Y ⋆.
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Proof of Theorem 4.5. Let A1(t) = A⋆
1 + a1(t), A2(t) = A⋆

2 + a2(t), X(t) = X⋆ + x(t), Y (t) = Y ⋆ + y(t),
V (t) = V ⋆ + v(t). The linearization of System (8) around P ⋆ is given by

da1
dt

=p′1(Y
⋆)y − γAa1,

da2
dt

=p′2(Y
⋆)y − γAa2,

dx

dt
=− γx− βG(A⋆

1, A
⋆
2)(V

⋆x+X⋆v)

− βGA1(A
⋆
1, A

⋆
2)V

⋆X⋆a1 − βGA2(A
⋆
1, A

⋆
2)V

⋆X⋆a2,

dy

dt
=− γy + βG(A⋆

1, A
⋆
2)(V

⋆x+X⋆v)

+ βGA1
(A⋆

1, A
⋆
2)V

⋆X⋆a1 + βGA2
(A⋆

1, A
⋆
2)V

⋆X⋆a2,

dv

dt
=Φy − (γV + δ) v.

(20)

The characteristic equation associated with the previous system is∣∣∣∣∣∣∣∣∣∣∣∣

λ+ γA 0 0 −α1 0

0 λ+ γA 0 −α2 0

β1V
⋆X⋆ β2V

⋆X⋆ λ+ γ + β0V
⋆ 0 β0X

⋆

−β1V
⋆X⋆ −β2V

⋆X⋆ −β0V
⋆ λ+ γ −β0X

⋆

0 0 0 −Φ λ+ γV + δ

∣∣∣∣∣∣∣∣∣∣∣∣
= 0,

with
αi = p′i(Y

⋆) ≥ 0, βi = βGAi
(A⋆

1, A
⋆
2), i = 1, 2 and β0 = βG(A⋆

1, A
⋆
2) > 0.

We add the third and the fourth lines that we substitute to line 4 and the characteristic equation becomes∣∣∣∣∣∣∣∣∣∣∣∣

λ+ γA 0 0 −α1 0

0 λ+ γA 0 −α2 0

β1V
⋆X⋆ β2V

⋆X⋆ λ+ γ + β0V
⋆ 0 β0X

⋆

0 0 λ+ γ λ+ γ 0

0 0 0 −Φ λ+ γV + δ

∣∣∣∣∣∣∣∣∣∣∣∣
= 0.

The subtraction of columns 3 and 4 that we substitute to column 4 gives,∣∣∣∣∣∣∣∣∣∣∣∣

λ+ γA 0 0 −α1 0

0 λ+ γA 0 −α2 0

β1V
⋆X⋆ β2V

⋆X⋆ λ+ γ + β0V
⋆ −λ− γ − β0V

⋆ β0X
⋆

0 0 λ+ γ 0 0

0 0 0 −Φ λ+ γV + δ

∣∣∣∣∣∣∣∣∣∣∣∣
= 0.

Developing firstly from the fourth line and secondly from the first column we obtain,

−(λ+ γ) ((λ+ γA)D1 + β1V
⋆X⋆D2) = 0,

with

D1 =

∣∣∣∣∣∣∣
λ+ γA −α2 0

β2V
⋆X⋆ −λ− γ − β0V

⋆ β0X
⋆

0 −Φ λ+ γV + δ

∣∣∣∣∣∣∣ ,
and

D2 =

∣∣∣∣∣∣∣
0 −α1 0

λ+ γA −α2 0

0 −Φ λ+ γV + δ

∣∣∣∣∣∣∣ .
Hence we get,

D1 = (λ+ γA) [(−λ− γ − β0V
⋆)(λ+ γV + δ) + Φβ0X

⋆] + α2β2V
⋆X⋆(λ+ γV + δ),
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and
D2 = α1(λ+ γA) (λ+ γV + δ) .

Then, we get the following characteristic equation

−(λ+ γ)(λ+ γA) (D1 + α1β1V
⋆X⋆ (λ+ γV + δ)) = 0,

λ = −γ < 0 and λ = −γA < 0 are two eigenvalues. The others eigenvalues are solution of

D1 + α1β1V
⋆X⋆ (λ+ γV + δ) = 0.

This corresponds to

(λ+ γA) [(λ+ γ + β0V
⋆)(λ+ γV + δ)− Φβ0X

⋆]− α1β1V
⋆X⋆ (λ+ γV + δ)− α2β2V

⋆X⋆(λ+ γV + δ) = 0.

Developing this last equation, we obtain

λ3 + λ2 [γA + γ + γV + δ + β0V
⋆]

+ λ [γA (γ + γV + δ + β0V
⋆) + (γV + δ)(γ + β0V

⋆)− Φβ0X
⋆ − α1β1V

⋆X⋆ − α2β2V
⋆X⋆]

+ γA(γV + δ)(γ + β0V
⋆)− γAΦβ0X

⋆ − α1β1V
⋆X⋆(γV + δ)− α2β2V

⋆X⋆(γV + δ) = 0.

That we rewrite
λ3 + k1λ

2 + k2λ+ k3 = 0, (21)

with

k1 = γA + γV + δ + γ + β0V
⋆,

k2 = γA (γV + δ + γ + β0V
⋆) + (γV + δ)(γ + β0V

⋆)− Φβ0X
⋆ − (α1β1 + α2β2)V

⋆X⋆,

k3 = γA ((γV + δ)(γ + β0V
⋆)− Φβ0X

⋆)− (α1β1 + α2β2)(γV + δ)V ⋆X⋆.

According to the Routh-Hurwitz criteria, the endemic steady-state is locally asymptotically stable if and only if
the following conditions on the coefficients of Equation (21) are satisfied

k1 > 0, k3 > 0 and k1k2 > k3.

It is clear that we have always

k1 = γA + γV + δ + γ + β0V
⋆ > 0.

We recall the equations that come from the steady state equation (17)

γAA
⋆
1 = p1(Y

⋆), γAA
⋆
2 = p2(Y

⋆), γX⋆ + β0V
⋆X⋆ = Ω, β0V

⋆X⋆ = γY ⋆ and (γV + δ)V ⋆ = ΦY ⋆.

Then, k3 becomes

k3 = γA ((γV + δ)(γ + β0V
⋆)− Φβ0X

⋆)− (α1β1 + α2β2)(γV + δ)V ⋆X⋆,

= γAΦ
Y ⋆

V ⋆

(
Ω

X⋆
− γ

)
− (α1β1 + α2β1)ΦY

⋆X⋆.

Y ⋆ > 0 and V ⋆ > 0, and so 0 < X⋆ < Ω/γ. Therefore, under the condition (11), we have α1β1 + α2β2 ≤ 0.
Then, we directly get k3 > 0. Using the above equations, we can also rewrite k1 and k2 as follows

k1 = γA +Φ
Y ⋆

V ⋆
+

Ω

X⋆
,

k2 = γA

(
Φ
Y ⋆

V ⋆
+

Ω

X⋆

)
+Φ

Y ⋆

V ⋆

(
Ω

X⋆
− γ

)
− (α1β1 + α2β2)V

⋆X⋆.

After some calculations, we obtain

k1k2 − k3 =

(
γA +Φ

Y ⋆

V ⋆

)(
γA

(
Φ
Y ⋆

V ⋆
+

Ω

X⋆

)
+Φ

Y ⋆

V ⋆

(
Ω

X⋆
− γ

))
+

Ω

X⋆

(
γA

Ω

X⋆
+Φ

Y ⋆

V ⋆

(
Ω

X⋆
− γ

))
+ γγAΦ

Y ⋆

V ⋆

−(α1β1 + α2β2) (ΩV
⋆ + γAV

⋆X⋆) .

Then, Condition (11) implies that
k2 > 0 and k1k2 − k3 > 0.

So, the endemic equilibrium P ⋆ = (A⋆
1, A

⋆
2, X

⋆, Y ⋆, V ⋆) is locally asymptotically stable.
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A.2 Proofs of Propositions

Proof of Proposition 1. The regularity of the functions used in the right-hand side of System (8) guarantees the
existence and uniqueness of solutions on an interval [0, T ), with T > 0. Let us see first that the solution is
nonnegative on [0, T ). For all t ∈ [0, T ), whenever (A1, A2, X, Y, V ) ∈ R5

+, the derivatives satisfy

dA1

dt

∣∣∣∣
A1=0

≥ p1(0) ≥ 0,
dA2

dt

∣∣∣∣
A2=0

≥ p2(0) ≥ 0,
dX

dt

∣∣∣∣
X=0

= Ω > 0,
dY

dt

∣∣∣∣
Y=0

≥ 0 and
dV

dt

∣∣∣∣
V=0

≥ 0.

Hence, any solution of System (8) that starts nonnegative remains nonnegative (see Theorem 3.4 in [49] and
Proposition B.7 in [50] for more details).

Now, we prove that any solution of System (8) is bounded on [0, T ). By adding the equations of X and Y ,
we get

dX

dt
+

dY

dt
≤ Ω− γm(X + Y ), with γm = min{γX , γY }.

Then,

0 ≤ X(t) + Y (t) ≤ e−γmt(X(0) + Y (0)) +
Ω

γm
(1− e−γmt),

≤ X(0) + Y (0) +
Ω

γm
.

So,

lim sup
t→+∞

(X(t) + Y (t)) ≤ X(0) + Y (0) +
Ω

γm
.

Hence, X and Y are bounded on the interval [0, T ). Similarly, we find

lim sup
t→+∞

(A1(t)) ≤ A1(0) +
p1(Ȳ )

γA1

,

lim sup
t→+∞

(A2(t)) ≤ A2(0) +
p2(Ȳ )

γA2

,

and

lim sup
t→+∞

(V (t)) ≤ V (0) +
ΦȲ

γV + δ
, with Ȳ = sup

0≤s<T
(Y (s)).

Therefore the solution is bounded on [0, T ). This means that the solution is defined and bounded over the whole
interval [0,+∞).

Proof of Proposition 2. The condition (H3) implies that

I(Y ⋆) ≤ ΦβΩ

γY γX (γV + δ)
G

(
p1(0)

γA1

,
p2(0)

γA2

)
= R0 < 1,

for all Y ⋆ > 0. Then, it is clear that there is no endemic steady-state.

Proof of Proposition 3. The hypothesis of Proposition 3 implies that the function I : [0,Ω/γY ] → [0,+∞) is
decreasing with I(0) = R0 and I (Ω/γY ) = 0. Then, the equation I(Y ⋆) = 1 has a positive solution if and only
if R0 > 1.

A.3 Proof of Lemma

Proof of Lemma 4.2. Under the condition (H1), γ := γX = γY , we have

d

dt
(X + Y ) = Ω− γ(X + Y ) = γ

(
Ω

γ
− (X + Y )

)
.

Let B1 = A1 −
p1(0)

γA1

, B2 = A2 −
p2(0)

γA2

and

Z =


Ω

γ
− (X + Y ), if X + Y ≤ Ω

γ
,

(X + Y )− Ω

γ
, if X + Y >

Ω

γ
.
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It is clear that X + Y cannot cross
Ω

γ
. Then, with the new functions B1, B2 and Z, System (8) becomes



dB1

dt
= p1(Y )− p1(0)− γA1

B1,

dB2

dt
= p2(Y )− p2(0)− γA2

B2,

dZ

dt
= −γZ,

dY

dt
= βG

(
B1 +

p1(0)

γA1

, B2 +
p2(0)

γA2

)
× V

(
Ω

γ
+ µZ − Y

)
− γY,

dV

dt
= ΦY − (γV + δ)V,

(22)

where 
µ = −1 if X + Y ≤ Ω

γ
,

µ = 1 if X + Y >
Ω

γ
.

If µ = 1, then
Ω

γ
+ µZ =

Ω

γ
+X + Y − Ω

γ
= X + Y ≥ 0.

If µ = −1, then
Ω

γ
+ µZ =

Ω

γ
−
(
Ω

γ
− (X + Y )

)
= X + Y ≥ 0.

So, in all cases Ω
γ + µZ ≥ 0. Moreover, the equilibrium P0 becomes 0R5 for System (22) and the set D × R3

+

corresponds now to the non-negative orthant R5
+. We have already proved in Proposition 1 that Y and V are

nonnegative, and as the function pi is nondecreasing, we also have B′
i(t) ≥ −γAi

Bi(t), for all t ≥ 0. Hence, any
solution of System (22) that starts in R5

+ remains in R5
+. Then, the subset D × R3

+ is invariant under System
(8).
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[17] Gómez, M. & Yang, H. A simple mathematical model to describe antibody-dependent enhancement in
heterologous secondary infection in dengue. Mathematical Medicine And Biology: A Journal Of The IMA.
36, 411-438 (2018)

[18] Clapham, H., Tricou, V., Chau, N., Simmons, C. & Ferguson, N. Within-host viral dynamics of dengue
serotype 1 infection. Journal Of The Royal Society Interface. 11 pp. 96 (2014)

[19] Gujarati, T. & Ambika, G. Virus antibody dynamics in primary and secondary dengue infections. Journal
Of Mathematical Biology. 69, 1148-1155 (2014)

[20] Nuraini, N., Tasman, H., Soewono, E. & Sidarto, K. A within-host dengue infection model with immune
response. Mathematical And Computer Modelling. 49, 1148-1155 (2009)

[21] Pawelek, K., Huynh, G., Quinlivan, M., Cullinane, A., Rong, L. & Perelson, A. Modeling within-host
dynamics of influenza virus infection including immune responses. PLoS Computational Biology. 8 (2012)

[22] Perelson, A. Modelling viral and immune system dynamics. Nature Reviews Immunology. 2 pp. 28-36 (2002)

[23] Rubio, F. & Yang, H. A mathematical model to evaluate the role of memory B and T cells in heterologous
secondary dengue infection. Journal Of Theoretical Biology. 534 pp. 110961 (2022)

[24] Tang, B., Xiao, Y., Sander, B., Kulkarni, M., Radam-Lac Research Team & Wu, J. Modelling the impact
of antibody-dependent enhancement on disease severity of Zika virus and dengue virus sequential and co-
infection. Royal Society Open Science. 7, 191749 (2020)

[25] Wodarz, D. & Nowak, M. Mathematical models of HIV pathogenesis and treatment. BioEssays. ¡b¿24¡/b¿,
1178-1187 . (2002)

[26] Xu, Z., Zhang, H., Yang, D., Wei, D., Demongeot, J. & Zeng, Q. The Mathematical Modeling of the
Host–Virus Interaction in Dengue Virus Infection: A Quantitative Study. Viruses. 16 (2024)

24



[27] Adimy, M., Mancera, P., Rodrigues, D., Santos, F. & Ferreira, C. Maternal passive immunity and dengue
hemorrhagic fever in infants. Bulletin Of Mathematical Biology. 82 pp. 24 (2020)

[28] Camargo, F., Adimy, M., Esteva, L., Métayer, C. & Ferreira, C. Modeling the relationship between antibody-
dependent enhancement and disease severity in secondary dengue infection. Bulletin Of Mathematical Biol-
ogy. 83, 1-28 (2021)

[29] Klein, F., Mouquet, H., Dosenovic, P., Scheid, J., Scharf, L. & Nussenzweig, M. Antibodies in HIV-1 vaccine
development and therapy. Science. 341, 1199-1204 (2013)

[30] Scott, A., Wolchok, J. & Old, L. Antibody therapy of cancer. Nature Reviews Cancer. 12 pp. 278-287 (2012)

[31] Perelson, A. & Weisbuch, G. Immunology for physicists. Reviews Of Modern Physics. 69 pp. 1219-1268
(1997)

[32] Flamand, A., Raux, H., Gaudin, Y. & Ruigrok, R. Mechanisms of Rabies Virus Neutralization. Virology.
194, 302-313 (1993)

[33] Klasse, P. Neutralization of Virus Infectivity by Antibodies: Old Problems in New Perspectives. Advances
In Biology. 2014 pp. 1-24 (2014)

[34] Pierson, T., Fremont, D., Kuhn, R. & Diamond, M. Structural insights into the mechanisms of antibody-
mediated neutralization of flavivirus infection: implications for vaccine development. Cell Host And Microbe.
4 pp. 229-238 (2008)

[35] N.D. Durham, A., Waltari, E., Croote, D., Zanini, F., Fouch, M., Davidson, E., Smith, O., Carabajal, E.,
Pak, J., Doranz, B., Robinson, M., Sanz, A., Albornoz, L., Rosso, F., Einav, S., Quake, S., McCutcheon, K.
& Goo, L. Broadly neutralizing human antibodies against dengue virus identified by single B-cell transcrip-
tomics. ELife. 8 pp. 1-29 (2019)

[36] Katzelnick, L., Gresh, L., Halloran, M., Mercado, J., Kuan, G., Gordon, A., Balmaseda, A. & Harris, E.
Antibody-dependent enhancement of severe dengue disease in humans. Science. 358, 929-932 (2017)

[37] Burton, D. Antiviral neutralizing antibodies: from in vitro to in vivo activity. Nature Reviews Immunology.
23, 720-734 (2023)

[38] Kuiken, T. & Taubenberger, J. Pathology of human influenza revisited. Vaccine. 26, D59-D66 (2008)

[39] Kyle, J., Beatty, P. & Harris, E. Dengue virus infects macrophages and dendritic cells in a mouse model of
infection. The Journal Of Infectious Diseases. 195, 1808-1817 (2007)

[40] Dörner, T. & Radbruch, A. Antibodies and B-cell memory in viral immunity. Immunity. 27, 384-392 (2007)

[41] Trouplin, V., Boucherit, N., Gorvel, L., Conti, F., Mottola, G. & Ghigo, E. Bone marrow-derived macrophage
production. Journal Of Visualized Experiments. 81 pp. 50966 (2013)

[42] Rodenhuis-Zybert, I., Wilschut, J. & Smit, J. Dengue virus life cycle: viral and host factors modulating
infectivity. Cellular And Molecular Life Sciences. 67, 2773-2786 (2010)

[43] Samji, T. Influenza A: understanding the viral life cycle. The Yale Journal Of Biology And Medicine. 82,
153-159 (2009)

[44] Driessche, P. & Watmough, J. Reproduction numbers and sub-threshold endemic equilibria for compart-
mental models of disease transmission. Mathematical Biosciences. 180, 29-48 (2002)

[45] Kirkilionis, M. & Walcher, S. On comparison systems for ordinary differential equations. Journal Of Math-
ematical Analysis And Applications. 299, 157-173, (2004)

[46] Guzman, M., Gubler, D., Izquierdo, A., Martinez, E. & Halstead, S. Dengue infection. Nature Reviews
Disease Primers. 2 pp. 1-25 (2016)

[47] Ghosh, I. Within Host Dynamics of SARS-CoV-2 in Humans: Modeling Immune Responses and Antiviral
Treatments. SN Computer Science. 2, 482 (2021)

[48] Cambón, M. & Sánchez, Ó. Thermodynamic modelling of transcriptional control: a sensitivity analysis.
Mathematics. 10, 1-18 (2022)

25



[49] Smith, H. An Introduction to Delay Differential Equations with Applications to the Life Sciences. Springer
New York, . (2011)

[50] Smith, H. & Waltman, P. The Theory of the Chemostat. Cambridge University Press, Cambridge UK, .
(1995)

26


	Introduction
	Modeling the antigen-antibody complex
	Monoclonal antibody binding to a receptor
	Binding of a mixture of two antibodies to a receptor

	Within-host (re)infection dynamics in the presence of a mixture of two antibodies
	Mathematical analysis of the within-host (re)infection model
	Basic properties, steady-states, and basic reproduction number
	Local and global asymptotic stability of the disease-free equilibrium
	Existence of endemic equilibrium points
	Local asymptotic stability analysis of an endemic equilibrium point

	Numerical simulations
	Homologous sequential DENV infection (Neutralizing/Neutralizing)
	Heterologous sequential DENV infection (Enhancing/Neutralizing)
	Fitting dengue data

	Discussion
	Appendix
	Proofs of Theorems 
	Proofs of Propositions
	Proof of Lemma


