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Abstract. Adaptation is often considered a complex issue during the de-
sign of a case-based reasoning system. Various approaches can be found
in the literature, but their scopes are often limited to a relatively nar-
row range of applications. However, a general approach to adaptation
based on belief revision has been developed over the years and applied in
several formalisms, these formalisms being chosen for particular needs.
This article presents the first version of Olaaaf, a general adaptation
prototype based on belief revision whose long-term objective is to cover
a wide range of adaptation processes. It is based on a formalism that
covers both attribute-value pairs (often used for representing cases) and
taxonomies (often used for representing domain knowledge). It is shown
through an example how this system works, and it is discussed how it
can be used for other complex adaptations.
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1 Introduction

Case-based reasoning (CBR [27, 1]) aims to solve problems by retrieving and
reusing previous problem-solving episodes (or cases). The reuse step consists
either (a) in reusing as such the solution of the retrieved case(s) (and this is
appropriate for some applications), (b) in leaving to the user the adaptation
of this solution (this is often acceptable, since, for a human being, retrieval is
often considered as tedious, while adaptation sometimes appears as a simple
task for humans while more difficult to implement), or (c) by implementing an
automatic adaptation procedure. The approach (c) requires some work to design
and implement such a procedure. Indeed, to the best of our knowledge, very
little work has been done on the development of domain-independent adaptation
engines. In particular, in a recent survey on general frameworks for CBR [28],
the adaptation procedures of the described frameworks were, at best, limited
to null adaptation, ontology-based substitutions, handling adaptation rules, or
adaptation methods defined by the developers using such a framework, hence
domain dependent.

Now, a general approach to adaptation has been developed, studied and
applied. This approach is based on belief revision operators and requires the im-
plementation of such operators in a formalism in which cases and domain knowl-
edge are defined. The first study on this work was published in 2007 [18] and



it has been developed from there (see e.g. [6]), with applications to adaptation
processes for the Taaable system in the cooking domain [8], in three different
formalisms [23, 5, 12]. This was the first motivation for developing Olaaaf,1 a
revision-based inference engine in a general formalism.

This article presents Olaaaf, a domain-independent case adaptation proto-
type in a formalism that is general enough to express various kinds of knowl-
edge, including attribute-value pairs and taxonomies. This has a certain level of
generality since, in CBR, cases are often represented in an attribute-value repre-
sentation, and domain knowledge is often represented by taxonomies, i.e., class
hierarchies organized under the subclass-of relation. More precisely, this formal-
ism is based on constraints (e.g. linear numerical constraints or propositional
variables) and on the connectives of propositional logic (¬, ∧, ∨, etc.).

A running example, in the cooking domain that illustrates the case adap-
tations in Olaaaf is introduced now. The target problem is “I want a recipe of
milkshake with kiwis.” The retrieved case is a recipe for a banana milkshake,
consisting in mixing the following ingredients: 2 bananas, 4 tablespoons of gran-
ulated sugar, 2 packets of vanilla sugar, 1 liter of cow milk, 4 ice cubes. To
perform the adaptation, the following domain knowledge is used:

DK1 Bananas and kiwis are fruits.
DK2 For each food type and unit, there is a known correspondence of one unit

of this food type to its mass, e.g. the mass of 1 banana and the mass of
1 tablespoon of granulated sugar.

DK3 There are relations between quantities of one type of food and its subtypes
in a taxonomy (e.g. the mass of fruits is the sum of the masses of bananas,
kiwis, etc.). In the same line of idea, the sweetening power is known for
every food type, e.g. 1 for granulated sugar, 0.158 for bananas (1 gram of
banana has the same sweetening power as 0.158 gram of granulated sugar),
etc.2

DK4 Almond milk, cow milk and soy milk are 3 types of milks (and, to make it
simpler, it is assumed that there are no other types of milk in my fridge).

DK5 Cow milk and soy milk associated with kiwis give a bitter taste.
DK6 A milkshake is a dessert, and a dessert must not be bitter.

The expected adaptation consists of substituting bananas for kiwis and, to avoid
bitterness (forbidden in desserts), substituting cow milk for almond milk which
does not taste bitter when associated with kiwis. It also consists in changing
quantities (number of fruits, mass of ingredients), in order to conserve the mass
of fruits and total mass of the milkshake, and to preserve the sweetening power.

In the Taaable system, this adaptation was performed in two steps, using two
adaptation engines, working with two different formalisms: propositional logic to

1 The Olaaaf system, available at https://github.com/OlaaafEngine/Olaaaf, is dis-
tributed under a free MIT license. This repository also contains a video demo and
the examples presented in this paper.

2 Numerical information about conversions for DK2 and DK3 has been found on the
Web, in particular, at https://fdc.nal.usda.gov.
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compute substitutions of ingredient types and conjunction of linear constraints
to adapt ingredient quantities once the substitutions of ingredient types are
known. On the contrary, Olaaaf solves this adaptation problem in a single step.

Section 2 recalls some general notions related to CBR, in particular, to adap-
tation, and to the general approach to adaptation that is used in our system.
Olaaaf is presented in Section 3: how it can be used to solve adaptation prob-
lems and the main principles of its algorithm. As Olaaaf has been announced
as a general tool for case adaptation, Section 4 discusses its scope: What are
the adaptation inferences that it can or cannot (yet) draw? Finally, Section 5
concludes and gives some future direction of work for the development of future
versions of Olaaaf.

2 Preliminaries

In Section 2.1, some basic notions about CBR are recalled, together with the
notations used throughout the article. The general approach to adaptation by
Olaaaf is revision-based adaptation (described in Section 2.4), which is based
on belief revision (whose principles are recalled in Section 2.3), which requires a
few reminders about formal logics (Section 2.2).

2.1 Case-based reasoning: notions and notations

In this paper, a problem is denoted by x and a solution by y. In particular, the
target problem is denoted by xtgt and the solution proposed by the CBR system
by ytgt. A case is the representation of an episode of problem solving, often given
only by a problem-solution pair (x, y) where y is a solution of x. Note that, in
the context of this article (and of the examples), this a priori distinction between
the problem part and the solution part of a case is not necessary. Two kinds of
cases are distinguished: correct and incorrect cases; a case is correct if it leads
to an acceptable solution to the problem it solves. It should be noted that this
distinction between correct and incorrect cases is usually incompletely known
by the CBR system. A source case, denoted by cs, is a case available to a CBR
system, and the set of source cases constitutes the case base CB. The source cases
are supposed to be correct.

In this article, only single case reuse is considered, that is, the process model
of CBR consists in (1) retrieving a cs ∈ CB deemed similar to xtgt, (2) adapting cs
in order to propose a solution ytgt to xtgt. Other CBR steps are not considered in
this article. In fact, this article is primarily concerned with step (2), adaptation.

The knowledge model of a CBR system usually consists of four contain-
ers [26]: the case base CB, the domain knowledge DK, the adaptation knowledge
AK, and the retrieval knowledge RK. CB has been introduced above and RK, is not
considered in this article.

DK concerns cases and may be seen as a set of integrity constraints. In par-
ticular, DK often contains a taxonomy, i.e., a set of ordered pairs (A,B) where A
is a subclass of B and such a pair corresponds to the constraint that prohibits
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having an instance of A that is not an instance of B: written in propositional
logic, the constraint A → B means that A ∧ ¬B cannot be true. Thus, DK can
be seen as a set of necessary conditions for the correctness of a case.

AK concerns the way cases relate in the case space: given a case that is sup-
posed to be correct (e.g. a source case), it gives knowledge about other cases that
should be correct, with some uncertainty. This uncertainty is often measured by
a number. In this article, this number is called a cost : given c1 and c2 two cases,
the former known to be correct (e.g. c1 ∈ CB), AK gives an estimation of this
cost c, which can be interpreted, e.g., in a probabilistic way: c = − logP where
P estimates the probability that c2 is correct (knowing that c1 is). For example,
AK may contain adaptation rules. Such an adaptation rule states that if a case c1
and a problem x2 are related according to the condition of the rule, then the
rule is triggered and gives a modification of c1 into c2, such that c2 represents
a solving of the problem x2 and the correctness of c2 is estimated according to
the cost associated with the adaptation rule.

It is important to distinguish the roles of DK and of AK. Indeed, DK is about
cases considered in isolation, whereas AK concerns variations between cases.

2.2 Some basic notions about some monotonic logics

A monotonic logic, in all generality, is an ordered pair (L, |=) where L is a
language defined by a formal syntax (a formula is by definition an element of L)
and |= is a binary relation that relates a set of formulas B to a formula α where
B |= α reads “B entails α.”

For some logics (including propositional logic and the formalism of the Olaaaf
system), the relation |= is defined as follows. A fixed set Ω is given, and an
interpretation is an element of Ω. A fixed mapping M is given, which associates
to a formula α a subset M (α) of Ω (the definitions of Ω and of M depend on
the chosen logic). For a set of formulas B = {α1, α2, . . . , αp}, M (B) is defined
by M (B) = M (α1) ∩M (α2) ∩ . . . ∩M (αp) (if B = ∅, M (B) = Ω). Then |=
can be defined for B, a set of formulas, and α ∈ L by B |= α if M (B) ⊆ M (α).
Given α, β ∈ L, α is equivalent to β, denoted by α ≡ β, if M (α) = M (β).
A formula α is inconsistent if M (α) = ∅. A formula α is inconsistent with a
formula β if M (α) ∩ M (β) = ∅. The principle of irrelevance of syntax means
that two equivalent formulas are interchangeable within an inference.

Finally, in the following, it is assumed that L uses the unary connective ¬ and
the binary connectives ∧ and ∨, and that these connectives have the following se-
mantics: for α, α1, α2 ∈ L, M (¬α) = Ω\M (α), M (α1 ∧ α2) = M (α1)∩M (α2)
and M (α1 ∨ α2) = M (α1) ∪ M (α2). So, in particular, α1 is inconsistent with
α2 iff α1 ∧ α2 is insatisfiable.

2.3 Belief revision

Consider an agent whose set of beliefs represented by a formula ψ is confronted
with new beliefs represented by a formula µ, and that these new beliefs are
supposed to take priority over the old ones. If ψ is consistent with µ (i.e.,
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M (ψ ∧ µ) ̸= ∅), then the revised set of agent beliefs is the union of old and new
beliefs, represented by ψ ∧ µ. Otherwise, ψ ∧ µ is insatisfiable, so some changes
must be made in ψ (not in µ since it takes priority over ψ) in ψ′ so that ψ′ ∧ µ
is consistent. Then, the result of belief revision of ψ by µ is ψ ∔ µ = ψ′ ∧ µ.
According to the principle of minimal change defended in the so-called AGM
theory of belief revision [2], the modification ψ 7→ ψ′ must be “minimal” in some
sense, and, since the measure of change to assess this minimality is not unique,
there are in general many revision operators ∔.

Let (L, |=) be a monotonic logic whose semantics is given by the set of in-
terpretations Ω and the mapping M, and let dist be a distance function on Ω.
Technically, dist is only assumed (1) to return a nonnegative real number and
(2) to verify, for I,J ∈ Ω, that dist(I,J ) = 0 iff I = J . Thus, neither sym-
metry nor triangular inequality is required for dist. A revision operator ∔dist

can be semantically defined, up to syntax, as follows: J ∈ M
(
ψ ∔dist µ

)
if

J ∈ M (µ) and J is maximally close to elements of M (ψ) according to dist.
Formally:

M
(
ψ ∔dist µ

)
= {J ∈ M (µ) | dist (M (ψ) ,J ) = dist (M (ψ) ,M (µ))}

where dist (M (ψ) ,J ) = infI∈M(ψ) dist(I,J ) and dist (M (ψ) ,M (µ)) =
infI∈M(ψ),J∈M(µ) dist(I,J ).

2.4 Revision-based adaptation

In [18], an approach to adaptation based on belief revision has been introduced.
It presupposes that the cases and the domain knowledge are represented in the
same monotonic logic (L, |=). The idea is to use a revision operator ∔ on this
logic to modify the retrieved source case cs so that it becomes consistent with
the target problem. Now, both cs and xtgt must be considered with the domain
knowledge, so the revision to be performed is of ψ = DK ∧ cs by µ = DK ∧ xtgt.
Finally, the choice of the revision operator for that purpose is of importance
in the same way as the choice of a similarity measure is important for case
retrieval: a basic choice often gives interesting results, but a better choice gives
better results. The idea is to choose a revision operator ∔AK parametrized by the
available adaptation knowledge AK. Therefore, the revision-based adaptation of
cs to a problem xtgt is defined by:

ctgt = (DK ∧ cs) ∔AK (DK ∧ xtgt) (1)

where ctgt is a solving of xtgt that leads to the solution ytgt. It can be noted
that an operator ∔AK can often be written as an operator ∔dist, for a distance
function that takes into account adaptation knowledge, for example, adaptation
rules.

Various distance-based revision engines have been defined for revision-based
adaptation in several formalisms, in particular, to be used in different versions
of the Taaable system, a contestant of every edition of the Computer Cooking
Contest (see [8] for a first synthesis of Taaable). The first engines were developed
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for propositional logic: first with no adaptation knowledge, using an arbitrary
distance function dist [18], then for adaptation knowledge using adaptation
rules [23]. This was used in Taaable to adapt a recipe represented at the level of
its food types and recipe types. To be able to adapt the quantities of ingredients
in Taaable, a revision engine has been developed in the formalism of conjunctions
of linear constraints. It should be noted that both propositional logic and this
latter formalism are fragments of the formalism of Olaaaf as presented in the next
section. Then, a belief revision engine was developed for qualitative algebras (i.e.
a family of formalisms including Allen algebra [3] and RCC8 [24], for reasoning
on temporal or spatial constraints) and applied, in particular, to the preparation
part of the recipes in Taaable [12]. Then, this has been extended to belief revision
in the propositional closure of qualitative algebras [10]. Finally, it has been shown
that analogical extrapolation (that is, case-based inference based on analogical
proportion) can be related to revision-based adaptation [20].

3 Olaaaf: how it can be used and how it is implemented

The formalism used by Olaaaf is described in Section 3.1. Section 3.2 explains
how this adaptation system can be used on the running example and Section 3.3
specifies it. The complete description of Olaaaf algorithm is beyond the scope of
this article (and its description is long), but its principles are given in Section 3.4.

3.1 Olaaaf formalism for representing cases and domain knowledge

Syntax. Let B = {F, T} be the set of Booleans. Let Z, Q and R be the set
of integers, of rational numbers and of real numbers. A variable is a symbol x
associated with a type τ(x), where τ(x) is either Z, R or a finite set S defined
in an enumerated way (e.g. S = {a, b, c} or S = B). The finite set of variables is
denoted by V.

The atoms of Olaaaf’s formalism, called constraints, are:

– Linear constraints: expressions of the form a1x1 + a2x2 + . . . + anxn ≤ b
where a1, a2, . . . , an ∈ Q and, for each k ∈ J1, nK, xk is a numerical variable
(i.e. either τ(xk) = Z or τ(xk) = R) if ak = 0 then the term akxk can be
omitted;

– Constraints of the form x = v where τ(x) is a finite set S and v ∈ S.

A formula of Olaaaf’s formalism is either a constraint or an expression of one of
the forms ¬α, α ∧ β and α ∨ β where α and β are formulas.

The following abbreviations are made (where iaaf stands for “is an abbrevi-
ation for”):

a1x1 + a2x2 + . . .+ anxn ≥ b iaaf (−a1)x1 + (−a2)x2 + . . .+ (−an)xn ≤ −b
a1x1 + a2x2 + . . .+ anxn < b iaaf ¬(a1x1 + a2x2 + . . .+ anxn ≥ b)

a1x1 + a2x2 + . . .+ anxn > b iaaf ¬(a1x1 + a2x2 + . . .+ anxn ≤ b)
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a1x1 + a2x2 + . . .+ anxn = b iaaf (a1x1 + a2x2 + . . .+ anxn ≤ b)
∧ (a1x1 + a2x2 + . . .+ anxn ≥ b)

a1x1 + a2x2 + . . .+ anxn R a′1x1 + a′2x2 + . . .+ a′nxn + b

iaaf (a1 − a′1)x1 + (a2 − a′2)x2 + (an − a′n)xn R b (R ∈ {<,≤,≥, >,=})
α→ β iaaf ¬α ∨ β
α↔ β iaaf (α→ β) ∧ (β → α)

x iaaf x = T
¬x iaaf x = F for a variable x such that τ(x) = B

Semantics. An Interpretation I is a mapping of every variable x to a value
I(x) ∈ τ(x). For an interpretation I and a formula α, the relation I |= α (I
satisfies α) is defined inductively as follows:

– I |= a1x1 + a2x2 + . . .+ anxn ≤ b if a1I(x1) + a2I(x2) + . . .+ anI(xn) ≤ b;
– I |= x = v for τ(x) be a finite set if I(x) = v;
– I |= ¬α if I ̸|= α;
– I |= α ∧ β if I |= α and I |= β;
– I |= α ∨ β if I |= α or I |= β.

The set of all interpretations is denoted by Ω and M is a mapping defined by
M (α) = {I ∈ Ω | I |= α} for any formula α of Olaaaf’s formalism. Then, the no-
tions related to deductive reasoning (entailment, (in)satisfiability, contradiction,
etc.) are defined as in Section 2.2.

The running example can be formalized in the Olaaaf formalism with the
following naming conventions:

– Given a food type f , say kiwi, the fact that f is an ingredient of the recipe is
represented by a Boolean variable whose name is just f (e.g. kiwi ), its mass
in grams in the recipe is given by the real variable of name fg (e.g. kiwi g),
its number of units is given by an integer variable of name fu (e.g. kiwi u).

– In a similar way, variables corresponding to volumes of ingredients can be
defined in L (liter) or tbsp (tablespoon), e.g. granulatedSugar tbsp.

– The Boolean variable milkshake states that this is a milkshake recipe.

The target problem xtgt and the retrieved case cs are represented as follows:

xtgt = milkshake ∧ kiwi

cs = milkshake ∧ (banana u = 2) ∧ (granulatedSugar tbsp = 4)

∧ (vanillaSugarBag u = 2) ∧ (cowMilk L = 1.) ∧ (iceCube u = 4) ∧ . . .

The “. . .” indicates that for every ingredient not stated in the recipe, its mass
is interpreted as 0 (e.g., cs |= (kiwi g = 0)). The domain knowledge considered
in the example is DK = DK1 ∧ DK2 ∧ DK3 ∧ DK4 ∧ DK5 ∧ DK6 ∧ DK7 where DK1 to
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DK6 corresponds to the DK1 to DK6 in Section 1 and DK7 relates propositional
variables and numerical variables.3

DK1 = (banana → fruit ) ∧ (kiwi → fruit )

DK2 = (banana g = 115 banana u) ∧ (granulatedSugar g = 15 granulatedSugar tbsp)

∧ (kiwi g = 100 kiwi u) ∧ (cowMilk g = 1030 cowMilk L) ∧ . . .
DK3 = (fruit g = banana g + kiwi g + . . .)

∧ (milk g = almondMilk g + cowMilk g + soyMilk g)

∧

sweeteningPower g = 0.158 banana g + 0.0899 kiwi g
+ 1. granulatedSugar g + 0.98 vanillaSugar g
+ . . .


DK4 = (almondMilk ∨ soyMilk ∨ cowMilk ) ↔ milk

DK5 = (soyMilk ∨ cowMilk ) ∧ kiwi → bitter

DK6 = (milkshake → dessert ) ∧ (dessert → ¬bitter )
DK7 = (banana ↔ banana g > 0) ∧ (cowMilk ↔ cowMilk g > 0) ∧ . . .

3.2 Using Olaaaf through an example

Once cs, xtgt, DK and the parameters of the distance used (see Section 3.3 below),
with respective Python variable names srce_case, tgt_problem and dk, the
adaptation can be computed by Olaaaf:

min_dist, tgt_case = adaptator.execute(srce_case, tgt_problem, dk)

where min_dist is the minimal distance between source and target cases and
tgt_case corresponds to ctgt.

With the running example, the computation time of Olaaaf took about
40 seconds on a simple laptop. An excerpt of the display of the result is as
follows:

cowmilk_L = 0
almondMilk_L = 0.95

granulatedSugar_tbsp = 6

kiwi_u = 1
banana_u = 1

For the sake of readability, the lines of the variables whose values can be deduced
from other variables, such as almondMilk g, and the variables whose values have
not changed from the source case to the target case, such as iceCube u, have
been removed. Furthermore, the order of the lines have been changed. This
adaptation shows that 1 banana has been substituted with 1 kiwi, that cow milk
has been substituted with almond milk (to avoid the bitterness of this dessert),
and that the amount of some ingredients (in particular, granulated sugar) has
been changed in order to preserve the sweetening power.
3 Complete Python example available at https://github.com/OlaaafEngine/
Olaaaf/tree/main/examplesICCBR2024/example1.KiwiMilkshake.py
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Now, the result of this adaptation can be debated: some persons would expect
to have all the bananas removed and replaced by kiwis. This result is consistent
with the minimal change principle of the revision process, though: it has been
required that there is some kiwi in the recipe (hence the minimal non null number
of units of kiwis) but nothing is said about bananas. In order to achieve an
adaptation removing all the bananas and replacing them with a similar amount
of kiwis (in term of masses, while respecting the fact that the number of kiwis is
an integer), one quick fix is to add the conjunct ¬banana to the target problem.4
However, this may be an unsatisfactory way to solve the problem, as it appears
to be an a posteriori adjustment of the target problem. Another way to formulate
that all the bananas must be replaced could be to add a variable that counts
the number of different fruit types, variable whose preservation would make a
substitution of all the bananas by kiwis. More precisely, every variable x such
that τ(x) = B is associated with an integer variable b2i_x that is bound to
0 (resp., 1) whenever x is bound to F (resp., T): b2i_ stands for “Boolean to
integer”. Then the following formula is added to the domain knowledge:5

DK8 = (numberOfFruitTypes = b2i_banana+ b2i_kiwi+ . . .)

Both variations of the example give the same result:

kiwi_u = 2 banana_u = 0 (etc.)

3.3 Olaaaf’s specification

Olaaaf takes as input the domain knowledge DK, a case cs, a problem xtgt and
returns a solved case ctgt. It is based on revision-based adaptation (cf. section 2.4,
equality (1)) and the revision operator used is distance-based, so, it is specified
by a distance function distεw described below.

Distance functions between interpretations. Let I,J ∈ Ω and x ∈ V. Let

∆IJx =


J (x)− I(x) if τ(x) = Z or τ(x) = R
0 if τ(x) is an enumerated type and I(x) = J (x)

1 if τ(x) is an enumerated type and I(x) ̸= J (x)

Now, let w be a mapping from V to the positive real number: w is called a
weighting function. For x ∈ V, w(x) is denoted by wx. The distance function
distw is defined as follows, for I,J ∈ Ω:

distw(I,J ) =
∑
x∈V

wx · |∆IJx| (2)

4 https://github.com/OlaaafEngine/Olaaaf/blob/main/examplesICCBR2024/
example2.KiwiMilkshakeNoBanana.py

5 https://github.com/OlaaafEngine/Olaaaf/blob/main/examplesICCBR2024/
example3.KiwiMilkshakeSameNumberOfFruitTypes.py
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An issue with this distance function is that the revision operator ∔distw asso-
ciated with it does not satisfy all the postulates of the AGM theory, in particular,
the postulate stating that if µ is satisfiable then ψ ∔ µ has also to be satisfiable.
For example if x ∈ V with τ(x) = R, ψ = (x ≤ 0) and µ = (x > 1), then
there is no interpretation J ∈ M (µ) that is the closest one to M (ψ) according
to distw, due to the fact that M (µ) is not a closed set of the metric space
(Ω, distw). Since this postulate is important for revision-based adaptation, an-
other distance function distεw is defined as the upper approximation of distw
to multiples of ε, where ε is a positive real number:

distεw(I,J ) = ε ·
⌈
distw(I,J )

ε

⌉
(for I,J ∈ Ω)

where ⌈r⌉ is the ceil function applied to r ∈ R.6

Remark. According to the specification of distance-based revision, the output of
revision is a satisfiable formula ϱ such that M (ϱ) may be infinite. By default,
the adaptation process of Olaaaf provides only one model of ϱ, thus ϱ can be
written as a conjunction of formulas of the form x = v where x ∈ V and v ∈ τ(x),
which is in general more readable than any formula ϱ. However, it is possible to
ask for a formula ϱ with potentially many models, at the costs of an important
additional computing time and a less readable result.

3.4 Algorithmic principles of Olaaaf

According to the specification of Olaaaf given below, Olaaaf consists in finding
the solution(s) of the following optimisation problem:

I ∈ M (DK ∧ cs) (3)
J ∈ M (DK ∧ xtgt) (4)
minimize distεw(I,J )

Such a solution is a pair (I∗,J ∗) and the output of Olaaaf is given by a formula
equivalent to DK ∧ xtgt ∧ ytgt where ytgt is a proposed solution to xtgt and
J ∗ ∈ M (DK ∧ xtgt ∧ ytgt).

Technically, the above optimization problem is based on (a) transforming the
formulas in the constraints (3) and (4), in particular, putting them in disjunctive
normal form, and (b) calling a mixed integer linear optimization system.7 A
comprehensive version of Olaaaf’s algorithm is given in [19].

3.5 Towards a methodology for choosing the weights of distεw
The appropriate choice of weights for similarity measures for retrieval is a long-
standing issue in CBR research (see e.g. [29]). A similar issue occurs here: how
6 Since distεw is a discrete distance function, every subset of Ω is a closed set of
(Ω, distεw).

7 We have used the scipy wrapper for HiGHS [16], https://highs.dev.
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can the weights wx be adequately chosen? This issue deserves some future work,
though we have applied two heuristic principles that led us to a choice of weights
consistent with our expectation of the adaptation results of the examples without
having to perform many trial and error tests. These heuristics are:

– Strongly weighting more “abstract” variables, e.g. wfruit ≫ wkiwi .
– Giving a weight for variables associated to a unit conversion, which takes

into account this conversion, e.g. since 1 liter of cow milk has a mass of
1030 g, so wcowMilk L = 1030wcowMilk g .

4 Discussion and Related Work

Building a general adaptation system such as Olaaaf requires studying the adap-
tation processes proposed in previous CBR works. Various types of adaptation
have been studied in the past, in addition to the revision-based adaptation ap-
proach used in this article. Is Olaaaf able to integrate other adaptation ap-
proaches? Section 4.1 shows how Olaaaf could be helpful for generic CBR sys-
tems. Section 4.2 discusses how Olaaaf could take into account common adap-
tation approaches. Section 4.3 discusses this issue for various formalisms of case
representation.

4.1 Adaptation in generic tools

For many years, the CBR community has developed and distributed some generic
tools. In [28], Schulteis et al. compare five systems that are still currently avail-
able: CloodCBR, eXiT*CBR, jColibri, myCBR and ProCAKE. For these sys-
tems, many features are analyzed, including the reuse step feature. The null
adaptation (aka adaptation by copy) is provided by all these systems; it con-
sists simply in using as such the solution of the retrieved case as a solution to
the target problem. However, even if some of these systems provide some other
adaptation possibilities, these adaptation processes are still limited and could
benefit from the addition of Olaaaf.

jColibri [25] computes ontology-based adaptations and adaptations based on
numerical proportions. myCBR [4] uses adaptation rules. CloodCBR and Pro-
CAKE use adaptation methods defined outside of these generic systems. The
ontology-based adaptation of jColibri is similar to the one introduced in our
running example, exploiting the hierarchical organization that can be expressed
using Olaaaf logical expressions of the form a→ b (where a and b are two propo-
sitional variables). Numerical proportions, as implemented in jColibri, are used
to adapt numerical values exploiting dependencies within cases. For example, if
the cost of a hotel 1 night is 80e, the cost of 2 nights will be 160e. This type of
dependency can be expressed in Olaaaf according to a logarithmic change of vari-
ables (turning equalities of proportions into equalities of differences, which are
linear constraints). Adaptation rules used, in particular, by myCBR are studied
below in the context of Olaaaf.
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4.2 Common adaptation approaches

Rule-based adaptation, used e.g. by myCBR and in the Taaable system [8], is
a way to apply adaptation knowledge in the form of adaptation rules (that are
acquired either from experts or using adaptation learning methods generally
based on differences between source case pairs [14, 22]). Revision-based adapta-
tion using such rules has already been studied in the past, in a propositional
logic setting [23], but can it be applied with the Olaaaf formalism? Although an-
swering precisely this question would require the specification of an adaptation
rule formalism, an example can be used to give an idea of how Olaaaf could inte-
grate such an adaptation rule. Let us consider the adaptation rule AR informally
defined by “In a salad dish recipe, 1 g of vinegar can be substituted by 0.5 g of
lemon juice and 0.5 g of water, and reciprocally.” Now, assume that the source
case recipe cs contains 4 g of vinegar and that vinegar is forbidden in the target
problem xtgt (cs |=DK (vinegar g = 4) and xtgt |=DK ¬vinegar ). A first idea to
use AR to adapt cs would consist of modifying the distance distw(I,J ) defined
in equation (2), Section 3.3, by adding the following terms:

wAR
∣∣∆IJ vinegar g +∆IJ lemonJuice g +∆IJ water g

∣∣
+ wAR |∆lemonJuice g −∆water g|

(5)

The addition of these terms is conditioned by the fact that the source case is
a salad dish (cs |=DK saladDish ). In this situation, if the weight wAR is large
enough, these two terms are equal to 0 when dist(I,J ) is minimal, so the
result of Olaaaf adaptation will give 2 g of lemon juice and 2 g of water (or 2
additional grams of each, if there is already lemon juice or water in cs).

Since adaptation rules are not (yet) integrated into Olaaaf, this has been
performed in the current version of this engine by introducing two additional
real variables AR 1 and AR 2 with weights both equal to wAR, with the following
additional domain knowledge:

saladDish →
(

(AR 1 = vinegar g + lemonJuice g + water g)
∧ (AR 2 = lemonJuice g − water g)

)
Olaaaf adaptation using this additional piece of domain knowledge translating
the adaptation rule AR has given the expected result on an example of carrot
and cabbage salad recipe.8

Now, beyond these examples, two issues remain. First, what is the language
of adaptation rules that Olaaaf could manage in a similar way as in this example?
Second, how would such adaptation rules interact? This second issue is related
to the way adaptation rules can be composed (one after the other) and to the
way they interact (when two adaptation rules applicable to the same adaptation
problem are based on common variables). These complex issues are left for future
work.
8 https://github.com/OlaaafEngine/Olaaaf/tree/main/examplesICCBR2024/
example4.CarrotCabbageSalad.py
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Case-based adaptation, introduced in [17] and reused further in [9], consists in
applying CBR to adaptation, using adaptation cases, which capture previous
successful adaptation episodes. One might consider adaptation cases as specific
adaptation rules (at least in some applications). Thus, the use of adaptation
cases in Olaaaf might be related to the previous issue of integrating adaptation
rules into this engine, though this issue deserves much more work to be studied
in a proper way.

Differential adaptation [13] is a methodology for acquiring adaptation knowl-
edge as well as a numerical adaptation approach. It relies on linear relations
between the variations of the problem variables and the variations of the solu-
tion variables. Using the notation of the current article, with x1, . . . , xm problem
variables, and yℓ a solution variable, it relies on pieces of adaptation knowledge
given by linear constraints of the form ∆IJyℓ =

∑m
k=1 akℓ∆IJxk (with akℓ, nu-

merical constants). This is similar to the example given above of the adaptation
rule AR and this can be managed in a similar way. Actually, it has been shown
in [6] how such piece of adaptation knowledge can be taken into account by a
revision-based adaptation approach in a setting such as the Olaaaf formalism.

4.3 Adaptation in various case representation formalisms

Adaptation in process-oriented CBR (PO-CBR) systems. In PO-CBR systems,
cases represent processes. The most common representation of process cases in
PO-CBR is the formalism of workflows. For example, in [21], adaptation cases
are used to adapt workflows. Unfortunately, no obvious way has been found
(yet) to translate workflows into the Olaaaf formalism. Now, in [11], revision-
based adaptation is studied in qualitative algebra formalisms, and one of these
algebras, INDU , is used to represent and adapt process cases (this has been ap-
plied to the adaptation of recipe preparations within the Taaable system). Since
there are translations of qualitative algebras into propositional logic that can be
used for belief revision and other belief change operations (see [7]), and since
Olaaaf formalisms contains propositional logic, adapting processes represented
in a qualitative algebra can theoretically be computed by Olaaaf.

Geometric adaptation. The CADRE system [15], aims at assisting computer-
aided design, using CBR, to adapt architectural plans. In this system, the goal
is to optimize a set of constraints that represent different geometric views. The
variables used to express the constraints are continuous numerical variables.
However, some of the constraints are quadratic (hence nonlinear). Therefore,
the current approach of Olaaaf is insufficient to fully simulate the adaptations
of CADRE. Taking into account some nonlinear constraints within Olaaaf is a
future work.

Textual adaptation. Textual CBR is CBR where cases are (at least partially)
composed of texts in a natural language. When textual cases are handled directly,
there is little hope that Olaaaf can be used for their adaptations. By contrast,
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when textual cases are handled through a structured representation, then Olaaaf
might be used to adapt them. For example, in Taaable, textual preparations of
recipes have been formalized using the qualitative algebra INDU (see above) and
the adaptation is made at that representation level and then applied to the text
of the source case. Other textual CBR systems use structured representation
associated with texts (see e.g. [30]) and thus, a revision-based adaptation for
them might be usable in these contexts.

5 Conclusion

This article has presented the first version of Olaaaf, an adaptation engine for
CBR in a formalism that contains both attribute-value pair representations for
cases and taxonomies for domain knowledge (and beyond). It should be noted
that Olaaaf uses the available domain and adaptation knowledge: if there is little
of this knowledge, then it behaves as a knowledge-light approach, otherwise it be-
haves as a knowledge-intensive one. The generality of Olaaaf has been discussed
in Section 4. This work contributes to the development of generic tools for CBR,
specifically, for a phase of CBR whose development is often little considered or
considered ad hoc.

One strength of CBR compared to more fashionable AI approaches (deep
learning, LLMs) is that it requires much less electrical energy and much less
data than these approaches. On the downside, designing a CBR system is often
more complex than using such a heavy machine learning approach, which often
requires only to pick up some tools “from the shelf”. Therefore, the development
of general systems for CBR or for some CBR steps, such as adaptation in Olaaaf,
contributes to reducing this weakness of CBR and thus making it more attractive,
which should reduce the negative ecological impact of AI technologies.

A first direction of future work on Olaaaf is to reduce its computing time.
For this purpose, some ongoing work aims to use optimization techniques from
the field of algorithmics for logic. Another optimization approach will aim to
circumscribe the set of variables required for a given adaptation problem.

Another direction of future work is the extension of Olaaaf. In particular, as
explained in Section 4.2, we are looking now at ways to take into account adap-
tation rules, which can be seen as shortcuts in the case space. An example has
shown that this idea is promising, though it requires some work to be adequately
generalized. Another extension of Olaaaf is motivated by the discussion about
the CADRE system (Section 4.3). In this system, some nonlinear constraints are
used to represent cases, so the question is whether Olaaaf could be extended for
a formalism with such constraints. From a theoretical point of view, as soon as
an optimization system is available to solve optimization problems working with
these kinds of constraints, this should be feasible, and this would further extend
the scope of Olaaaf.
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