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Abstract—6G promises E2E cross domains continuous intelli-
gence to optimize resource management and orchestration. How-
ever, state-of-the-art methods fall short in providing promised
reliable and optimal resource management due to their inefficient
proactive decision-making and planning capabilities. This paper
proposes a novel Holistic Predictive Framework designed to
enhance decision-making and achieve proactive multi-domain
resource management. Our framework comprises of predictive,
focus, and decision making elements, enabling exceptional proac-
tive planning, and decisions-making based on a holistic vision
of network’s future. To select the best predictive and decision-
making elements, Various combinations of predictive Machine
Learning and Reinforcement Learning algorithms were examined
in our testbed. To demonstrate the superiority of our framework,
we have conducted another test where our framework was
compared with state-of-the-art solutions. The test results indicate
that coupling the predictive element and attention-augmented
decision making unit significantly improves the orchestrator’s
performance. Based on the result of both tests, our multi-domain
orchestration solution, which exploits Latent ODE, outperforms
all Cutting-Edge frameworks and is the best combination of the
algorithms for our framework.

Index Terms—6G, Multi-Domain Orchestration, Actor-Critic,
Latent ODE, Federated Learning, Reinforcement Learning

I. INTRODUCTION

Given the rapid deployment of 5G networks, research and
development on 6G are already underway, paving the way for
new era of connectivity and technological advancements [1],
[2]. Indeed, 6G, expected to be launched around 2030, envision
various and ambitious use cases that comes with stringent
requirements on latency, reliability, density, security, energy
efficiency, etc. To meet 6G promises, AI and ML are identified
to play a significant role. Indeed, envisioned 6G aims to
deeply incorporate Artificial Intelligence(AI) into the Mobile
Networks, transforming them into general purpose platforms
capable of offering Smart Connectivity to a wide variety of
extremely diverse and heterogeneous domains. This smart
connectivity ,or in another term connected intelligence, intends
to revolutionize the network resource management by enabling
self-optimize and autonomous AI-enabled orchestrators that
are interconnected together to provide E2E Network Intelli-
gence (NI) across multiple administrative domains [3], [4].

Achieving efficient cross domains E2E automation of net-
work orchestration necessitates proactive AI-enabled orches-
trators to coordinate with each other to provide heterogeneous

Fig. 1. E2E Mutli-domain Mobile Network resource management.

cloud environments that will support various services and
applications on the same physical infrastructure [5]. Multi-
domain coordination would enable massive number of slices
with diverse requirements to operate simultaneously across
domains. This will bring major challenges on the traditional
centralized approaches that are Incapable of offering a global
view of multi-domain network for orchestrators. Figure 1 dis-
plays an E2E multi-domain mobile network. These challenges
demand a novel decentralized architecture that would allow
harmonized and smart orchestrators ,acting in heterogeneous
network domains, to anticipate the next state of their domain
with respect to their holistic vision of the entire network and
to act proactively to their environments. Predicting ahead and
planning would be impossible for these smart orchestrators if
they are unable to exchange coded information related to their
domain while preserving their privacy.

Many works such as [6], [11] suggested using Reinforce-
ment Learning (RL) methods for resource management within
a domain. Although these RL methods could adapt to the
conditions of the environment and dynamically learn to make
optimal decisions, they often adopt sub-optimal strategies due
to their inability to fully anticipate future states, particularly
in unobservable or partially observable domains. Moreover,
usually these solutions are proposed in the context of man-
aging only one domain and they often neglect to consider
effects of domains on each other where consecutive traffic
loads with changing magnitudes cross multiple domains. In
that case, a decision made by one orchestrator in a domain
can impact the subsequent state of other domains. As long
as these inter-domain influences are not considered and the



lack of prediction ability is not addressed, E2E Multi-Domain
orchestration methods can not reach the optimal cross domain
resource management strategy.

In this paper, we propose an innovative framework that
grants distributed RL agents to take initiative based on their
own holistic vision of the network’s future. The list of this
paper’s contributions are as follows:

1) Designing a Novel framework for distributed orchestra-
tors in multi-domain networks. This framework com-
prised of predictive element, multi-domain domain focus
element, and decision making unit.

2) Defining what information to exchange between the
orchestrators and how to proceed with this exchange
without exposing private information from their envi-
ronments.

3) Introducing Variational Autoencoders (VAEs) to encode
the history of states in the RL agents’ environment
by encoder model and generate estimated states of the
multi-domain network using the decoder model.

4) Introducing attention mechanism to provide a unique
weighted holistic vision of the network for each orches-
trator.

The rest of the paper is organized as follow: section II
discusses the state-of-the-art methods for addressing research
management and orchestration for Mobile Network. The pro-
posed framework architecture is described in section III. The
performance evaluation of the proposed framework is exten-
sively examined by implementing various test scenarios in
section IV. The section V conclude by summarizing the target
problem, proposed framework for multi-domain orchestration,
and the results of theframework performance evaluation.

II. RELATED WORK

Physical resources are virtualized as VNFs in 5G, which
can be dynamically deployed in the cloud, based on service
demands. To manage Network Function (NF) scaling for net-
work slices, Radio Resource Management (RRM) framework
has been proposed by [7], that utilizes static slicing ratios
for resource management in a Sliced RAN. Other approaches
such as Seasonal Auto-Regressive Integrated Moving Average
(SARIMA) [8] and Markov Chains (MC) [9] have been
proposed for predicting Network Slice resources. However,
these methods are not efficient and passive due to their inherent
limitations as SARIMA struggles with adapting to sudden
changes in data, while MC lack the memory required to
efficiently handle complex scenarios, and static models lack
adaptability and are not optimal for managing NF.

The complexity of 6G network orchestration involves AI-
driven approaches for the management of distributed resource
and the placement of Virtual Network Functions (VNF).
The stringent latency requirements and high Service Level
Agreement (SLA) envisioned in 6G necessitate resource man-
agement to be distributed in order to guarantee seamless func-
tioning of parallel network slices across multiple domains [10].

Reinforcement Learning (RL) algorithms are well-suited
for decision-making in dynamic environments due to their

closed-loop feedback mechanism and incentive-driven nature,
allowing them to continuously adapt and optimize strategies
in real-time. Given the complexity of E2E multi-domain
orchestration in 6G, Deep RL based agents are proposed
as powerful tools for real-time decision-making in network
resource management [11].

However, relying solely on current intra-domain states is
sub-optimal due to dynamic traffic changes and inter-domain
influences. It might be suggested that providing predictions
about future traffic pattern to RL algorithms could advantage
the orchestrator, enabling it to take proactive actions rather
than relying on the reactive RL algorithms implemented in
the mentioned works. To provide a future vision for the RL
agent orchestrator, the authors in [12] incorporated predictive
elements that learn the traffic patterns coming to slices into the
decision-making unit, allowing for advance planning based on
traffic load predictions.

Although RL orchestrator, benefiting from predictive ML
model, could potentially offer more sustainable and trust-
worthy decision making in network function placement and
resource management within the network domain, there still
remain major obstacles and drawbacks of using such methods
in multi-domain orchestration, where the network slices could
be shared among domains. Recent research efforts try to
introduce multi-agent RL methods to manage multi-domain
scenarios, where each RL agent manages its own environment
and they coordinate to achieve a common goal [13], [14].

Nevertheless, these works have not considered the impact
that agents’ decisions and domain traffic loads could have
on each other domains. Additionally, they have not coupled
predictive algorithms with these distributed RL agents to
enable advanced planning and future predictions.

Moreover, distributed RL agents in these multi-Agent solu-
tions make their actions in their own respective domain only
based on their domain state condition which could not be
optimal considering the influence that other domains states
could have on them. Therefore, having holistic vision of
the multi-domain network could be highly beneficial for the
RL agents to make optimal decision to fulfill their expected
Application Programming Interfaces (API) requirements. The
current approaches for resource management and orchestration
may fall short to achieve optimal strategies to manage these
dynamic environments, as they have not addressed these vital
issues for resource management and orchestration.

III. PROPOSED METHOD

Generally, multiple slices could operate simultaneously
within a domain. These slices are handled by Network Func-
tions (NFs) providing a variety of services. In order to allocate
optimal resources needed to satisfy service demands, orches-
trator should scale up or scale down the number of NFsbe-
longing to each slice, which makes this scenario extremely
challenging considering the dynamic changes of the traffic
load for each slice in real-time and the inter-domain effect of
orchestrators decisions on other domains. This section outlines
the methodology of our proposed multi-domain orchestration

2



Fig. 2. Proposed structure for Multi-domain orchestrator.

framework, which consists of three main components: a Pre-
dictive Element, a Multi-Domain Focus component, and the
Decision Making unit, as illustrate in figure 2.

Considering that the dynamic changes within each network
domain demands a proactive orchestrator that not only adjust
its actions regarding the current state of its environment but
it should be able to plan ahead and anticipate the possible
changes in near future, each orchestrator has a predictive
element that estimates the future states using the compressed
knowledge about the past states of the environment. In general,
decisions made by the orchestrators within each domain will
directly or indirectly affect other domains due to the intercon-
nections in Mobile Networks.

Recognizing that orchestrator decisions might influence
each other’s environments or that traffic load might migrate
between domains, orchestrators should be able to inform each
other about their environmental changes in some form. These
exchanged information should be compressed and encoded
such that they do not reveal the exact historical state data
of the domain as they are private domain’s data.

For other orchestrators to be able to use these encoded
data, they have to reconstruct an approximation of the encoded
data by capturing the key features. Our proposed framework
contains Latent ODE-based auto-encoder models introduced
by [16] as predictive elements, where the encoder model,
ODEenc(xt, ϕ), compresses all previous historical states into
a latent space, providing a valuable abstract representation
of them. The Latent ODE is auto-encoder model where both
encoder and decoder are Neural ODEs. These encoded latent
spaces, denoted as zt = qϕ(zt | xt) = ODEenc(xt, ϕ) =
N (µt, σ

2
t )), where µ and σ are the mean and variance

vectors learned by the encoder, are exchanged between the
orchestrators in different domains. The latent space of each
domain evolves over each step within episodes according to
dz
dt = fϕ(zt, t) differential equation parameterized by the
encoder model Neural Network. To preserve privacy during
the exchange of latent spaces, noise is added to the encoded
latent space, resulting in z′ = z+ϵ, where ϵ denotes the noise.
This addition protects the actual historical representation of
the domains’ states. With the protected encoded states from
all domains, each orchestrator can use its decoder model,

pθ(x̂ | z′) = ODEdec(zt, θ), to predict an approximation of
all domains’ future states. Considering the stochastic nature of
the encoding process, decoder models could provide similar
but not exact predictions of the domains’ future states. Impor-
tantly, due to the added noise and the fact that each Latent
ODE is trained only on its operating domain states, private
information of the domains cannot be extracted. Instead, the
Latent ODE’s decoder model provides a prediction of the
future states of other domains. The Latent ODE’s encoder and
decoder models are regularly updated after each change in the
domain state considering the following formula:

L = Eqϕ(zt|xt)

[
1

2
∥xnxt − x̂∥2

]
+KL (qϕ(zt | xt) ∥ p(z)) (1)

where x̂ = ODEdec (ODEenc(xt, ϕ), θ) is the predicted next
state by the Variational Auto Encoder (VAE) (Latent ODE)
and xnxt is the actual next state. The Kullback–Leibler (KL)
divergence denoted by KL (qϕ(zt | xt) ∥ p(z)) is used to reg-
ularize the latent space. Fortunately, this method provides or-
chestrators with the advantage of estimating the most probable
future states of other domains generating valuable information
for each orchestrator about the whole multi-domain future.

However, these valuable predictions about the future states
of entire domains would not benefit the decision-making unit
unless they are processed in a way that a holistic vision
of the network’s future is created out of these domains
state predictions, with special emphasis on the orchestrator’s
domain. This allows decision-making units to act based on an
abstract representation of the network’s future, heavily focused
on the orchestrator’s domain while mildly considering other
important domains.

To construct the holistic vision for each domain, our pro-
posed orchestrator structure has a multi-domain focus element
which use Gated Attention mechanism proposed by [17]
to learn the abstracted provided anticipations of all domain
future states, x̂n=1, . . . , x̂i, . . . , x̂N , into a single holistic rep-
resentation of the entire network with heavy attention to the
orchestrator domain and soft focus to other domains. The
gate weight assigned to each domain states’ future prediction
should be computed based on its effect on the orchestrator do-
main. Acknowledging that it is obvious that each orchestrator
should give majority of its attention to its domain, a minimum
base value is assigned to the orchestrator domain that could
increase if the attention layer learns to give higher weights
to the orchestrator domain otherwise the weight assigned
to its domain can not be lower than the defined minimum
base attention. considering that there are N domains and
orchestrator i operates in domain i, the gate weight assigned
to the domain i’s prediction array, gi, which is equal to
γ + sigmoid(β), where γ = 0.75 in our implementation and
β the is a learnable parameter. The rest of gate weights are
computed as below:

gn =
(1− gi) · exp(Wg · x̂n + bg)∑N−1

j=1,j ̸=i exp(Wg · x̂j + bg)
(2)
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Here, gn, represents the normalized importance score assigned
to the domain n’s state, x̂n. The parameters Wg and bg refer
to the learnable weight matrix and bias vector, respectively,
which are employed in the computation of gn. As a result
the normalized attention score for each domain state would
be formulated as follow:

AttentionScore(x̂n) = gn · softmax(Q ·K⊤
n ) (3)

Where Q is the query vector, and Kn is the key vector
associated with x̂n. The sum of the attention scores, as
expressed by

∑N
n=1 AttentionScore(x̂n) · Vn should be equal

to 1, where Vn represents value vector corresponding to x̂n.
Considering domains’ attention scores, a Holistic Attention
Weight is computed according to Equation 4 for each domain
and is used for model aggregation at the end of each episode.

HAWd =
AttentionScore(x̂d)∑D
k=1 AttentionScore(xk)

(4)

In which HAWd and AttentionScore(x̂d) represent the
Holistic Attention Weight and the attention score for domain
d. This gated Attention layer helps the orchestrator to learn its
domain state condition and how much it is related to the other
domains; and in case of change of traffic route this mechanism
helps the orchestrator to dynamically change its focus from
some domains to the other in real-time, which is an extremely
powerful ability for the orchestrator. As a result of this
attention layer, each orchestrator can individually determine
its focus and strategy independently from any central point.
This attention layer is attached to the RL agent’s receptive
layer and trained alongside the RL agent as a single unit,
enabling the RL agent to dynamically learn how to adjust its
focus on the domains of the mobile network. As a result, our
proposed structure for the distributed orchestrators empowers
them to give majority of their attention to the estimated traffic
load pattern within their own environment, meanwhile being
aware of possible situation of other domains. Empowered by
a holistic vision, decision-making units benefit from utilizing
this predicted information, making optimal decisions.

The decision-making unit of each orchestrator is a Rein-
forcement Learning (RL) agent that uses a gated attention layer
to focus on the most relevant predictions from other domains.
These RL agents manage network domains containing multiple
slices with variable service loads over time. In some cases,
slices may be shared among domains, presenting a signifi-
cant challenge for orchestrators in managing their respective
domains. The agent aims to optimally increase the number
of VNFs handling a service’s traffic load when a significant
portion of those network function resources are engaged. Con-
versely, it decreases the number of VNFs when the majority of
those resources are abundant. Due to superiority of the Actor-
Critic (AC) method explained by [18] in comparison with
Deep Q-learning (DQN) proposed in [19], in this section AC
considered to be attached to attention mechanism. Therefore,
the Temporal Difference (TD) error [18] would be calculated
as:

δt = rt + γV (st+1, ct+1; θc)− V (st, ct; θc) (5)

with δt denotes the TD error, rt is the reward at time t, and
γ is the discount factor, V (st+1, ct+1; θc) represents Value of
Next State, and V (st, ct; θc) Value of current State. Having
the TD error, parameters of the critic model is updated using
the subsequent equation:

θc ← θc + αc · δt · ∇θcV (st, ct; θc) (6)

θc stands for the parameters of the critic’s value function, αc

is the learning rate for the critic, δt refers to TD error, and
∇θcV (st, ct; θc) signifies the gradient of the value function
with respect to the critic’s parameters. Thereafter, the policy
gradient for actor models is computed as below:

∇θaJ(θa) = δt · ∇θa log π(at | st, ct; θa) (7)

In which∇θaJ(θa) refers to the gradient of the objective func-
tion with respect to the actor’s parameters, and ∇θa log π(at |
st, ct; θa) refers to the gradient of the log-probability of taking
action at given state st and context ct, with respect to the
actor’s parameters. Then , the actor model parameters are
updated according to the following formula:

θa ← θa + αa · δt · ∇θa log π(at | st, ct; θa) (8)

where θa denotes to the parameters of the actor model, αa is
the learning rate for the actor. After updating the Value and
policy function, The attention weights including the weight
matrix Wg , bias vector bg , and domain’s gate parameters β,
are updated at each step of the episode using gradient descent
based on the temporal difference (TD) error. The weight matrix
Wg and the bias vector bg are updated based on formulas
below considering αg as a learning rate:

Wg ←Wg + αg · δt · ∇Wg
log π(at | st, ct; θa) (9)

bg ← bg + αg · δt · ∇bg log π(at | st, ct; θa) (10)

And the domain’s learnable domain parameters, β, are adjusted
according to the following:

β ← β + αβ · δt · ∇β log π(at | st, ct; θa) (11)

In to accelerate the convergence of the AC agents across
domains, the AC model parameters are exchanged between
orchestrators to conduct distributed Federated Training, once
the training episode is finished. The shared local model
parameters among orchestrators are then aggregated by taking
into account the computed Holistic Attention Weights of the
domains as expressed in formula 12 for the Actor model:

θagg, t
a =

D∑
d=1

HAWd,t · θd,ta (12)

With θagg,t
a , and θ

(d),t
a are the generated aggregated actor model

and actor parameters for domain d at episode t, respectively.
Similarly, aggregated Critic model is generated as below,
considering θagg,t

c and θ
(d),t
c as aggregated Critic model and

its model parameter from domain d at episode t:

θagg,t
c =

D∑
d=1

HAWd,t · θd,tc (13)
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Algorithm 1 Multi-Domain Orchestrator with Gated Attention
1: VAE models: ϕ, θ ← InitializeParameters()
2: AC parameters: θa, θc ← InitializeParameter()
3: Gate Attention: Wg, bg, β ← Initialize(), and γ = 0.75
4: for t = 1 to T do
5: while (rt ∈ [−100, 100]) and (t < 201) do
6: Encode latent space: z = qϕ(z | x) = N (µ, σ2)
7: Add noise & exchange with other agents: z′ = z+ϵ
8: for n = 1 to N do
9: if i = n then

10: gi = γ + sigmoid(β)
11: Predict next state: pθ( ˆxi+1 | z′i)
12: else
13: Predict next state: pθ( ˆxi+1 | z′i)
14: gn =

(1−gi)·exp(Wg·X̂n+bg)∑
j ̸=i exp(Wg·X̂j+bg)

15: end if
16: AttentionScore(X̂n) = gn · softmax(QK⊤

n )
17: end for
18: for d = 1 to D do
19: HAWd = AttentionScore(X̂d)∑D

k=1 AttentionScore(Xk)

20: end for
21: Construct Holistic Vision: X̂H =

∑D
d HAWdx̂d

22: Take action, observe change: xt+1 ← X̂H
23: Compute reward(rt) and TD loss:

δt = rt + γV (st+1, ct+1; θc)− V (st, ct; θc)

24: Update Critic: θc ← θc + αcδt∇θcV (st, ct; θc)
25: Update Actor:

θa ← θa + αaδt∇θa log π(at | st, ct; θa)

26: Update Gate Attention parameters:

Wg ←Wg + αgδt∇Wg log π(at | st, ct; θa)

bg ← bg + αgδt∇bg log π(at | st, ct; θa)

β ← β + αβδt∇β log π(at | st, ct; θa)

27: Compute VAE loss and update VAE models:

L = Eqϕ(zt|xt)

[
1

2
∥xnxt − x̂∥2

]
+ KL (qϕ(zt | xt) ∥ p(z))

28: end while
29: Exchange and generate aggregate AC model:

θagg, t
c =

D∑
d=1

HAWd · θd,tc , θagg, t
a =

D∑
d=1

HAWd · θd,ta

30: end for

The learned attention vector enables the orchestrator to create
its aggregated local RL model, where the models send by RL
agents operating in the most important domains have a greater
influence than those in less relevant domains. The Algorithm 1
describes the pseudocode of our proposed HERO framework.

TABLE I
TESTBED CONFIGURATION

Clusters Containers

2 Clusters Min: 10, Max: 50

3 Clusters Min: 15, Max: 75

5 Clusters Min: 25, Max: 125

TABLE II
TRAINING PARAMETERS

Parameter Value

Episodes 400

Episode Duration 200 Steps

Eval Metric Avg Reward

Fig. 3. Slice Traffic Patterns in domain handling 3 network slices.

IV. PERFORMANCE EVALUATION

For purpose of performance evaluation of our proposed
framework, we have developed an emulation testbed based on
Containernet [20] and Knetsim [21] opensource projects. Our
developed testbed provides a multi-domain network where a
variety of slices are shared between domains. These slices have
limited resources and unique traffic patterns that are handled
by worker nodes which are implemented as Containerized
network functions (CNFs). Figure 3 displays the total traffic
load coming to each domain. Each domain structure imitates
the Mobile Network Domain having SDN Controllers, Load
Balancers, and CNFs.

The goal of our testbed is to provide a Multi-Domain envi-
ronment where orchestrators can exchange protected encoded
information about their historical states and their updated RL
model parameters. This exchange aims to enrich orchestrators’
perspectives on the global network state and enhance their
decision-making models. In this testbed, the virtual links
between network elements are considered to be at their fullest
resource potential. Similar to the Kubernetes structure, in our
testbed, each domain contains multiple master nodes deployed
as real containers responsible for data configuration, status
information about the worker nodes, and assigning workloads
by routing traffic to the worker nodes (i.e., CNFs). Essentially,
the orchestrator oversees multiple slices and makes decisions
to deploy or remove worker nodes (CNFs) within a domain.

These decisions are executed by a scheduler that deploys
worker nodes (CNFs) under the supervision of a master node
to handle the workload of a particular network slice. The aim
of the orchestrator is to deploy the minimum number of worker
nodes necessary to ensure that domain resources are optimally
used for service provisioning. To achieve this, the orchestrator
should manage minimum number of CNFs, whose CPU and
memory usage remain within acceptable thresholds, defined
by lower and upper limits. Tables I and II describe the testbed
container scale configurations and the training parameters for
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Fig. 4. (a) illustrates performance of various predictive ML models coupled with Attention-Augmented AC model, where Latent ODE achieves lower MSE
loss and has more stable predictions compared to other methods. (b) demonstrates different combinations of predictive algorithms and decision-making units
in our Holistic Predictive framework, where RL models are updated via Federated Training. (c) evaluates performance across three scenarios: only RL agents,
Attention-Augmented RL agents with prediction model, and Federated Training for Attention-Augmented RL agents coupled with a predictive algorithm.

this framework and algorithms comparison, respectively.
Three algorithms were developed for predictive elements:

a standard Reccurent Neural Network (RNN), a VAE (RNN),
and a Latent ODE, along with implementing AC and DQN
for decision-making units. To evaluate the performance of the
proposed framework against current state-of-the-art solutions
for managing resources in networks, our testbed provides a
variety of scenarios. These scenarios allow the orchestrator to
either operate with only a decision-making unit using state-
of-the-art reactive methods, integrate a predictive element
alongside the decision-making unit to enable proactive action
selection, or employ an auto-encoder predictive element, a
multi-domain focus component, and a decision-making unit.
This configuration enables the orchestrator to proactively make
decisions based on its environment and other important related
domains. Moreover, this platform allows the orchestrators to
conduct federated learning to enhance the training of their
decision-making units. The first scenario is conducted to
find the best combination of the implemented predictive and
decision-making algorithms within our proposed framework,
in which all the orchestrators participate in federated training
for generating their private aggregated RL model. Among all
combinations of implemented predictive models and decision-
making units, the Fed Actor-Critic augmented with the Latent
ODE came out as the most reliable and powerful combination.
As expected, the scenarios where the Actor-Critic algorithm is
used outperform those where DQN is used as RL models. The
accuracy, the performance, and the reliability of implemented
predictive models are shown in Figure 4 (a) and Table III,
where these models have been coupled with the Actor-Critic
RL model within our framework. As illustrated in Figure 4
(a), the Latent ODE provides more reliable, trustworthy, and
accurate predictions of CPU and memory usage of the worker
nodes (CNFs) within the domain compared to the VAE (RNN)
and Standard RNN.

The results in Fig 4 (b) demonstrates that the RL agents

TABLE III
PERFORMANCE COMPARISON OF PREDICTIVE ALGORITHMS

Methods Accuracy
Standard RNN 0.936

VAE(RNN) 0.954
Latent ODE 0.965

coupled with the more powerful predictive algorithm, specif-
ically the Latent ODE, could reach a higher average reward
per episode due to their more reliable and accurate predictive
element. A detailed comparison of different combinations of
predictive algorithms and RL methods across various domain
scales is described in Table IV. For sake of evaluating our pro-

TABLE IV
PERFORMANCE COMPARISON OF DIFFERENT SCENARIOS

Methods End Avg Reward Avg Max Reward Avg Dev

DQN 8.79 13.24 ± 6.13

DQN + Latent ODE 42.63 42.63 ± 6.89

Fed DQN + Latent ODE 33.33 44.80 ± 5.14

AC 34.03 71.32 ± 6.67

AC + Latent ODE 81.154 83.59 ± 6.73

Fed AC + Latent ODE 82.66 87.61 ± 5.37

posed orchestration framework with other traditional methods
we have examined solution with only decision making units,
coupling predictive element with decision making unit, and our
proposed framework that contain all auto-encoder predictive
model that can encode the historical states and decode the
exchanged encoded historical state from other domains and
focus element using Gated attention layer and the decision
making unit that regularly updated its models with aggregated
model generated through federated training.
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TABLE V
HIGHEST AVG SCORE COMPARISON OF DIFFERENT METHODS

Methods 2 Clusters 3 Clusters 5 Clusters

Fed DQN + Standard RNN 26.36 ±2.7 26.74 ±3.4 26.94 ±5.2

Fed DQN + VAE(RNN) 36.98 ±2.5 37.11 ±3.2 37.52 ±5.1

Fed DQN + Latent ODE 44.23 ±2.6 44.49 ±3.3 44.80 ±5.1

Fed AC + Standard RNN 64.44 ±3.1 64.58 ±3.5 64.72 ±5.5

Fed AC + VAE(RNN) 76.59 ±3 76.86 ±3.5 77.01 ±5.3

Fed AC + Latent ODE 87.61 ±2.9 87.61 ±3.4 87.61 ±5.3

For the methods that have both predictive element and
decision making we have consider the latent ODE as predictive
model. The result of this comparison is depicted in fig 4(c),
showing proactive methods, which exchange their encoded
historical states and use auto-encoder predictive model and
attention layer, can achieve higher average reward than the
methods only using RL models to make decision based on
the current state. Based on this result depicted in fig (c) and
Table V, these methods enhanced by holistic predictive vision
can reach slightly higher average rewards in fewer training
episodes in case if they update their RL models within a
federated training.

As final point to mention, Achieving High accuracy, fast
convergence are not the only advantages of our proposed
Hero method and its non federated form have Proactive de-
cision making, holistic vision capabilities for mobile network
for multi-domain orchestration. Nevertheless these advantages
comes with cost of having higher communication overhead
due to exchange of encoded information and model parameters
where bigger RL model would lead to higher communication
overhead during training and sustained communication over-
head during inference.

CONCLUSION

This paper proposed a framework for End-to-End Multi-
Domain resource management and orchestration for 6G,
promising continuous intelligence across multiple domains.
Current solutions often make sub-optimal decisions caused
by their limited foresight to anticipate future states, and
they neglect to consider that actions of orchestrators and
the conditions of their respective domains affect each other’s
future states. Our framework addresses these problems by
allowing orchestrators to exchange their encoded historical
states as well as their RL model weights among themselves in
privacy preserving manner. These exchanged encoded pieces
of information are then utilized by our novel HERO to make
decisions based on a holistic estimation of the entire network’s
future state, constructed by factoring the significance of each
domain’s future estimation for the respective orchestrator. Fi-
nally, our proposed HERO method was evaluated against other
state-of-the-art solutions and various algorithm combinations
within our framework for multi-domain orchestration across
different scenarios in our testbed. The results demonstrate that
HERO delivers remarkably more reliable and accurate resource

management compared to other combinations and achieves
higher average rewards in fewer episodes when trained using
the Federated Training procedure.
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