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a b s t r a c t

A b-greedy colouring is a colouring which is both a b-colouring and a greedy colouring. A
z-colouring is a b-greedy colouring such that a b-vertex of the largest colour is adjacent
to a b-vertex of every other colour. The b-Grundy number (resp. z-number) of a graph is
the maximum number of colours in a b-greedy colouring (resp. z-colouring) of it. In this
paper, we study those two parameters. We show that similarly to the z-number, the
b-Grundy number is not monotone and can be arbitrarily smaller than the minimum of
the Grundy number and the b-chromatic number. We also describe a polynomial-time
algorithm that decides whether a given k-regular graph has b-Grundy number (resp.
z-number) equal to k+1. We also prove that every cubic graph with no induced 4-cycle
has b-Grundy number and z-number exactly 4.
© 2024 The Author(s). Published by Elsevier B.V. This is an open access article under the CC

BY-NC license (http://creativecommons.org/licenses/by-nc/4.0/).

1. Introduction

Graphs considered in this paper are undirected, finite and contain neither loops nor multiple edges. The definitions
nd notations used in this paper are standard and may be found in any textbook on graph theory. See [3] for example. We
enote by [k] the set {1, . . . , k}. The disjoint union of two graphs G and H is denoted by G + H . For any positive integer
, we denote by kG the disjoint union of k copies of G.
A k-colouring of a graph G is a mapping φ : V → [k], such that for any edge uv ∈ E(G), φ(u) ̸= φ(v). A k-colouring

ay also be seen as a partition of the vertex set of G into k disjoint stable sets (i.e. sets of pairwise non-adjacent vertices)
i = {v | φ(v) = i} for 1 ≤ i ≤ k. For convenience (and with a slight abuse of terminology), by k-colouring we mean both
he mapping φ or the partition (S1, . . . , Sk). The elements of {1, . . . , k} are called colours, and the Si, 1 ≤ i ≤ k, are the
olour classes. A graph is k-colourable if it has a k-colouring. The chromatic number χ (G) is the least k such that G is
-colourable.
The problem of determining the chromatic number is one of Karp’s twenty one NP-hard problems [14]. It is already

P-complete to decide whether a given planar 4-regular graph admits a 3-colouring [5]. Moreover, assuming P ̸= NP,
here is no algorithm that approximates the chromatic number within a factor of n1−ϵ , for all ϵ > 0 [22].

To deal with this hard problem and its numerous applications, colouring heuristics have been designed. The most basic
nd most widespread one is the greedy algorithm. A greedy colouring relative to an ordering σ = v1 < v2 < · · · < vn of
(G) is obtained by colouring the vertices in the order σ , assigning to vi the smallest positive integer not already used on
ts lowered-indexed neighbours. Denoting by Si the stable set of vertices coloured i, a greedy colouring has the following
roperty:

For every j < i, every vertex in Si has a neighbour in Sj. (⋆)
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Otherwise the vertex in Si would have been coloured by an integer no greater than j. Conversely, a colouring satisfying
roperty (⋆) is a greedy colouring relative to any vertex ordering in which the vertices of Sj precede those of Si when

j < i. We call a vertex satisfying Property (⋆) a greedy vertex. The Grundy number Γ (G) is the largest k such that G has
greedy k-colouring. It can be seen as a measure of the worst-case behaviour of the greedy algorithm.
Observe that greedy colourings may also be seen as the results of the following local improvement technique. We start

ith an arbitrary proper colouring. If a colour class is empty, then we suppress it. If a vertex is not a greedy vertex, then
e move it into a lower-indexed stable set in which it has no neighbours. Such a move is called a greedy improvement.
Another heuristic is based on a different improvement technique. Given a k-colouring (S1, . . . , Sk), a vertex of Si is a

b-vertex if it has a neighbour in Sj for all j ∈ [k] \ {i}. The local improvement is then the following: if there is a colour
class Si having no b-vertex, then we move every vertex of Si into another colour class in which it has no neighbour and
remove Si (which has become empty). Such an improvement is called a b-improvement. A k-b-colouring is a k-colouring
such that no b-improvement is possible. In other words, it is a k-colouring such that every colour class has a b-vertex.
The b-chromatic number χb(G) is the largest k such that G has a k-b-colouring.

Instead of considering only one type of improvements, Zaker [21] considered a heuristic that performs both greedy
improvements and b-improvements. Such a heuristic yields b-greedy colourings which are colourings that are both
greedy colourings and b-colourings. The b-Grundy number Γb(G) is the largest k such that G has a b-greedy k-colouring.

Zaker [21] showed that every b-greedy p-colouring can be improved (in polynomial time) into a b-greedy q-colouring
(S1, . . . , Sq) for some q ≤ p such that there are b-vertices bi of Si, i ∈ [q], such that bq is adjacent to all bj, j ∈ [q−1]. Such
a q-colouring is called a q-z-colouring. The z-number z(G) is the largest k such that G has a k-z-colouring.

Recall that a clique in a graph is a set of pairwise adjacent vertices. We denote by ω(G) the clique number of G, that
is the size of a largest clique in G.

By definition, we have

ω(G) ≤ χ (G) ≤ z(G) ≤ Γb(G) ≤ min{Γ (G), χb(G)} ≤ ∆(G) + 1 (1)

In Section 2, we examine whether some basic properties of greedy colourings or b-colourings also hold for b-greedy
colourings and z-colourings and the associated parameters Γb(G) and z(G).

The chromatic number (resp. Grundy number) of a graph is well-known to be equal to the maximum of the chromatic
numbers (resp. Grundy numbers) of its connected components. Khaleghi and Zaker [15] (see also [8]1) recently proved
the z-number of a graph is the maximum of the z-numbers of its connected components. In contrast, the b-chromatic
number is greater or equal to the maximum of the b-chromatic numbers of its connected components, but it can be
arbitrarily larger. For example, consider the disjoint union of k stars of order k. Clearly, each connected component has
b-chromatic number 2, but the whole graph has b-chromatic number k (colour each star with k different colours so that
the k central vertices have different colours). We show the b-Grundy number is similar to the b-chromatic number: the
b-Grundy number of a graph is greater or equal to the maximum of the b-Grundy numbers of its connected components
(Proposition 6), but strict inequality is possible: we describe a graph with b-Grundy number 4 which is the disjoint union
of two trees of b-chromatic number 3.

We then study the z-spectrum and Γb-spectrum of a graph. The z-spectrum (resp. Γb-spectrum, Γ -spectrum, χb-
spectrum) of a graph G, denoted by z-spec(G) (resp. Γb-spec(G), Γ -spec(G), χb-spec(G)) is the set of values k such that
G admits a z-colouring (resp. b-greedy colouring, Grundy colouring, b-colouring) with k colours. For a parameter γ in
{z,Γb,Γ , χb}, we say that G is γ -continuous if γ -spec(G) = {χ (G), . . . , γ (G)}. It is well-known that every graph is Γ -
continuous (see e.g. [9]) while many graphs are not χb-continuous (see e.g. [13]). We present graphs that are neither
z-continuous nor Γb-continuous (Proposition 7). This poses the following characterization problem.

Problem 1. Which graphs are z-continuous? Which graphs are Γb-continuous?

We then study the monotonicity of Γb. A graph parameter γ is said to be monotone, if γ (G) ≥ γ (H) for every induced
subgraph H of G. The Grundy number Γ is monotone (see [1]) while the b-chromatic number χb is not (see e.g. [13]).
Khaleghi and Zaker [15] showed that z is not monotone. We show that the same holds for Γb (Corollary 9).

In view of the chain of inequalities (1), it is natural to ask whether Γb(G) can be bounded by a function of z(G) and
whether min{Γ (G), χb(G)} can be bounded by a function of Γb(G). Zaker [21] proved that min{Γ (G), χb(G)} cannot be
bounded by a function of z(G): he showed that there are graphs Gwith z-number at most 3 for which min{Γ (G), χb(G)} can
be arbitrarily large. In Proposition 10, we improved on Zaker’s result and answer the second of the above-questions: we
prove that there are graphs G with b-Grundy number at most 2 (and thus z-number at most 2) for which min{Γ (G), χb(G)}
can be arbitrarily large. However, the first question remains open:

1 We independently proved some results of [15]. They appeared in an earlier version of the paper [8]. Since our proofs are very similar the ones
of [15] which appeared during the refereeing process of this paper, we decided to remove them.
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Fig. 1. The four cubic graphs with b-chromatic number less than 4.

roblem 2. Does there exist a function f such that Γb(G) ≤ f (z(G)) for all graph G?

In Section 3, we study z-colourings and b-greedy colourings of trees. Khaleghi and Zaker [15] proved that trees are
-continuous. We show that trees are also Γb-continuous, thus answering Problem 1 for trees. We then consider Problem 2
estricted to trees. Khaleghi and Zaker [15] proved that Γ (T ) ≤ 2 z(T ) − 1 for every tree T (Theorem 15) and that the
ound is tight. This implies that Γb(T ) ≤ 2 z(T ) − 1 for every tree T . We show that this bound is tight up to an additive
onstant no greater than 1 (Proposition 16).
A graph is d-regular if each of its vertices has degree d. It has been proved that a d-regular graph with sufficiently

igh order n has b-chromatic number d + 1 (n ≥ d4 [18], n ≥ 2d3 [4], n ≥ 2d3 − 2d2 + 2d [6]). For cubic (i.e. 3-regular)
graphs, Jakovac and Klavžar [12] proved a more precise result: all cubic graphs have b-chromatic number 4 except four
exceptions : the complete bipartite graph K3,3, the prism K3□K2, the Petersen graph P10, and another graph G10 on ten
vertices. See Fig. 1.

For any integer d ≥ 2, Gastineau et al. [7] showed an infinite family of d-regular graphs with Grundy number at most
d, and made the following conjecture, which they proved for d = 3. (It is easy for d = 2.)

Conjecture 3 (Gastineau et al. [7]). For any positive integer d, every d-regular graph with no induced 4-cycle has Grundy
number d + 1.

As an extension of these results and conjecture, we conjecture the following.

Conjecture 4. For any positive integer d, all d-regular graphs with no induced 4-cycle have z-number d + 1 except a finite
number of exceptions.

When d = 2, this conjecture holds as it is easy to see that all cycles of length at least 8 have z-number 3. In Section 5,
we prove this conjecture for d = 3 by showing the following theorem.

Theorem 5. Let G be a cubic graph with no induced C4. If G is not the Petersen graph, then z(G) = 4.

In Section 4, we consider the complexity of computing the z-number and the b-Grundy number of a graphs. We first
prove that it is NP-hard, and more precisely that is NP-complete to decide whether a given bipartite graph G such that
Γ (G) = ∆(G) + 1 or χb(G) = ∆(G) + 1 satisfies z(G) = ∆(G) + 1 (resp. Γb(G) = ∆(G) + 1).

In [19], it is proved that, for any parameters γ1 in {ω, χ} and γ2 in {Γ , χb}, it is NP-hard to decide whether γ1(G) =

γ2(G). We show that for any parameters γ1 in {z,Γb} and γ2 in {ω, χ,Γ , χb} it is NP-hard to decide whether γ1(G) = γ2(G)
Theorem 17 and Corollaries 18 and 19). We also prove the NP-hardness of deciding whether z(G) = Γb(G) for a given
raph G (Corollary 21).
In contrast, we show in Corollary 28 that one can decide in polynomial time whether a k-regular graph has z-number

(resp. b-Grundy number) k+ 1. Computing the Grundy number [2], the b-chromatic number [11] and the z-number [21]
of a tree can be done in polynomial time. We show in Corollary 25 that deciding whether the b-Grundy number of a tree
is at least k can be done in polynomial time for every fixed k.

Finally, in Section 6, we propose directions for further research.

2. Properties of b-greedy colourings and z-colourings

Proposition 6. Let G be a graph. Γb(G) ≥ max {Γb(C) | C connected component of G}.

Proof. Set m = max {Γb(C) | C connected component of G}, letting C1, . . . , Cp be the connected components of G such
that m = Γb(C1) ≥ Γb(C2) ≥ · · · ≥ Γb(Cp).

For every i ∈ [p] of G, let φi be a b-greedy Γb(Ci)-colouring of Ci. Let φ be the union of those colourings that is the
colouring defined by φ(v) = φi(v) for all v ∈ V (Ci) and all i ∈ [p]. This is a greedy m-colouring because each φi is greedy,
and this is an m-b-colouring: all the b-vertices for φ are also b-vertices for φ. Hence Γ (G) ≥ m. □
1 b
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Fig. 2. The tree Tb (left) and a b-greedy 4-colouring of 2Tb (right).

The inequality of Proposition 6 is not always an equality. Indeed consider the tree Tb depicted on the right of Fig. 2.
We have Γb(Tb) ≤ χb(Tb) ≤ 3 because Tb has only three vertices of degree 3 (and thus cannot have four b-vertices in a
4-colouring). Moreover, a b-greedy 4-colouring of 2Tb is shown on the left of Fig. 2. Some b-vertices, one of each colour,
are indicated in grey.

Let Mk be the graph obtained from the bipartite complete graph with bipartition (X, Y ) where X = {x1, . . . , xk} and
Y = {y1, . . . , yk} by deleting the edges xiyi for all i ∈ [k].

The following proposition characterizes the z-spectrum and Γb-spectrum of Mk. It implies that Mk is neither z-
continuous nor Γb-continuous for all k ≥ 4.

Proposition 7. z-spec(Mk) = Γb-spec(Mk) = χb-spec(Mk) = {2, k}.

Proof. It is well-know that χb-spec(Mk) = {2, k}. Now, as every z-colouring is a b-greedy colouring which in turn is a
b-colouring, z-spec(Mk) ⊆ Γb-spec(Mk) ⊆ χb-spec(Mk) = {2, k}. But the colouring φ1 that assigns colour i to xi and yi for
all i ∈ [k], and the colouring φ2 that assigns 1 to all vertices in X and 2 to all vertices of Y are both z-colourings of Mk.
Hence z-spec(Mk) = Γb-spec(Mk) = χb-spec(Mk) = {2, k}. □

Let Nk be the graph obtained from Mk−1 by adding the edge xk−1yk−1.

Proposition 8. z(Nk) = χb(Nk) = 2 for every integer k ≥ 2.

Proof. Consider a b-colouring φ of Nk. Every vertex of X \ {xk−1} is adjacent to no vertex of colour φ(xk−1). Therefore,
in X , there can only be b-vertices coloured φ(xk−1). Similarly, in Y , there can only be b-vertices coloured φ(yk−1). Hence,
there can only be b-vertices of two different colours. So φ is a 2-colouring. □

Corollary 9. z and Γb are not monotone.

Proof. z(Nk+2) = χb(Nk+2) = 2 by Proposition 8. But Nk+2 contains Mk and z(Mk) = χb(Mk) = k by Proposition 7. □

Let Sk the star on k vertices. It is well-known and easy to check that Γ (Nk) = k, Γ (kSk) = 2, and χb(kSk) = k.

Proposition 10. For every k, there is a graph Gk such that z(Gk) = Γb(Gk) = 2 and min{Γ (Gk), χb(Gk)} = k.

Proof. Let Gk = Nk + kSk. We have Γ (Gk) ≥ Γ (Nk) = k and χb(Gk) ≥ χb(kSk) = k. Therefore, since ∆(Gk) = k − 1, we
have Γ (Gk) = χb(Gk) = k.

Suppose now for a contradiction that Gk admits a b-greedy p-colouring φ with p ≥ 3. The restriction of this colouring
to kSk is a greedy colouring. Hence, because Γ (kSk) = 2, only colour 1 and 2 appear on kSk. In particular, there is no
b-vertex in kSk, so all the b-vertices are in Nk. Hence the restriction of φ to Nk is a p-b-colouring. This contradicts the fact
that χb(Nk) = 2 by Proposition 8. □

Let us now establish an upper bound for the z-number of a graph G. Let mz(G) be the largest integer i such that there
is a vertex v ∈ V (G) having (at least) i neighbours with degree at least i.

Lemma 11. z(G) ≤ mz(G) + 1.

Proof. Let c be a k-z-colouring. There is a vertex vk with c(v) = k which is also adjacent to v1, v2, . . . , vk−1 where vi is
a b-vertex of colour i and therefore d(vi) ≥ k − 1, for every i ∈ [k − 1]. Thus, mz(G) ≥ k − 1. In particular, if k = z(G), we
have z(G) ≤ m (G) + 1. □
z
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Fig. 3. The k-binomial trees for k ∈ [4]. The black vertices are their roots.

. Trees

emma 12. Let T be a tree and T ′ be a subtree of T and k ≥ 2 an integer. Every k-z-colouring (resp. b-greedy k-colouring)
f T ′ can be extended into a k-z-colouring (resp. b-greedy k-colouring) of T .

roof. Let φ be a k-colouring of T ′. We can extend it to T as follows. For each connected component C of T − T ′, let r
nd s be the vertices of C and T ′ respectively which are adjacent. Colour the vertices of C with colour 1 and 2 so that r
ets a colour different from φ(s).
One easily sees that if φ was a k-z-colouring (resp. b-greedy k-colouring) of T ′, then the resulting colouring is a

-z-colouring (resp. b-greedy k-colouring) of T . □

Khaleghi and Zaker [15] proved that trees are z-continuous. It can be easily derived from the above lemma. We now
how that trees are also Γb-continuous.

heorem 13. Every tree is Γb-continuous.

roof. Let T be a tree. Set p = Γb(T ), and let φ be a b-greedy p-colouring of T with b-vertices b1, . . . , bp.
Let 2 ≤ q < p. Let F ′ be the subgraph of T induced by the vertices with colours in [q]. One easily checks that φ is a

-greedy q-colouring of F ′ with b-vertices b1, . . . , bq. We now try to extend greedily this colouring into a q-colouring of
as follows: as long as there is an uncoloured vertex v of T which is adjacent to at least one already coloured vertex, we
olour v with the smallest integer in [q] not assigned to a neighbour of v if such an integer exists, and we stop if there
s no such integer.

If this procedure manages to colour all vertices, then the resulting colouring is a b-greedy colouring of T (with b-vertices
1, . . . , bq). Otherwise, the procedure stopped at some vertex v which has q neighbours w1, . . . , wq with wi coloured i.
For all i ∈ [q], let Ci be the connected component containing wi in the subgraph F of T induced by the already coloured

ertices. By the way we extended the colouring, each Ci contains at least one vertex in {b1, . . . , bq} and thus exactly one.
ow consider wq. Since we extended a greedy (partial) colouring greedily, wq has a neighbour of each colour in [q − 1],
o wq is a b-vertex of colour q. Let iq be the index such that bq ∈ Ciq . Uncolour the vertices of Ciq and colour v with iq.
hen the subgraph induced by the set of coloured vertices (V (F ) \V (Ciq ))∪ {v} is a tree T ′ and the colouring is a b-greedy
olouring of T ′ with b-vertices b1, . . . , bq−1, wq (if iq ̸= q), and with b-vertices b1, . . . , bq−1, v if iq = q. Thus, by Lemma 12,
admits a b-greedy q-colouring. □

The binomial trees Bk, k ∈ N, are defined inductively as follows. The 1-binomial tree B1 is the graph with one vertex
nd no edges; its root is its vertex. For every k > 1, k-binomial Bk is obtained from the disjoint union of B1, . . . , Bk−1 by
dding a new vertex r linked to the roots of those trees; the new vertex r is the root of Bk. See Fig. 3 for some examples.
ote that |V (Bk)| = 2k−1.
Binomial trees play an important role in greedy colouring of trees as shown by Beyer et al. [2].

emma 14 (Beyer et al. [2]). A tree has Grundy number at least k if and only if it contains the k-binomial tree Bk as a subtree.

heorem 15 (Khaleghi and Zaker [15]). If T is a tree, then Γ (T ) ≤ 2 z(T ) − 1 and equality holds for binomial trees.

Because Γb(T ) ≤ Γ (T ), this implies that Γb(T ) ≤ 2 z(T ) − 1.
This is tight up to a small additive constant as shown by the following proposition.

roposition 16. For every k ≥ 4, there is a tree T such that Γ (T ) = k and z(T ) ∈ {⌈k/2⌉ + 1, ⌊k/2⌋ + 2}.
k b k k
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Fig. 4. Representation of F i
k and Tk . The black vertices represent the leaves of F i

k and F i+1
k that are identified, for i ∈ [k − 3].

roof. Given a copy of Bk and an integer i ∈ [k], let vi be the neighbour of the root of Bk that has degree i and let B−i
k be

he tree obtained from Bk by removing vi and the vertices of the Bi rooted on vi. For i ∈ [k − 2] we define F i
k as the tree

onstructed as follows: for j ∈ [i − 1], ℓ ∈ {i + 1, . . . , k}, we add the vertex ri and a copy of Bj with root vij and a copy of
−i
ℓ with root viℓ along with the edges rivij, riv

i
ℓ.

Now we are ready to construct Tk. We start by adding a copy of F i
k, for every i ∈ [k − 2]. Then, for j ∈ [k − 3], we

onnect F j
k with F j+1

k by identifying the leaf (vertex of degree 1) adjacent to rj+1 with the leaf of F j
k that is the most distant

rom rj (at distance k − 1). See Fig. 4.

laim 16.1. Γb(Tk) = k.

roof. Note that ∆(Tk) = k − 1 so Γb(Tk) ≤ k. We now construct a b-greedy colouring c of Tk with exactly k colours. For
ach i ∈ [k − 2], we can greedily colour F i

k in the following way: for j < i, we greedily colour the Bj rooted in vij so that
(vij) = j. Then, by setting c(ri) = i, the coloured vertices induce a Bi rooted in ri and we denote it by B. Now, for i < ℓ ≤ k,
he B−i

ℓ rooted in viℓ plus the vertices of B induces a Bℓ and we can greedily extend the colouring so that c(viℓ) = ℓ.
Observe that on a k-colouring of a Bk, all vertices of degree 1 have colour 1. Therefore, since, for all j ∈ [k − 3], the

ertex v = V (F j
k)∩V (F j+1

k ) is a leaf in both F j
k and F j+1

k , it will receive colour 1 if these graphs are coloured independently
s described above. Furthermore, for every i ∈ [k−2], the vertex ri is a b-vertex of colour i, and vik−1, v

i
k are also b-vertices

ecause c is greedy. Thus, c is a b-greedy k-colouring.

laim 16.2. z(Tk) ∈ {⌈k/2⌉ + 1, ⌊k/2⌋ + 2}.

roof. We shall first prove that mz(Tk) ≤ ⌊k/2⌋ + 1, which by Lemma 11, implies z(Tk) ≤ ⌊k/2⌋ + 2.
Assume for a contradiction that mz(Tk) ≥ ⌊k/2⌋ + 2. Then there is a vertex v ∈ V (Tk) with ⌊k/2⌋ + 2 neighbours,

ll with degree at least ⌊k/2⌋ + 2. For i ∈ [k − 2], ri has exactly one neighbour of degree j, for j ∈ [k − 1], so at most
(k − 1)/2⌉ − 1 = ⌊k/2⌋ − 1 neighbours with degree at least ⌊k/2⌋ + 2 and therefore v ̸= ri. Similarly, v ̸= vij for
∈ [k− 1] \ {i}, because vij has ⌊j/2⌋+ 1 neighbours with degree at least ⌊j/2⌋+ 2 if j < i and only ⌊j/2⌋ such neighbours

if j > i. Finally, any other vertex w and its neighbours are all contained in a k-binomial tree and mz(Bk) = ⌊k/2⌋ so v ̸= w.
This is a contradiction.

Set p = ⌈k/2⌉ + 1. Let us describe a z-colouring c with p colours. We give to the vertex v1k the colour p and
we set c(r1) = 1. Now let w1 = r1 and let w2, w3, . . . , wp−1 be the neighbours of v1k with the respective degrees
k − 1, k − 2, . . . , k − (p − 2) that were not coloured yet. We give the p − 2 remaining colours 2, 3, . . . , p − 1 to the
vertices w2, w3, . . . , wp−1 in this order. As wi is a root of a subtree Wi that contains Bp−1, we can greedily colour Wi in
such a way that wi becomes a b-vertex of colour i. To conclude, we colour the other vertices of Tk using the colours 1 and
2, which is possible because Tk is bipartite. As v1k is neighbour of a b-vertex of colour i for every i ∈ [p− 1], we have that
c is a z-colouring. □

4. Complexity

4.1. NP hardness

Havet and Sampaio [10] showed that deciding whether Γ (G) = ∆(G)+ 1 for a given graph G is NP-complete even if G
is bipartite. Khaleghi and Zaker [15] adapt their proof to show that the same holds for z. Note that their proof also works
for Γb (See also [8]). We thus have the following.

Theorem 17. It is NP-complete to decide whether a given bipartite graph G such that Γ (G) = ∆(G) + 1 satisfies
Γ (G) = ∆(G) + 1.
b
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Fig. 5. The graph L5 .

orollary 18. It is NP-complete to decide whether a given bipartite graph G (such that χb(G) = ∆(G) + 1) satisfies
b(G) = χb(G) (resp. z(G) = χb(G)).

Proof. Let G be a bipartite graph. Set k = ∆(G) + 1.
Let G′

= G + kSk. We clearly have χb(G) = k = ∆(G′) + 1 because χb(kSk) = k. Now as in Proposition 10, in every
-greedy colouring of G′ the vertices of kSk are coloured 1 or 2. Hence G′ has a b-greedy k-colouring (resp. k-z-colouring)
f and only if G does.

Theorem 17 yields the result. □

Zaker [20] showed that deciding whether χ (G) = Γ (G) is co-NP-complete. Later, Khaleghi and Zaker [15] showed that
eciding χ (G) = z(G) and deciding ω(G) = z(G) are also co-NP-complete. We can deduce analogous results for several
airs of parameters.

orollary 19. Given a graph G and two parameters γ1 ∈ {ω, χ} and γ2 ∈ {z,Γb}, the problem of deciding whether
1(G) = γ2(G) is NP-hard.

roof. We give a reduction from the problem of deciding whether a given bipartite graph G′ satisfies γ2(G′) = ∆(G′)+ 1
hich is NP-complete by Theorem 17.
Let G′ be an instance of this problem and let G = G′

+K∆(G′). We claim that γ2(G) ̸= γ1(G) if and only if γ2(G′) = ∆(G′)+1.
Since G′ is bipartite, ω(G′) ≤ χ (G′) ≤ 2, that is γ1(G′) ≤ 2. Hence γ1(G) = γ1(K∆(G′)) = ∆(G′). In addition, by

roposition 6 γ2(G) ≥ Γb(G) ≥ Γb(K∆(G′)) = ∆(G′).
Assume that there is a b-greedy colouring φ of G. Then all the b-vertices are in G′ because ∆(K∆(G′)) < ∆(G′). Now

he restriction of φ to G′ is a greedy colouring (because it is the restriction of a greedy colouring to one of its connected
omponents) and a (∆(G′) + 1)-b-colouring, and thus a b-greedy (∆(G′) + 1)-colouring. Consequently, γ2(G) = ∆(G) + 1
f and only if γ2(G′) = ∆(G′) + 1. Thus, γ2(G) ̸= γ1(G) = ∆(G′) if and only if γ2(G′) = ∆(G′) + 1. □

emark 20. Corollary 19 implies that deciding whether χ (G) = Γb(G) is co-NP-complete. Indeed a proper colouring
ith γ colours and a b-greedy colouring with γ ′ colours such that γ ′ > γ form a certificate that χ (G) < Γb(G) (resp.
(G) < z(G)).

orollary 21. Is NP-hard to decide whether z(G) = Γb(G).

roof. Let Dd be the disjoint union of a complete graph K 1
d with vertex set {v11, . . . , v

1
d} and three complete graphs K i

d−1,
∈ {2, 3, 4} with vertex set {vi1, . . . , v

i
d−1}. Let Ld be the graph obtained from Dd by removing the edge v11v

1
2 and adding

new vertex v0 along with the edges v0v12, v
2
d−1v

3
1, v

3
d−1v

4
d−1. See Fig. 5 for an example.

laim 21.1. Γb(Ld) = d and z(Ld) ≤ d − 1.

roof. Since ∆(Ld) = d − 1, we have z(Ld) ≤ Γb(Ld) ≤ d.
Consider the following proper colouring φ of Ld: φ(v0) = 1, φ(v1i ) = i, for i ∈ [d] and, for i ∈ [d − 1], j ∈ {2, 3, 4},

φ(vji) =

{
d, if i = d − 1 and j = 3
i, otherwise.

On easily checks that φ is a b-greedy colouring of Ld with b-vertices v31 and v1i , i ∈ {2, 3, . . . , d}, so Γb(Ld) ≥ d.
One easily checks that mz(Ld) = d − 2, so, by Lemma 11, z(Ld) ≤ d − 1.
We now give a reduction from the problem of deciding whether z(G) = ∆(G) + 1 for a given graph G, which is

NP-complete by Theorem 17. Let G be the graph and let G′ be the disjoint union of G and L∆(G)+1. Since ∆(G′) = ∆(G), we
have that Γb(G′) ≤ ∆(G)+1. By Claim 21.1 and Proposition 6, we have Γb(G′) ≥ ∆(G)+1 and therefore Γb(G′) = ∆(G)+1.
By Claim 21.1, z(L ) ≤ ∆(G). Thus z(G′) = ∆(G) + 1 = Γ (G′), if and only if z(G) = ∆(G) + 1. □
∆(G)+1 b
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4.2. Atoms and polynomial-time algorithms

Zaker [20] showed that for every positive integer j there exists a finite set AΓ
j of graphs, called greedy j-atoms, such

hat for any graph G the following holds: Γ (G) ≥ j if and only if G contains a j-greedy atom as an induced subgraph.
oreover, he showed that every element of AΓ

j has at most 2k−1 vertices. The following lemma follows directly from this
fact and is implicitly used in many papers.

Lemma 22. Let G be a graph, φ a greedy colouring of G, and v a vertex of G. Then G contains an induced subgraph H containing
v which is a φ(v)-greedy atom and such that φ is a greedy φ(v)-colouring of H.

The following is also implicit in Section 3 of Zaker [21].

Lemma 23. Let G be a graph. If φ is a k-z-colouring of G, then there is an induced subgraph H of order at most (k−3)2k−1
+k+2

uch that φ is a k-z-colouring of H.

We now prove the analogue for b-greedy colouring.

emma 24. Let G be a graph. If φ is a b-greedy k-colouring of G, then there is an induced subgraph H of order at most
(k − 1)2k

+ k + 1 such that φ is a b-greedy k-colouring of H.

roof. Let φ be a b-greedy colouring of G. For i ∈ [k], let bi be a b-vertex of G coloured i. For each i ∈ [k], and j ∈ [k]\{i}, let
j
i be the neighbour of bi coloured j. By Lemma 22, there is an induced subgraph H j

i containing c ji which is a j-greedy-atom
nd such that φ is a j-greedy colouring of H j

i . Let H be the subgraph of G induced by
⋃

i∈[k]

(
{bi} ∪

⋃
j∈[k]\{i} V (H j

i )
)
. Clearly,

is a greedy colouring of H in which each bi is a b-vertex. Therefore φ is a b-greedy colouring of H . Now every j-greedy
tom has size at most 2j−1, thus |

⋃
j∈[k]\{i} V (H j

i )| ≤ 2k
− 2i−1. Hence |H| ≤ (k − 1)2k

+ k + 1. □

A k-z-atom is a graph G having a k-z-colouring φ that is not a k-z-colouring of any strict induced subgraph H of G.
imilarly, a b-greedy k-atom is a graph G having a b-greedy k-colouring φ that is not a b-greedy k-colouring of any strict
nduced subgraph H of G. Notice that with those definitions of k-z-atom and b-greedy k-atom, it is not known whether
enerating the k-z-atoms or the b-greedy k-atoms can be done in polynomial time for fixed k. Zaker [21] gave a different
otion of z-atom which allows the generation of z-atoms in polynomial time.
Lemmas 23 and 24 imply that, for any fixed k, the number of k-z-atoms and the number of b-greedy k-atoms is finite.

y definition, a graph with z-number k (resp. b-Grundy number k) contains a k-z-atoms (resp. b-greedy k-atom). But,
n contrast to the Grundy number, the converse is not true because the k-z-colouring (resp. b-greedy k-colouring) of
n induced subgraph cannot always be extended into a k-z-colouring (resp. b-greedy k-colouring) of the whole graph.
evertheless, the converse is true for some graph classes. This is in particular the case for trees as shown by Lemma 12.
his directly implies that, for any fixed k, deciding whether a given tree T has b-Grundy number (resp. z-number) at least
can be done in polynomial time.

orollary 25. For any fixed k, deciding whether a given tree T has b-Grundy number at least k can be done in polynomial
ime.

A similar approach using atoms allows to decide in polynomial-time whether the z-number (resp. b-Grundy number)
f a k-regular graph is k + 1.

emma 26. Let G be a k-regular graph. If G has an induced subgraph H such that z(H) = k + 1 (resp. Γb(H) = k + 1), then
(G) = k + 1 (resp. Γb(G) = k + 1).

roof. Since G is k-regular, then every greedy (k+1)-colouring φ of a subgraph H can be greedily extended into a greedy
k+1)-colouring ψ of G. Moreover, if φ was a z-colouring (resp, a b-greedy colouring), then ψ is also a z-colouring (resp.
b-greedy colouring), because the b-vertices for φ remain b-vertices for ψ . □

orollary 27. Let G be a k-regular graph.

(i) z(G) = k + 1 if and only if G contains a (k + 1)-z-atom.
(ii) Γb(G) = k + 1 if and only if G contains a b-greedy (k + 1)-atom.

orollary 28. Let k be a fixed integer. Deciding whether the z-number (resp. b-Grundy number) of a given k-regular graph is
+ 1 is polynomial-time solvable.

roof. Given a k-regular graph, deciding whether z(G) = k + 1 is equivalent to decide whether G has a (k + 1)-z-atom
y Corollary 27. But, by Lemma 23, there is a finite number of (k + 1)-z-atoms, all of size at most ak = (k − 2)2k

+ k + 3.
ence one can check in time O(|V (G)|ak ) whether G contains a (k + 1)-z-atom.
The proof for the b-Grundy number is similar using Lemma 24 in place of Lemma 23. □
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Fig. 6. The graphs I1 , I2 , and I3 made of two intersecting 6-cycles.

5. Cubic graphs

The aim of this section is to prove Theorem 5, which states that every cubic graph with no induced C4 other than the
Petersen graph has z-number and b-Grundy number equal to 4.

To prove Theorem 5, we divide the proof into three cases. The first one considers cubic graphs of girth at least 6
(Theorem 31), the second one cubic graphs of girth exactly 5 (Theorem 32), and the third one cubic graphs of girth 3
(Theorem 33).

We need the following lemmas.

Lemma 29. Let F be an acyclic graph whose vertex set is the union of three stable sets X, Y , Z of size 2 such that every vertex
is adjacent to at most one vertex in each of those three sets. Then there is a stable set with one vertex in each of X, Y , Z .

Proof. Set X = {x1, x2}, Y = {y1, y2}, and Z = {z1, z2}. The results holds trivially if F has no edge, so we may assume that
has at least one edge.
Assume F contains a path of length 2, say x1y1z1. Since T is acyclic, x1 is not adjacent to z1, and since every vertex is

djacent to at most one vertex in Y , x1 and z1 are not adjacent to y2. Hence {x1, y2, z1} is the desired stable set. Henceforth,
e may assume that F contains no path of length 2.
F has an edge, say x1y1. Then x1 is not adjacent to y2, z1 and z2. But y2 is not adjacent to a vertex of Z , say z1. Then

x1, y2, z1} is the desired stable set. □

emma 30. Let G be a cubic graph of girth at least 5, and x and y be two vertices of G. There are two vertices distinct from
which are adjacent to x and non-adjacent to y.

roof. If x is adjacent to y. Let w1 and w2 be the neighbours of x distinct from y. They are non-adjacent to y for otherwise,
here would be a 3-cycle, so they are the desired vertices.

If x and y are non-adjacent, then x and y have at most one vertex in common, for otherwise there is a 4-cycle. Hence
t least two neighbours of x are non-adjacent to y. □

heorem 31. If G is a cubic graph of girth at least 6, then z(G) = Γb(G) = 4.

roof. Let G be a cubic graph. We have z(G) ≤ Γb(G) ≤ 4.
Assume that G has girth at least 6. We shall prove that z(G) ≥ 4. To do so, thanks to Lemma 26, it suffices to exhibit

n induced subgraph of G and 4-z-colouring of it. That is what we will do.
We distinguish five cases depending on the existence of 6-cycles and how they intersect.

ase 1 : Assume first that G contains the graph I1 depicted in Fig. 6 as a (necessarily induced) subgraph.
For i ∈ [3], let c ′

i be the neighbour of bi not in V (I1), and let di be the neighbour of ci not in V (I1).
Suppose first that d1 has a neighbour e1 distinct from c1 which is non-adjacent to both c ′

2 and c ′

3. Note that among the
bove-mentioned vertices e1 can only be adjacent to b3 and b2. Therefore the subgraph induced by V (I1)∪{c ′

1, c
′

2, c
′

3, d1, e1}
s the configuration J1 depicted in Fig. 7. Set φ(a) = 4, φ(b3) = φ(c1) = φ(c2) = 3, φ(b2) = φ(c ′

1) = φ(c3) = φ(d1) = 2,
(b1) = φ(c ′

2) = φ(c ′

3) = φ(d) = φ(e1) = 1. See Fig. 7. Observe that for each i ∈ [3], φ−1(i) is a stable set of G for otherwise
here would be a cycle of length at most 5. Hence φ is a 4-z-colouring of J1.

Henceforth we may assume that the two neighbours of d1 distinct from c1 are adjacent to either c ′

2 or c ′

3. Since
there is no 4-cycle, then one of them, say d′

2, is adjacent to c ′

2 and the other, say d′

3, is adjacent to c ′

3. By symmetry,
nterchanging the role of d1 and d3, we get that d3 has a neighbour d′

1 adjacent to c ′

1 and not c ′

2. Applying the same
easoning interchanging the role of d, c1, c2, c3 with a, b3, b2, b1 respectively, either we find a 4-z-colouring of G, or d2
nd c ′

3 have a common neighbour, say e2. Now since G has girth 6, the vertices d2, d′

2, c
′

1 and d′

3 are distinct. Hence since
is cubic, the vertex d′ is non-adjacent to at least one vertex in {d , d′

}.
1 2 2
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Fig. 7. The configuration J1 and its 4-z-colouring. Dotted lines represent non-edges. Some edges may be missing.

Fig. 8. The configurations J ′1 and J ′′1 and their partial 4-z-colourings. Dotted lines represent non-edges. Some edges may be missing.

If d′

1 is non-adjacent to d′

2, then we are in the configuration J ′1 depicted in Fig. 8. Set φ(a) = 4, φ(b2) = φ(c ′

1) = φ(c3) =

, φ(b1) = φ(c ′

2) = φ(c ′

3) = φ(d) = 2, φ(b3) = φ(c1) = φ(c2) = φ(d′

1) = φ(d′

2) = 1. Observe that for each i ∈ [3], φ−1(i)
s a stable set of G for otherwise there would be a cycle of length at most 5. Hence φ is a 4-z-colouring of an induced
subgraph of G.

If d′

1 is non-adjacent to d2, then we are in the configuration J ′′1 depicted in Fig. 8. Set φ(a) = 4, φ(b1) = φ(c2) = φ(c3) =

3, φ(b2) = φ(c ′

1) = φ(c ′

3) = φ(d) = 2, and φ(b3) = φ(c1) = φ(c ′

2) = φ(d2) = φ(d′

1) = 1. For each i ∈ [3], φ−1(i) is a stable
set of G for otherwise there would be a cycle of length at most 5. Hence φ is a 4-z-colouring of an induced subgraph of G.

This completes the proof of Case 1.
Case 2 : Assume that G contains the graph I2 depicted in Fig. 6 as a (necessarily induced) subgraph.

For i ∈ [3], let c ′

i be the neighbour of bi not in V (I2). By Lemma 30, c ′

1 has two neighbours which are not adjacent to
3, so there is a vertex d′

1 distinct from b1 which is adjacent to c ′

1 and not adjacent to d3.
For i ∈ [3], let c ′

i be the neighbour of bi not in V (I2). By Lemma 30, c ′

1 has two neighbours which are not adjacent
o d3, so there is a vertex d′

1 distinct from b1 which is adjacent to c ′

2 and not adjacent to d3. We may assume that d1
s not adjacent to c ′

3 and d3 is not adjacent to c ′

1 for otherwise G contains I1 and we are in Case 1. Hence, the subgraph
nduced by V (I2) ∪ {c ′

1, c
′

2, c
′

3, d
′

1} is a configuration J2 depicted in Fig. 9. Set φ(a) = 4, φ(b1) = φ(c2) = φ(c3) = 3,
(b3) = φ(c ′

1) = φ(c ′

2) = φ(d1) = 2, φ(b2) = φ(c1) = φ(c ′

3) = φ(d′

1) = φ(d3) = 1. Observe that for each i ∈ [3], φ−1(i) is a
table set of G for otherwise there would be a cycle of length at most 5. Hence φ is a 4-z-colouring of J2.
This completes the proof of Case 2.

ase 3 : Assume that G contains the graph I3 depicted in Fig. 6 as a subgraph. We may assume that c1d3 and c3d1 are not
dges for otherwise G contains I1 and we are in Case 1. Let c ′

1 be the neighbour of b1 distinct from a and c1, and c ′

3 be
he neighbour of b3 distinct from a and c3. The subgraph induced by V (I3) ∪ {c ′

1, c
′

3} is a configuration J3 as depicted on
ig. 10. Set φ(a) = 4, φ(b3) = φ(c1) = φ(c ′

2) = 3, φ(b2) = φ(c ′

1) = φ(c3) = φ(d1) = 2, φ(b1) = φ(c2) = φ(c ′

3) = φ(d3) = 1.
Observe that for each i ∈ [3], φ−1(i) is a stable set of G for otherwise there would be a cycle of length at most 5. Hence
φ is a 4-z-colouring of J3.

This completes the proof of Case 3.
Case 4 : G contains a 6-cycle that intersects no other 6-cycle. Let C = (a, b1, c1, d, c2, b2, a) be a 6-cycle that intersects
no other 6-cycles. Let b be the neighbour of a not in V (C). Let c ′ (resp. c ′ ) be the neighbour of b (resp. b ) not in
3 1 2 1 2
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Fig. 9. The configuration J2 and its 4-z-colouring. Dotted lines represent non-edges. Some edges may be missing.

Fig. 10. The configuration J3 and its 4-z-colouring. Dotted lines represent non-edges. Some edges may be missing.

Fig. 11. The configuration J4 and its 4-z-colouring. Dotted lines represent non-edges. Some edges may be missing.

V (C), and let c3 and c ′

3 be the two neighbours of b3 distinct from a. Let d′

2 be a neighbour of c ′

2 distinct from b2. By
Lemma 30, c ′

3 has a neighbour d′

3 distinct from b3 which is not adjacent to d′

2. Observe that d′

2 and c3 are not adjacent
for otherwise (a, b2, c ′

2, d
′

2, c3, b3, a) would be a 6-cycle intersecting C (and we would be in Case 3). Similarly, d and
c ′

3 are not adjacent for otherwise (a, b2, c2, d, c ′

3, b3, a) would be a 6-cycle intersecting C (and we would be in Case 1).
Therefore the subgraph induced by V (C)∪{b3, c ′

1, c
′

2, c3, c
′

3, d
′

2, d
′

3} is the configuration J4 depicted on Fig. 11. Set φ(a) = 4,
φ(b3) = φ(c1) = φ(c ′

2) = 3, φ(b2) = φ(c ′

1) = φ(c ′

3) = φ(d) = 2, φ(b1) = φ(c2) = φ(c3) = φ(d′

2) = φ(d′

3) = 1. Observe
that for each i ∈ [3], φ−1(i) is a stable set of G for otherwise there would be a cycle of length at most 5. Hence φ is a
4-z-colouring of J4.

This completes Case 4.
Case 5 : G has girth at least 7.

Let b4 be a vertex of G, and let b1, b2, b3 be its three neighbours. Let c2, c3 the neighbours of b1 distinct from b4, c1, c ′

3
be the neighbours of b2 distinct from b4, and c ′

1, c
′

2 be the neighbours of b3 distinct from b4. As highlighted on the top of
Fig. 12, the subgraph T induced by those ten vertices is a tree for otherwise there would be a cycle of length at most 5.
Observe that no vertex of G − T is adjacent to more than one vertex of T for otherwise, there would be a cycle of length
at most 6.
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Fig. 12. The configurations J5 and J6 . Dotted lines represent non-edges. The vertices inside the grey rectangle induce a tree T .

Fig. 13. The graphs I5 and I6 made of two intersecting 5-cycles.

Let d2 be a neighbour of c3 distinct from b1. Assume that d2 has a neighbour d1 adjacent to a vertex in {c1, c ′

1, c
′

2, c
′

3}.
By symmetry we may assume, that d1 is adjacent to c ′

3. Among the two neighbours of c ′

2 distinct from b3, at least
one of them, say d′

1 is not adjacent to d1 for otherwise there would be a 4-cycle. Then the subgraph induced by
{b1, b2, b3, b4, c1, c2, c3, c ′

1, c
′

2, c
′

3, d1, d2, d
′

1} is the configuration J5 depicted in Fig. 12. Assigning to each vertex its index,
we obtain a 4-z-colouring of J5. Henceforth, we may assume that there is no edge between the neighbours of d2 and
{c1, c ′

1, c
′

2, c
′

3}.
Let X be the set of neighbours of d2 distinct from c3, Y the sets of neighbours of c ′

3 distinct from b2, and Z the sets of
neighbours of c ′

2 distinct from b3. The graph induced by X ∪ Y ∪ Z is acyclic because G has girth 7, and each of its vertices
is adjacent to at most one vertex in each of X , Y , Z . Thus, by Lemma 29, there exist x1, y1, z1 in X , Y , and Z respectively,
which are pairwise non-adjacent. Then the subgraph induced by {b1, b2, b3, b4, c1, c2, c3, c ′

1, c
′

2, c
′

3, d2, x1, y1, z1} is the
configuration J6 depicted in Fig. 12. Assigning to each vertex its index, we obtain a 4-z-colouring of J6.

This completes Case 5 and the proof. □

Theorem 32. Let G be a cubic graph of girth exactly 5. If G is not the Petersen graph, then z(G) = 4.

Proof. To do so, thanks to Lemma 26, it suffices to exhibit an induced subgraph of G and 4-z-colouring of it, and we will
do it (except in the case when G is the Petersen graph).

We distinguish several cases. Note that If two 5-cycles have three consecutive or two non-consecutive edges in
common, then we have a contradiction with the girth.
Case 1 : Assume first that G contains the graph I5 depicted in Fig. 13 as a (necessarily induced) subgraph. For i ∈ [3], let
c ′

i be the neighbour of bi not in I5.
Subcase 1.1 : c ′

1 and c3 are non-adjacent. Assume first that c ′

1 has a neighbour d′

1 distinct from b1 and not adjacent to c ′

2 and
b3. Then we are in Configuration J17 depicted in Fig. 14. Set φ(a) = 4, φ(b2) = φ(c ′

1) = φ(c3) = 3, φ(b1) = φ(c2) = φ(c ′

3) = 2,
and φ(b3) = φ(c1) = φ(c ′

2) = φ(d′

1) = 1. For each i ∈ [3], φ−1(i) is a stable set of G for otherwise there would be a cycle
of length at most 4 or a vertex would have degree more than 3. Hence φ is a 4-z-colouring of J17 .

Henceforth, the two neighbours of c ′

1 distinct from b1 are either adjacent to c ′

2 or to b3. Since there are no 4-cycle, one
of them, say d′ , is adjacent to c ′ , and the other is adjacent to b and must be c ′ . Let d be the neighbour of c not in I .
1 2 3 3 1 1 5
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Fig. 14. The configurations J17 and J27 and their 4-z-colouring. Dotted lines represent non-edges. Some edges may be missing.

Fig. 15. The configurations J37 and J47 and their 4-z-colourings. Dotted lines represent non-edges.

If d1 ̸= c ′

3, then we are in Configuration J27 depicted in Fig. 14. Set φ(a) = 4, φ(b3) = φ(c1) = φ(c ′

2) = 3,
(b1) = φ(c2) = φ(c ′

3) = φ(d′

1) = 2, and φ(b2) = φ(c ′

1) = φ(c3) = φ(d1) = 1. For each i ∈ [3], φ−1(i) is a stable
et of G for otherwise there would be a cycle of length at most 4. Hence φ is a 4-z-colouring of J27 .
Henceforth, we may assume d1 = c ′

3. If d
′

1 and c3 are not adjacent, then we are in Configuration J37 depicted in Fig. 15.
et φ(c ′

3) = 4, φ(b1) = φ(b3) = 3, φ(b2) = φ(c1) = φ(c3) = φ(d′

1) = 2, and φ(a) = φ(c ′

1) = φ(c2) = φ(c ′

2) = 1. For each
∈ [3], φ−1(i) is a stable set of G for otherwise there would be a cycle of length at most 4. Hence φ is a 4-z-colouring of
3
7 .

If d′

1 and c3 are adjacent, then we are in Configuration J47 depicted in Fig. 15. Set φ(b3) = 4, φ(b1) = φ(c ′

3) = φ(d′

1) = 3,
(b2) = φ(c1) = φ(c3) = 2, and φ(a) = φ(c ′

1) = φ(c2) = φ(c ′

2) = 1. For each i ∈ [3], φ−1(i) is a stable set of G for
therwise there would be a cycle of length at most 4. Hence φ is a 4-z-colouring of J47 .
This completes Subcase 1.1.

ubcase 1.2 : c1 and c ′

3 are not adjacent. This subcase is symmetrical to Subcase 1.1.
ubcase 1.3 : c ′

1 and c3 are adjacent and c1 and c ′

3 are adjacent.
If c ′

2 is adjacent to c ′

1 and c ′

3, then G is the Petersen graph, whose b-chromatic number is 3 (see [12]), so z(G) ≤ 3.
enceforth, we may assume that c ′

2 is not adjacent to both c ′

1 and c ′

3. By symmetry, we may assume that c ′

1 and c ′

2 are
ot adjacent.
By Lemma 30, there is a vertex d′

2 distinct from b2 which is adjacent to c ′

2 and non-adjacent to c ′

3. Thus we are in
onfiguration J57 depicted in Fig. 16. Set φ(a) = 4, φ(b3) = φ(c ′

1) = φ(c ′

2) = 3, φ(b2) = φ(c1) = φ(c3) = 2, and
(b1) = φ(c2) = φ(c ′

3) = φ(d′

2) = 1. For each i ∈ [3], φ−1(i) is a stable set of G for otherwise there would be vertices of
egree more than 3. Hence φ is a 4-z-colouring of J57 .
This completes Subcase 1.3. and Case 1.

ase 2 : Assume that G contains the graph I6 depicted in Fig. 13 as a subgraph. If c1 and c3 are adjacent, then I6 − c2 is
somorphic to I5 and we have the result by Case 1. Henceforth, we may assume that c1 and c3 are not adjacent, that is,
6 is an induced subgraph of G. Let c ′

1 (resp. c ′

3) be the neighbour of b1 (resp. b3) not in I6. Let d2 be the neighbour of c2
ot in I6 and let d′

2 be the neighbour of c ′

2 not in I6. If c ′

1 is adjacent to c ′

2 or c3, then G contains I5 and we have the result
y Case 1. Therefore we may assume that c ′

1c
′

2 and c ′

1c3 are non-edges. Symmetrically, we may assume that c ′

3c2 and c ′

3c1
re non-edges.
If d2 is not adjacent to c ′

3, then we are in Configuration J18 depicted in Fig. 17. Set φ(a) = 4, φ(b2) = φ(c1) = φ(c3) = 3,
(b3) = φ(c ′

1) = φ(c2) = 2, and φ(b1) = φ(c ′

2) = φ(c ′

3) = φ(d2) = 1. For each i ∈ [3], φ−1(i) is a stable set of G for
therwise there would be a cycle of length less than 5. Hence φ is a 4-z-colouring of J1.
8
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Fig. 16. The configuration J57 and its partial 4-z-colouring. Dotted lines represent non-edges. Some edges may be missing.

Fig. 17. The configurations J18 and J28 and their partial 4-z-colourings. Dotted lines represent non-edges. Some edges may be missing.

Fig. 18. The configurations J19 and J29 and their partial 4-z-colourings. Dotted lines represent non-edges. Some edges may be missing.

Henceforth, we may assume that d2c ′

3 is an edge. By symmetry, we may also assume that d′

2c
′

1 is an edge. If d2 is adjacent
o c ′

1 or c3, then G contains I5, and we have the result by Case 1. Hence, we may assume that d2c ′

1 and d2c3 are non-edges.
y symmetry, we may assume that d′

2c
′

3 and d′

2c1 are non-edges. Thus, we are in Configuration J28 depicted in Fig. 17. Set
(b2) = 4, φ(b1) = φ(c2) = 3, φ(b3) = φ(c ′

1) = φ(c ′

2) = φ(d2) = 2, and φ(a) = φ(c1) = φ(c3) = φ(c ′

3) = φ(d′

2) = 1. For
ach i ∈ [3], φ−1(i) is a stable set of G for otherwise there would be a cycle of length less than 5 or a vertex of degree
ore than 3. Hence φ is a 4-z-colouring of J28 .
This completes Case 2.

ase 3 : Assume now that we are not in Case 1 nor 2. Then any two 5-cycles do not intersect in an edge. Let I7 =

a, b1, c1, c2, b2, a) be a 5-cycle. Let b3 (resp. c ′

1, c
′

2, d1) be the neighbour of a (resp. b1, b2, c1) not in I7, and let c3 and c ′

3
e the two neighbours of b3 distinct from a. Observe that since G has girth 5 and two 5-cycles do not intersect, c1c2 is the
nique edge in the subgraph induced by {c1, c ′

1, c2, c
′

2, c3, c
′

3} and d1 is not in this set. By Lemma 30, c3 has a neighbour
3 distinct from b3 which is not adjacent to d1.
If d3 is not adjacent to c ′

1, then we are in Configuration J19 depicted in Fig. 18. Set φ(a) = 4, φ(b1) = φ(c2) = φ(c3) = 3,
φ(b3) = φ(c1) = φ(c ′

2) = 2, and φ(b2) = φ(c ′

1) = φ(c ′

3) = φ(d1) = φ(d3) = 1. For each i ∈ [3], φ−1(i) is a stable set of G
for otherwise there would be a cycle of length less than 5. Hence φ is a 4-z-colouring of J1.
9

263



J. Costa Ferreira da Silva and F. Havet Discrete Applied Mathematics 359 (2024) 250–268
Fig. 19. The graph D and the configuration D1 and its 4-z-colouring.

Fig. 20. The graph H1 .

Henceforth,we may assume that d3 is adjacent to c ′

1. Let d2 be the neighbour of c2 which is not in I7. We are in
Configuration J29 depicted in Fig. 18. Set φ(a) = 4, φ(b2) = φ(c1) = φ(c3) = 3, φ(b1) = φ(c2) = φ(c ′

3) = φ(d3) = 2,
and φ(b3) = φ(c ′

1) = φ(c ′

2) = φ(d1) = φ(d2) = 1. For each i ∈ [3], φ−1(i) is a stable set of G for otherwise there would be
a cycle of length less than 5 or two intersecting 5-cycles. Hence φ is a 4-z-colouring of J29 .

This completes Case 3 and the proof. □

Theorem 33. Let G be a cubic graph of girth 3 with no induced 4-cycle. Then z(G) = 4.

Proof. As in the proofs of the two previous theorems, we shall exhibit an induced subgraph of G and 4-z-colouring of it,
which is sufficient according to Lemma 26.
Case 1: Assume first that G contains a diamond D as depicted in Fig. 19(a) as a subgraph. If D is not induced in G, then
G contains a complete graph on four vertices K4 whose z-chromatic number is 4. Henceforth we assume that D is an
induced subgraph of G. Let ci be the neighbour of bi which is not in D, for i ∈ [2]. Then, we are in configuration D1. Set
φ(a) = 4, φ(c) = 3, φ(b2) = φ(c1) = 2 and φ(b1) = φ(c2) = 1. For each i ∈ [2], φ−1(i) is a stable set of G for otherwise
there would be a cycle of length 4. See Fig. 19(b). Hence φ is a 4-z-colouring of D1.
Case 2: Assume that G has no diamond as a subgraph. Let C = (a, b, c, a) be a 3-cycle in G and let d be the neighbour
of a which is not in C . Observe that d is not adjacent to b or c because G has no diamond. Let b′ and c ′ be, respectively,
the neighbours of b and c which are not in C . As G has no induced 4-cycle, b′ and c ′ are not adjacent and furthermore d
is not adjacent to b′ or c ′. Let d′

1 and d′

2 be the neighbours of d different from a. Hence G contains the configuration H1
depicted in Fig. 20 as a subgraph.

For the following subcases let L = {b′, c ′
} and R = {d′

1, d
′

2}.
Subcase 2.1 : Assume there is an edge uv ∈ E(G) where u ∈ L and v ∈ R. By symmetry, we may suppose that u = c ′ and
v = d′

1.
Assume first that d′

1 and d′

2 are adjacent. Then we are in the configuration H1
1 depicted in Fig. 21. Set φ(a) = 4, φ(c) =

φ(d′

2) = 3, φ(d) = φ(b′) = φ(c ′) = 2, φ(b) = φ(d′

1) = 1. Then φ is a 4-z-colouring of H1
1 .

Assume now that d′

1 and d′

2 are not adjacent. Note that c ′ and d′

2 are also not adjacent, for otherwise {c ′, d′

1, d, d
′

2}

would induce a 4-cycle. This implies that d′

2 has a neighbour f which is not in H1
1 . The vertex f is not adjacent to d′

1,
for otherwise {d′

1, d, d
′

2, f } would induce a 4-cycle. Hence we are in Configuration H2
1 depicted in Fig. 21. Set φ(a) = 4,

φ(c) = φ(d′

2) = 3, φ(d) = φ(b′) = φ(c ′) = 2, φ(b) = φ(d′

1) = φ(f ) = 1. Then φ is a 4-z-colouring of H2
1 .

Subcase 2.2 : There is no edge between L and R.
Assume first that there is a vertex f with a neighbour in L and a neighbour in R. By symmetry, we may assume that f

is adjacent to d′

1 and c ′. This implies that f is not adjacent to d′

2 because G contains no induced 4-cycle and no diamond.
Hence we are in Configuration H3

1 depicted in Fig. 22. Set φ(a) = 4, φ(c) = φ(d′

1) = 3, φ(d) = φ(b′) = φ(c ′) = 2, and
φ(b) = φ(d′

2) = φ(f ) = 1. Then φ is a 4-z-colouring of H3
1 .

Henceforth we may assume that the vertices of L have no common neighbour with the vertices of R. Let f be a neighbour
′ ′ ′
of d1 that is not in H1. Remark that f is not adjacent to d2. The two neighbours of c distinct from c are not both adjacent to
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Fig. 21. The configurations H1
1 and H1

1 and their 4-z-colourings.

Fig. 22. Configuration H3
1 .

Fig. 23. Configuration H4
1 .

f , for otherwise along with c ′ and f , they would induce either 4-cycle or a diamond. Therefore, c ′ has a neighbour g distinct
from c which is not adjacent to f . Hence we are in Configuration H4

1 depicted in Fig. 23. Set φ(a) = 4, φ(c) = φ(d′

1) = 3,
(d) = φ(b′) = φ(c ′) = 2, and φ(b) = φ(d′

2) = φ(f ) = φ(g) = 1. Then φ is a 4-z-colouring of H4
1 .

As a cubic graph with no induced C4 has girth 3 or at least 5, Theorems 31, 32, and 33 immediately imply Theorem 5.

. Further research

.1. Improving on the bounds for Γ and χb

As the z-number and the b-Grundy number are refinements of both the Grundy number and the b-chromatic number,
for each of the numerous bounds known for Γ and χb, it is natural to ask whether a better upper bound for z and Γb
can be obtained. It is particularly interesting bounds on Γ and χb that are functions of the chromatic number χ . For
xample, one may consider cobipartite graphs, which are the complements of bipartite graphs. If G is cobipartite, then
(G) ≤

4χ (G), and this bound is tight as shown by Kouider and Zaker [17]. Hence, the following questions arise.
b 3
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Problem 34. Does there exist a constant α < 4
3 such that Γb(G) ≤ α · χ (G) (resp. z(G) ≤ α · χ (G)) for every cobipartite

raph G?
Does there exist a constant β < 4

3 such that χb(G) ≤ β · Γb(G) (resp. χb(G) ≤ β · z(G)) for every cobipartite graph G?

One may also consider interval graphs. Kierstead et al. [16] proved that Γ (G) ≤ 5χ (G) for every interval graph G. This
ields the following questions.

roblem 35. Does there exist a constant α < 5 such that Γb(G) ≤ α ·χ (G) (resp. z(G) ≤ α ·χ (G)) for every interval graph
?
Does there exist a constant β < 5 such that Γ (G) ≤ β · Γb(G) (resp. Γ (G) ≤ β · z(G)) for every interval graph G?

.2. Regular graphs

An approach towards Conjecture 4 is through the girth. The girth of a graph is the length of a shortest cycle in G (or
∞ if G has no cycle). It is not difficult to prove that d-regular graphs with sufficiently high girth have z-number d + 1.

roposition 36. If G is a k-regular graph with girth at least 2k + 4, then z(G) = k + 1.

roof. Recall that there is a tree Rk such that, for every tree T , z(T ) ≥ k if and only if T contains a subtree isomorphic to
k (Zaker [21]). The tree Rk has maximum degree k and diameter at most 2k + 2.
Let G be a k-regular graph with girth at least 2k + 4. Let v be a vertex of G. The ball Bk+1(v) of radius k + 1 centered

t v induces a complete k-ary tree of depth k + 1. But the tree Rk has maximum degree k and diameter at most 2k + 2
nd is contained in such a tree. Hence G contains Rk as an induced subgraph. Now Rk admits a (k+ 1)-z-colouring, which
an be greedily extended into a (k + 1)-z-colouring of G. Hence z(G) ≥ k + 1 = ∆(G) + 1 ≥ z(G). □

The bound 2k + 4 is certainly not tight. With a slightly more complicated proof one can easily prove the result for
raphs with girth 2k + 3 but it is certainly not tight either. It is then natural to ask the following.

roblem 37. Let k be an integer greater than 1.
What is the minimum integer gk such that z(G) = k + 1 for all k-regular graph G with girth at least gk?
What is the minimum integer g ′

k such that Γb(G) = k + 1 for all k-regular graph G with girth at least g ′

k?

roposition 38. g2 = g ′

2 = 5.

roof. It is well-known and easy to prove that C4 the cycle of length 4 has Grundy number 2. Therefore z(C4) = Γb(C4) = 2,
nd thus g2, g ′

2 ≥ 5.
Consider now a 2-regular graph G of girth at least 5. It contains a path P on 5 vertices (x1, x2, x3, x4, x5). The subgraph

induced by V (P) is either a C5 or a P5. In both cases, the colouring φ defined by φ(x1) = 2, φ(x2) = 1, φ(x3) = 3, φ(x4) = 2,
φ(x5) = 1 is a 3-z-colouring of G⟨V (P)⟩, which can greedily be extended into a 3-z-colouring of G. Hence 3 ≤ z(G) = Γb(G).
Since Γb(G) ≤ ∆(G) + 1 = 3, we get z(G) = Γb(G) = 3. Hence g2, g ′

2 ≤ 5. □

Theorem 5 and the fact that the Petersen graph has girth 5 and b-chromatic number 3 implies the following.

Proposition 39. g3 = g ′

3 = 6.

6.3. b-Grundy number and disjoint union

Consider the tree Tb depicted Fig. 2. We have Γb(Tb + Tb) > Γb(Tb). It is then natural to ask the following questions.

Problem 40. Does there exist a (minimum) function h such that Γb(G1 + G2) ≤ h(Γb(G1),Γb(G1))?

Let Γ max
b (G) = max {Γb(C) | C connected component of G}.

Problem 41. Does there exist a (minimum) function f such that Γb(G) ≤ f (Γ max
b (G)) for all graph G?

The following proposition implies that f (1) = 1 and f (2) = 2. The tree Tb implies that f (3) ≥ 4 (if it exists).

Proposition 42. If Γb(G) ≤ 3, then Γ max
b (G) = Γb(G).

Proof. If Γb(G) = 1, then G has no edge, and so Γ max
b (G) = 1.

If Γb(G) = 2, then G contains an edge. Hence the connected component of G containing this edge has b-Grundy number
max max
at least 2. Hence Γb (G) ≥ 2 = Γb(G). So, by Proposition 6, Γb (G) = Γb(G) = 2.
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Assume now that Γb(G) = 3. Let φ be a b-greedy 3-colouring Let b1 be the b-vertex coloured 1. It has neighbours
b3 coloured 3, which in turn has a neighbour b2 coloured 2 because φ is a greedy colouring. For the same reason,
b2 and b3 have neighbours coloured 1. Hence each bi is a b-vertex for colour i. Therefore the restriction of φ to the
connected component C containing b1, b2, b3 is a b-greedy 3-colouring. Hence Γ max

b (G) ≥ 3 = Γb(G). So, by Proposition 6,
Γ max
b (G) = Γb(G) = 3. □

6.4. Computing the b-Grundy number of a tree

Lemmas 23 and 24 directly imply Corollary 25, which states that for any fixed k, deciding whether a given tree T has
b-Grundy number (resp. z-number) at least k can be done in polynomial time. When k is not fixed, then there is no direct
implication. Indeed the time complexity of the polynomial-time algorithms for fixed k are in fact f (k) · P(n), where P(n)
is a polynomial in the number n of vertices of the graph and f (k) is the number of k-atoms that can be contained in a
ree. But there can potentially be a huge number of such graphs. However, Zaker [21] showed that a tree has z-number
t least k if and only if it contains a particular tree Rk. (This tree Rk is the unique k-atom of order (k − 3)2k−1

+ k + 2.)
his implies that computing the z-number of a tree can be done in polynomial-time.
We conjecture that the same holds for the b-Grundy number.

onjecture 43. Computing the b-Grundy number of a tree can be done in polynomial time.

There are many different b-greedy k-atoms that can be contained in a tree. Let us call them b-greedy k-forest-atoms
because there are forests (acyclic graphs). We believe that their number is bounded by a single exponential in k.

onjecture 44. There exists Λ such that, for each positive integer k, the number of b-greedy k-forest-atoms is at most Λk.

This would imply Conjecture 43. Indeed consider a tree T be a tree. If Γb(T ) ≥ k, then Γ (T ) ≥ k and so T
ontains a binomial tree Bk which has size 2k−1. Hence Γb(T ) ≤ log n + 1. Thus, to compute Γb(T ), we just need to
est for all k ∈ [⌊log n⌋ + 1] whether Γb(T ) ≥ k. But for each k, we just need to check whether one of the at most
k
≤ Λlog n+1

≤ ΛnlogΛ k-forest-atoms is an induced subgraph of T , so in total, at mostΛnlogΛ(log n+1) induced subgraph
ests. Each test can be done in polynomial time, so one can compute the b-Grundy number of a tree in polynomial time.
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