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Abstract. Material flow simulation is a powerful tool to realize efficient opera-

tion in complicated production systems such as high-mix and low-volume pro-

duction. However, it takes great efforts and expertise to construct accurate simu-

lation models. On the other hand, in recent years, IoT and machine learning tech-

niques that collect and utilize field data are advancing rapidly. In this research, 

we propose a data-driven and multi-scale modeling approach which constructs 

accurate simulation models semi-automatically. The proposed approach aims to 

optimize the configuration of simulation model by combining deductive models 

such as queue model and inductive model such as machine learning model to 

maximize accuracy. In this article, we introduce the concept of the proposed 

method and experimental results on a simple production system. 

Keywords: Material flow simulation, queueing system, machine learning. 

1 Introduction 

In recent years, the diversification of market needs makes production systems more 

complicated such as high-mix low-volume production. In this situation, Cyber-Physical 

Production System (CPPS) and Digital Twin are attracting attention as concepts that 

realize efficient operation in such complicated systems [1]. In these concepts, material 

flow simulation has an important role to predict the future behavior of production sys-

tems [2]. However, it takes a lot of efforts and expertise to make accurate simulation 

models. This difficulty is one of the barriers to realize CPPS/Digital Twin concept in 

practice. On the other hand, in recent years, more data can be obtained from production 

system thanks to the advance of IoT devices. In addition, Machine Learning (ML) tech-

niques are remarkably advancing. These technologies enable us to automatically iden-

tify system behavior from data. Additionally, ML techniques are capable to make mod-

els with different scales such as production process and whole system. This capability 

will be useful because it is difficult to completely mimic real system and we need to 

abstract the system according to the available data. Therefore, in this research, we pro-

pose a data-driven and multi-scale modeling approach which semi-automatically con-

structs simulation models by utilizing the data in production system and ML.  
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2 Challenges in material flow simulation modeling 

2.1 General modeling process for material flow simulation 

A general modeling process for material flow simulation is as follows: 

Step 1: Modelers define the scope and granularity of simulation model based on their 

experience and knowledge so that the purpose of simulation use is achieved. 

Step 2: Many types of data required to express the system behavior are collected and 

created. Data such as Bill of Materials and process routing often can be obtained from 

IT systems such as ERP and MES. However, data rarely managed in ERP/MES such 

as operational control rules need to be defined through analysis and interview. 

Step 3: The developed model is implemented on simulation software using the data. 

Step 4: The simulation accuracy is evaluated by the comparison of simulation results 

with production log. The model is reviewed mostly by trial and error until the required 

accuracy is archived. The parameters and such as operation time and dispatching rules 

are mainly adjusted, but the model configuration is also changed if necessary.  

 

2.2 Related works and challenge 

Most research for automatic modeling regards to data models and system architectures 

to generate simulation program from data in IT systems [3]. For instance, Kirchhof et 

al. proposed a method in which simulation objects representing production process are 

defined in advance, then a simulation program is generated by combining the objects 

based on MES data [4]. These studies contribute to automate Step 3 in Section 2.1. 

In addition, there are some researches about the improvement of simulation accu-

racy. For example, Karnok et al. proposed a method which estimates process route and 

operation time from production log [5]. Popovics et al. proposed a method to construct 

the response model of equipment in a conveyor system from PLC program [6]. In ad-

dition, Nagahara et al. proposed a method which identifies dispatching rules from pro-

duction log by ML techniques [7]. They also proposed a method which adjusts param-

eters in simulation model to improve accuracy [8]. These studies aim to extract the 

information required for simulation from the data. They contribute to automate the data 

collection process and improve simulation accuracy.  

Furthermore, ML-based methods which directly express the input-output relation-

ship of the system from production log have been proposed. For example, Lingitz et al. 

proposed a method that predicts production lead time in semiconductor production sys-

tems using ANN (Artificial Neural Network), Random Forest, and so on [9].  

The above modeling methods enable us to express production system by various 

scales of model such as each process and whole system. However, it is not clear what 

kind of model configuration and modeling method are suitable for a specific system. 

Thus, the automation and optimization of model configuration is still a challenging is-

sue. Therefore, in this research, we propose a novel modeling approach that optimizes 

model configuration to improve simulation accuracy. The proposed method aims to 

automatically generate various model configurations by combining multiple models 

with different scale and modeling method and derive the optimal one.  
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3 Proposed method 

3.1 Classification of modeling methods 

Priori to the explanation of the proposed method, we first summarize and classify var-

ious modeling methods. Most of production systems consists of multiple production 

processes, and production process consists of various activities such as setup, machin-

ing, resource allocation, and so on. In this research, therefore, we classify modeling 

methods in three scales: activity scale, process scale and system scale. 

 In the activity scale, we consider two types of models: “Activity White Box Model 

(WBM)” and “Activity Black Box Model (BBM)”. Activity WBM is a model in which 

the activity behavior is explicitly and deductively described based on the background 

knowledge. On the other hand, Activity BBM is a ML based model which inductively 

expresses the input-output relationship of the activity from activity log. 

 In the process scale, we consider “Process WBM” and “Process BBM” as well as 

the activity level. The former is a kind of queue model in which all activities is ex-

pressed by WBM and the connection between activities is also explicitly and deduc-

tively described. The latter is a ML based model that predicts the process output from 

the input. In addition, we can consider “Process Gray Box Model (GBM)” as a kind of 

queue model in which some or all activities are expressed by BBM. 

In the system scale, we consider “System WBM”, “System BBM” and “System 

GBM”.  System WBM is a model in which all process is expressed by WBM. Most of 

conventional models constructed using commercial software corresponds to System 

WBM. System BBM is a ML model that predicts system output from system input such 

as the method by Lingitz et al.[9]. Furthermore, we consider two types of models as 

System GBM. One is a model in which some or all processes is expressed by GBM or 

BBM. Another is a model that any sub-system, which is composed with some pro-

cesses, in the entire system is expressed by System BBM. 

 

3.2 Data-driven and multi-scale modeling for material flow simulation 

Based on the classification in Section 3.1, we propose a novel modeling approach called 

as data-driven and multi-scale simulation modeling. Fig.1 shows a schematic view of 

the proposed method. The proposed method aims to derive an accurate simulation 

model by combining various modeling methods. W/G/B in Fig.1 represent 

WBM/GBM/BBM in arbitrary scale (activity/process/system) respectively. As shown 

in Model (a), (b) and (c) in Fig.1, we can consider various configurations of simulation 

model for a certain target system. In this method, multiple model configurations are 

generated by integrating and dividing the processes and activities in target system 

(Fig.1(1)). As an example, Model (a), (b) and (c) represent System WBM, GBM and 

BBM respectively. System WBM is generated from data in ERP/MES using appropri-

ate data interface of simulation software. The data representing background knowledge 

such as activity information is also utilized for model generation. On the other hand, 

Activity/Process/System BBM in Model (b) and (c) are generated from production ac-

tivity logs by ML techniques. Then, according to the input-output requirements for the 

simulation use, the parameters in each model are calibrated to accurately predict 
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changes in the output with respect to changes in the input (Fig.1(2)). Let us consider a 

case that the requirement for simulation is to predict job completion time from job ar-

rival time in the system. In this case, for instance, we can consider a simulation model 

in which each process is described by Process WBM, GBM or BBM and they predict 

process completion time of each job in their corresponding process from completion 

time in the previous processes. Then, the parameters in each model can be calibrated 

by optimization techniques to minimize the prediction error on job completion time of 

the overall model. Finally, the most accurate model is selected (Fig.1(3)). This method 

is a data-driven method that selects the optimal model configuration based on the pre-

diction accuracy to the target system. Furthermore, this method is a multi-scale model-

ing method that combines models with different scale (activity, process and system 

level) and modeling method (white/black/gray box model) to express the entire system. 

 

 

Fig. 1. Schematic view of the proposed modeling approach. 

4 Computational experiments 

4.1 Purpose of experiments 

The proposed method combines WBM/BBM/GBM to achieve high accuracy. In other 

words, the proposed method assumes that a certain modeling method is not always the 

best and the superiority of modeling method depends on the target system. The superi-

ority of modeling method is closely related to the available data and background 

knowledge. For example, if we know all activities in the target system and the behavior 

of them, System WBM will achieve high accuracy. If the activities and/or their activity 

are partially unknown, the accuracy of the System WBM would be low. On the other 

hand, if the activity log of some activities is available, it is possible to construct Activity 

BBM of them. From this point of view, we conducted a computational experiment to 

compare multiple modeling methods and find out the relationship between the availa-

bility of data and the superiority of those modeling methods. 
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4.2 Experimental conditions 

In this experiment, the virtual production systems A and B in Fig. 2 are considered 

as target production systems. Both systems A and B are one-equipment and mixed flow 

systems. The system A has dispatching and machining activities, and the system B has 

transportation and sequence-dependent setup activities in addition. The dispatching rule 

is first-in first-out (FIFO), and the transportation time 𝑙𝑝 and machining time 𝑑𝑝 differ 

for product type p. The setup time 𝑠𝑝,𝑞 differs for the combination of previous product 

type p and successive product type q. The values of 𝑙𝑝, 𝑑𝑝, 𝑠𝑝,𝑞 are randomly set, and 

the number of product types M is 5 and the number of jobs N is 50 in each scenario. 

We created 1,000 scenarios, in which the arrival date-time 𝑡𝑖
𝑖𝑛 and product type index 

𝑝𝑡𝑖 of job i are randomly set, for model construction and evaluation respectively. The 

completion date-time 𝑡𝑖
𝑜𝑢𝑡 and lead time 𝑙𝑡𝑖 of job i are calculated for each scenario 

from the simulation results of the Process WBMs of system A and B. 

In this experiment, Process WBMs of system A and B are assumed as actual systems, 

and the simulation results of the Process WBMs are assumed as actual activity log. In 

this experiment, it is assumed that the purpose of simulation use is to predict the lead 

time of each job from the arrival date-time and product type of each job. 

Here, since the systems A and B are deterministic systems, it is obvious that Process 

WBM is the same as the target system if the activities and their behavior are known. In 

addition, even in the case that the behavior of each activity is unknown, if the activity 

log, i.e., start and completion date-time of transportation, setup and machining activi-

ties, is available, we can obtain accurate Process GBM by constructing Activity BBM 

for each activity. In this experiment, therefore, we consider the case in which the be-

havior of some activities is unknown and the activity log of them is unavailable. Spe-

cifically, the time information 𝑙𝑝, 𝑠𝑝,𝑞 , 𝑑𝑝  is unknown, and only the information de-

scribed in “Input” and “Output” part in Fig.1 is available as the activity log. 

In the above problem setting, Process GBM and Process BBM are compared. For 

Process GBM, we build a queue model and calibrate the time information parameters 

to minimize the prediction error. Particle Swarm Optimization (PSO) is used to cali-

brate parameters. As Process GBM, we consider two models, GBM-A and GBM-B. 

GBM-A and GBM-B consists of the same activities with system A and system B re-

spectively. As Process BBM, we build a ML model which predicts the lead time of each 

job from the product type and arrival date-time of each job. ANN is used for the ML 

model. 

 

Fig. 2. Experimental conditions: Target production system. 
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4.3 Parameter calibration in Process GBM by PSO 

In the parameter calibration in GBM, the parameters that minimize the objective func-

tion 𝐽𝐺𝐵𝑀 in Eq. (1) are searched. 

𝐽𝐺𝐵𝑀 = ‖𝒍𝒕𝒓𝒆𝒇 − 𝒍𝒕𝑮𝑩𝑴‖ (1) 

Here, 𝒍𝒕𝒓𝒆𝒇 and 𝒍𝒕𝑮𝑩𝑴 are vectors of the lead time in the target system and GBM re-

spectively. Let X be a vector whose elements are the values of the parameters 

(𝑙𝑝, 𝑠𝑝,𝑞 , 𝑑𝑝). 𝒍𝒕𝑮𝑩𝑴 is the simulation result by GBM with X. 

In this experiment, PSO with R-best Model proposed by Choi et al. is used for pa-

rameter calibration [10]. In general, the vector representing the solution is called as 

position vector, and its value is updated by Eq. (2) and (3). 

𝑿𝑖
𝑘+1 = 𝑿𝑖

𝑘 + 𝑽𝑖
𝑘+1 (2) 

𝑽𝑖
𝑘+1 = 𝑤 × 𝑽𝑖

𝑘 + 𝑐1 × 𝑟𝑎𝑛𝑑() × (𝒈𝒃𝒆𝒔𝒕 − 𝑿𝑖
𝑘)

+ 𝑐2 × 𝑟𝑎𝑛𝑑() × (𝒑𝒃𝒆𝒔𝒕𝑖 − 𝑿𝑖
𝑘) 

(3) 

Here, 𝑿𝑖
𝑘 and 𝑽𝑖

𝑘 are the position vector and velocity vector of the individual i at the k-

th generation, respectively, gbest is the position vector of the best solution during the 

search process, and 𝒑𝒃𝒆𝒔𝒕𝑖 is the position vector of the best solution of the individual 

i during the search process. 𝑤, 𝑐1, 𝑐2 are weight coefficients.  

 

4.4 ANN model for Process BBM 

For a Process BBM, we use an ANN model with N inputs and 1 output. The inputs of 

the ANN are the features related to an arbitrary job, and the output of it is the predicted 

lead time of that job. The loss function 𝐽𝐵𝐵𝑀 is shown in Eq. (4). 

𝐽𝐵𝐵𝑀 = ‖𝒍𝒕𝒓𝒆𝒇 − 𝒍𝒕𝑩𝑩𝑴‖ (4) 

Here, 𝒍𝒕𝑩𝑩𝑴 is a vector of the predicted lead time by BBM. Since the lead time of job i 

depends on not only the product type and arrival date-time of job i but also the jobs 

which arrive before and after job i, the inputs of ANN should be designed to include 

such information. Therefore, we define the features of job i by Eq. (5), (6), and (7). 

𝑥𝑙 = {
 1    𝑖𝑓  𝑝𝑡𝑖 = 𝑙   
 0    𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

  ( 𝑙 = 1, … , 𝑀) (5) 

𝑦𝑑,𝑙 = ∑ 𝛿𝑗,𝑑,𝑙

𝑗

  ( 𝑗 = 1, … , 𝑁,    𝑑 = −𝐷, … , 𝐷 − 1,     𝑙 = 1, … , 𝑀) (6) 

where 

𝛿𝑗,𝑑,𝑙

= {
 1    𝑖𝑓  𝑗 ≠ 𝑖  𝑎𝑛𝑑  𝑡𝑖

𝑖𝑛 + 𝑑 ∙ Δ𝐷 ≤ 𝑡𝑗
𝑖𝑛 < 𝑡𝑖

𝑖𝑛 + (𝑑 + 1) ∙ Δ𝐷  𝑎𝑛𝑑  𝑝𝑡𝑗 = 𝑙    

 0    𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                                                                                             
 

(7) 

Here, M, N is the number of product types and jobs respectively. 𝑦𝑑,𝑙 is the number of 

arrival jobs of product type l in a certain period determined by the arrival date-time of 

job i and parameters D and ΔD. D indicates how long the number of arrival jobs before 

and after job i is considered, and ΔD is the unit length of the above period. 
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4.5 Experimental result 

The experimental results are shown in Fig.3. The horizontal and vertical axes of each 

plot in Fig. 3 are the normalized lead time in the target system and GBM/BBM respec-

tively, and each point represents each job. (a), (b) and (c) in Fig. 3 are the results of the 

target system A, and (d), (e), and (f) are the results of the target system B. (a) and (e) 

are the results when the activity configuration in GBM is the same as that of the target 

system, and (b) and (d) are the results when the activity configuration is different. 

From the results shown in Fig. 3, the most accurate model for system A and system 

B is GBM-A and GBM-B respectively. It means that GBM could be superior to BBM 

if the activity configuration of the target system is known. Additionally, the accuracy 

of (b) and (d) is lower than that of (a) and (e) respectively. (d) is a result of GBM-A in 

which some activities are lacked compared to system B. Therefore, there is not the 

solution of parameters that completely matches GBM-A with system B. (b) is a result 

of GBM-B in which some activities are excessive compared to system A. Although 

there is the solution that completely matches GBM-B with system A, the parameter 

search by PSO fell into a local optimal. This indicates that if a model is too complicated, 

the parameter calibration may become difficult. BBM shows high accuracy for system 

A (Fig. 3(c)) and more accurate than GBM-B (Fig. 3(b)). It means that BBM may be 

superior if the background knowledge about activity configuration of the target system 

is insufficient. On the other hand, BBM shows less accuracy than GBM-A and GBM-

B for system B (Fig. 3(f)). This result indicates that it is difficult for ANN to express a 

system that includes activities strongly affected by the processing order of jobs such as 

sequence-dependent setup. 

 

 

Fig. 3. Experimental results: Comparison of prediction accuracy for job lead time. (Horizontal 

axis: job lead time in target system, Vertical axis: job lead time in simulation model) 
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5 Conclusion 

In this research, we proposed a novel modeling approach for material flow simulation 

called as data-driven and multi-scale simulation modeling. We classified the existing 

modeling methods from the perspective of activity, process and system scale and White, 

Black and Gray Box modeling. Then, we introduced a modeling approach that opti-

mizes model configuration by combining those modeling methods. It has been con-

firmed that the proposed method is expected to contribute to automate the design phase 

of model configuration and execute simulation more accurate. In addition, we verified 

the effects of differences in available data on the superiority of modeling methods 

through computational experiments. 

As future works, the comparison of WBM/GBM/BBM for more complicated system 

will be conducted. Additionally, we should consider the parameter calibration method 

for GBM and the design of feature variables and model structure for BBM suitable to 

express production system. Furthermore, we’ll develop methods which automatically 

generate multiple configurations of simulation model to realize the proposed concept. 
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