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Abstract. Industry 4.0 and 5.0 have been posing new challenges to industries. 

From a focus on supporting resilience at a corporate level, there is a need to do it 

at a more operational level, enabling people to act with resilience as well. The 

resilient operator 5.0 is a new concept emerged from this need. It has the aim of 

providing more intuitive, symbiotic, human-centered, and cognitive working 

computing environments to enhance human adaptation capabilities, productivity, 

and mental health. In this direction, this paper presents an approach that combines 

softbots and augmented reality, called ‘augmented softbot’. Looking at a specific 

company, a software prototype has been implemented to evaluate how this ap-

proach can be useful and feasible for preventive maintenance. Three scenarios 

have been devised for that, and they are summarized in the paper. The achieved 

results are discussed, showing the high potential of the approach. 

Keywords: Industry 5.0, Industry 4.0, Softbots, Virtual Assistants, Augmented 
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1 Introduction 

A key goal in the Industry 4.0 model refers to building smart resilient manufacturing 

systems [1]. In this context, resilience relates to “the ability of manufacturing activities 

to withstand or quickly recover from operational disruptions that pose as threats to the 

continuity of manufacturing operations at the desired level” [2]. 

Industry 5.0 also includes being resilient, but it extends it to the companies’ work-

force, via a socially and cognitively sustainable environment [1], putting people in the 

(control) loop. This means transforming people into protagonists of several activities, 

making them to act more collaboratively, enabled by more symbiotic human-machine 

interactions, and strongly supported by advanced technologies [1, 4]. 

At shop floor level, literature has presented different approaches to support this 

higher symbiosis. This work focuses on the use of softbots, a kind of virtual assistant 

software that helps humans in the execution of tasks, and whose potentials in manufac-

turing have been demonstrated in some works [e.g., 3]. More recently, augmented re-

ality has arisen as another powerful technology to increase that symbiosis in manufac-

turing [4]. The union of these two technologies – to what we call as ‘augmented softbot’ 
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– can provide an environment where operators can be guided or interact with cyber-

physical systems via voice and real-life-like images in the execution of tasks. This can 

decrease operation errors and time as well as increase productivity, continuous learning 

and improvement, and human satisfaction [1, 3, 4]. Despite this potential, no works 

have been found out in the literature or in commercial products with this combination 

in the industrial context.  

This paper has the goal of showing some industrial shop floor scenarios where soft-

bots and augmented reality are combined to create a working cognitive environment 

for the so-called “Resilient Operator 5.0” [1], extending the concept of ‘augmented op-

erator’[5]. In terms of domain problem, this work has focused on preventive mainte-

nance, one of the most relevant issues being dealt by industries in their chasing for 

higher operational efficiency, zero error, and lower production costs [6]. The im-

portance of maintenance operators to be assisted by such technologies relies on an in-

creasingly complexity in their daily activities, which includes: continuous training as 

new products and versions are developed; manual maintenance in several and very dif-

ferent equipment; planning activities and lots of information to be constantly checked 

about each equipment; the different levels of expertise and operators experience, lead-

ing to longer maintenance times and more errors; among others [6, 7]. 

This work has adopted the Action-Research methodology, which aimed at interac-

tively and incrementally developing a Proof-of-Concept (PoC) software prototype to 

demonstrate the envisaged concept for a particular company; in this case, on how soft-

bots and augmented reality can be a suitable approach for supporting the resilient oper-

ator 5.0 in the maintenance of industrial equipment. 

This company is a medium-sized enterprise placed in the State of Santa Catarina, 

Brazil, specialized in producing customized industrial automated assembling solutions 

for the food sector, attending customers from Brazil and other countries. A machine 

called “hamburger cartoning automated system” has been chosen for the PoC. This 

machine is responsible for receiving ready pieces of raw hamburgers and packing them 

into ready-to-deliver paper boxes. This PoC is one of the company’s initiatives towards 

developing smart machines to the market. 

This article is organized as follows: section 1 highlights the problem paper’s goal. 

Section 2 summarizes the main theoretical fundamentals related to the proposed ap-

proach as well as related works. Section 3 describes the experimental setup, implemen-

tation cases, and results. Section 4 presents the preliminary findings of this research and 

its next short-term steps. 

2 Basic Foundation and Related Works 

The term Resilient Operator 5.0 is defined as “a versatile and resourceful worker who 

uses creativity, skill and innovation enhanced by information and technology as a way 

to break paradigms in search of generating economic innovations that ensure the sus-

tainability and well-being of operation tasks in the face of possible unexpected or dif-

ficult conditions that may encounter” [1]. 

 Augmented Reality (AR) can be defined as a human-machine interaction technology 

to supplement a real-world environment with computer-generated inputs with the aim 

of enhancing users’ perception of reality and enriching the provided information con-

tent. It overlays computer-generated information on the real-world environment, and 
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can be described as a set of three key features: combination of real and virtual objects 

in a real environment; real-time interaction with the system, able to react to user’s in-

puts; geometrical alignment of virtual objects to real ones in the real world [8]. 

 A softbot can be defined as “a virtual system deployed in a given computing envi-

ronment that automates and helps humans in the execution of tasks by combining ca-

pabilities of conversation-like interaction, system intelligence, autonomy, proactivity, 

and process automation” [3]. It is the one that interfaces humans and a target system. 

A softbot can represent, act on behalf of, or respond to one or several users, computing 

systems, digital twins, and industrial equipment [9]. 

In terms of related works, a systematic literature review (SLR) has been carried out 

over the most important scientific databases looking for papers written in English that 

have addressed the equivalent problem and technologies in the last ten years. 

More than 100 papers have been found out, but all of them covered only partial as-

pects of the envisaged approach. For example, papers combining softbots with mainte-

nance; maintenance with AR; AR as a powerful technology for the operator 4.0 and 

5.0; etc. Yet, most of the papers are conceptual, without computing implementations. 

Actually, and from the best of our knowledge, only one work [6] has suggested that 

combination, but “only” proposing a comprehensive conceptual architecture for that. 

From a broader perspective on AR, Egger et al. [10] evaluated that its interfaces 

should allow two-way communication in order to be more effective. Wang et al. [11] 

seems to be the first one who proposed an AR-based system to support hands-free ac-

tions. Majewski et al. [12] have introduced speech recognition in AR-based systems. 

Palmarini et al. [7] found out, in their literature review on AR applications for manu-

facturing maintenance, that 2D and 3D visualizations combined with text or audio is 

the most common approach. It could be also observed from the SLR that the imple-

mented AR mechanisms are basically reactive, responding to users as they request in-

formation. The approach with augmented softbots includes automatic and proactive ac-

tions to warn and guide users before and during their maintenance operation. 

Some works can be mentioned here to briefly illustrate how AR or softbots have 

been viewed as useful technologies to help operators at industrial shop floors. 

Fite-Georgel [13] and Mourtzis et al. [4] have discussed the potential of AR and 

other technologies to better support workers in their production environments. Hořejší 

et al. [14] evaluated that the available smart glasses present some hardware limitations, 

but advocate that they will be a strong candidate tool in future smart factories, combined 

with the use of voice commands. In this line, König et al. [15] implemented a prototype 

system using Microsoft HoloLens with AR and data glove, in which an inexperienced 

operator has been guided in an assembly process. Almeida et al. [16] proposed an ap-

proach where operators are provided with voice-enacted real-time reports and logs 

about the actions they should do and did as a means to increase operational efficiency 

and to decrease error rates. 

The research of Rabelo et al. [2, 4] showed the use of softbots to help in creating 

more symbiotic human-machine interfaces close to industrial cyber-physical systems 

(CPS) and CPS’s digital twin as well as a means to support CPS’s autonomy and inter-

CPS interactions. 
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3 Implementation Scenarios and Results 

The first part of the work was related to identifying the needs and requirements in terms 

of how to do maintenance using the potentials of the proposed approach. After meetings 

with the company, a cartoning system module called “Cam” has been selected given its 

complexity and large number of parts (44), which require professionals with large ex-

perience to make maintenance on it. 

The main professional responsible for doing the maintenance in this equipment 

helped to refine requirements and needs. This made possible the identification of the 

modeling needs, the dynamics of the softbot-AR model, and the ergonomics of the user 

interface and dialogs. Scenarios were devised based on this, being further implemented. 

3.1 Implementation Resources and PoC Setup 

The prototype has been developed as a 3D AR model. The cartoning system’s parts had 

already been designed by the company in a CAD system (Solid Works). After being 

converted into a proper AR format, colors and textures were added to the parts using 

the Blender software. The whole environment was implemented within the Unity 

framework/tool. Vuforia software was used to get the modeled parts and to load them 

in the Unity environment. Once there, all the parts’ animations and choreographies, the 

design of buttons and heads-up displaying, functionalities programming (via scripts 

coded in C#), etc., can be implemented. 

This prototype was devised as an App to run on a smartphone, although the devel-

opment environment supports other devices, such as tablets and smart glasses. 

In what the softbot implementation is concerned, the ARISA Nest web platform [3] 

has been used. It allows the derivation of particular instances of service-oriented bots 

for given domains and their deployment in the cloud. The interaction between the de-

rived softbot with the App is done through a web service developed in the GO program-

ming language using the REST standard.  

In general, when the softbot needs something (previously designed) from the App, a 

message is sent out to it, and vice-versa. This message can be sent due to a direct user’s 

request, or be automatically and internally sent between the softbot and the App de-

pending on the softbot’s behavior associated with the desired action (see next section). 

Some description on how messages are modeled and processed can be found in [3] as 

well as how the softbot interacts with the equipment. Figure 1 shows the general archi-

tecture implemented in this PoC. 

 

 

Fig. 1. General systems architecture 
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The operator uses the App for visualizations and interactions, and the softbot for 

voice and text interactions. The App’s engine module centralizes all the general actions 

and reasoning. At the right side of fig. 1 the main AR’s GUI is showed (in Portuguese). 

The operator can ask for some information [“informações”] (e.g., see fig. 4). The option 

verification [“verificações”] allows checking the most important maintenance opera-

tions to be done. The option disassembly [“desmontar”] graphically shows how the 

Cam should be correctly disassembled for maintenance purposes. The option simula-

tion [“simulação”] shows how the Cam can be assembled. Finally, the option mainte-

nance [“manutenção”] shows a step-by-step process how to do the maintenance itself. 

 

3.2 Implementation Scenarios 

There are many possible scenarios related to how maintenance operators can be assisted 

by AR with or without softbots, as discussed in e.g. [1, 3, 4, 5, 7] .  

Considering the main goals of this PoC for the target company, three scenarios have 

been devised and implemented having the Resilient Operator 5.0 [1] in mind 1. 

These scenarios also tried to exploit some of the Arisa Nest’s potentials, where soft-

bots can be configured to have three behaviors: (i) reactive, allowing the softbot to act 

in response to direct user’s requests via chatting or voice (e.g., to ask about some spe-

cific information from a given equipment); (ii) planned, allowing the softbot to act in 

response to (predefined) scheduled tasks, bringing their results to users after their exe-

cution (e.g., to generate consolidated equipment performance reports after every work-

ing shift); and (iii) pro-active, allowing the softbot to perform predefined tasks auton-

omously on behalf of users or of the equipment(s) it represents, bringing their results 

to users - if needed (e.g., to continuously check sensors’ information, to anticipate prob-

lems and to promptly take measures to solve them, to send warnings and alarms, etc.). 
 

Proactive Behavior Scenario. This scenario refers to when maintenance operators 

leave the maintenance office and go to the shop floor for their daily routine after know-

ing which machines should be checked and maintained. During their walk the ma-

chine’s softbot warns them that the respective machine has an issue after receiving 

some information from sensors. This warning is sent out in an AR way (Fig. 2) when 

the softbot detects that a maintenance operator is close by the machine (this automatic 

‘detection’ has been so far implemented only in a simulated way), or via sending a SMS 

message to the operator’s smartphone. 

 

 

Fig. 2. Proactive case, warning about the machine’s situation 

 
1 A partial demo can be visualized (menus are written in Portuguese) at https://youtu.be/V6SmVK4-R9Y 
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Reactive Behavior Scenario. This scenario refers to when the operator is doing the 

maintenance, starts an interaction with the softbot, and has some doubts about what or 

how to do, whether experienced or beginner operators. A very simple ‘expert system’ 

inside the softbot is implemented, guiding the operator during the operation. All inter-

actions happen via the AR environment, running on the operator’s smartphone (Fig. 3 

left side), and they can be made both via voice and text. 

In the case the operator wants more information about some specific aspect, an aux-

iliary interface pops up; in this case, the operator needs information about the 

‘casquilho’ part and the explanation is showed (Fig. 3 right side). 

 

 

Fig. 3. Reactive case, assisting the operator during a maintenance 

 

Planned Behavior Scenario. This scenario refers to when the operator is about to end 

his shift and wants to check the current status of the maintenance activities against what 

was planned. Reports are made available via the App and are automatically generated 

by the softbot, as planned. As Arisa Nest does not support per se graphical interfaces, 

the reports are stored and accessed at the derived softbot’s web area (fig. 4). 

 

3.3 Implementation Evaluation 

Being a PoC tested in a controlled environment, more formal quantitative performance 

indicators could not be applied and measured (for example, to measure the decrease of 

number of errors, the decrease in the maintenance time, etc.). 

The designed functionalities worked as planned. The main limitation of this PoC was 

that the operator had to hold the mobile phone with the hands to do the maintenance. 

From a more qualitative and general preliminary evaluation, some operators stated 

that this creates a more symbiotic operation environment. It can provide more confi-

dence when they do the maintenance as they would be guided, warned, or aided by a 

correct and up to date maintenance information as machines are many and different. 

This may decrease their mental stress and perhaps decrease training time and costs. 

In the case of the particular manufacturer industry which the PoC was developed for, 

this could decrease enormously the need for the company’s employees to travel to cus-

tomers for maintenance support as the customers’ operators would be supported by the 

software. This means saving global maintenance and waiting times as well as costs 

from both sides when customers have problems in some equipment. 
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Fig. 4. Planned case, generating reports automatically 

4 Conclusions 

This article has presented a PoC implementation about how augmented softbots can be 

used as a viable approach to support the Resilient Operator 5.0 concept at shop floor.  

Three scenarios have been devised to evaluate the approach. The preliminary results 

confirmed its potential, in which the integration of a softbot with AR could help over-

coming some of the challenges operators used to face in maintenance activities on in-

dustrial equipment. This includes the possibility to do some maintenance via voice and 

AR without using their hands (although this was not implemented), and without being 

very expert on given industrial machines. For example, the conversation with the soft-

bot provided step-by-step instructions to the operator while showing the exact location 

of the actions for doing preventive maintenance. 

Solutions based on the proposed approach can be helpful to train operators, both 

experienced and beginners, decreasing training time and hence costs. Besides this, they 

decrease the enormous effort and mental stress of maintenance operators to keep very 

up to date about every different equipment as new products, versions, automation de-

vices, etc., are often introduced in the industry and so in the way maintenance is done. 

Modeling the diverse parts of a single equipment in a CAD system and dealing with 

the design itself and implementation of the AR application takes time and requires spe-

cialized people for doing that. For example, the implementation of this prototype (with 

all the parts being previously designed in a CAD system) took about 150 hours of work. 

Once deployed, and even having a good level of intuitiveness, solutions like that require 

training of operators in “using diverse tools” in their daily maintenance activities, which 

may be an additional point of stress. 

The main next steps of this research are twofold. Firstly, there is a need to make 

more tests with AR-related technologies and products in wider scenarios. Secondly, to 

add machine learning techniques in the softbot so that it can adapt its answers and ac-

tions according to operators’ experience as well as it can generate performance opera-

tion reports for identifying training needs. 
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