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A priori and a posteriori error estimates of a DG-CG method for the wave equation in second
order formulation

Z. Dong∗†, L. Mascotto‡§¶, Z. Wang∗†

Abstract

We establish fully-discrete a priori and semi-discrete in time a posteriori error estimates for
a discontinuous-continuous Galerkin discretization of the wave equation in second order for-
mulation; the resulting method is a Petrov-Galerkin scheme based on piecewise and piecewise
continuous polynomial in time test and trial spaces, respectively. Crucial tools in the a priori
analysis for the fully-discrete formulation are the design of suitable projection and interpola-
tion operators extending those used in the parabolic setting, and stability estimates based on
a nonstandard choice of the test function; a priori estimates are shown, which are measured in
L∞-type norms in time. For the semi-discrete in time formulation, we exhibit constant-free,
reliable a posteriori error estimates for the error measured in the L∞(L2) norm; to this aim,
we design a reconstruction operator into C1 piecewise polynomials over the time grid with
optimal approximation properties in terms of the polynomial degree distribution and the time
steps. Numerical examples illustrate the theoretical findings.

AMS subject classification: 65M50; 65M60; 65J10.

Keywords: wave equation; discontinuous Galerkin method; adaptive algorithm; a posteriori
error analysis.

1 Introduction

We establish fully-discrete a priori and semi-discrete in time a posteriori error estimates for a DG-
CG (discontinuous Galerkin - continuous Galerkin) method, see, e.g., [32], approximating solutions
to the wave equation in second order formulation, which are explicit in the spatial mesh size, the
time steps, and the polynomial degrees.

Formulation, a priori estimates, and minimal literature. The DG-CG method we are
interested in is based on a second order formulation of the wave equation. Compared to several
references where first order systems are considered [9,10,18,20], the dimension of the corresponding
discrete spaces is smaller.

The method lies in between a fully DG and a C1 schemes in time: it employs piecewise and
piecewise continuous polynomial in time and space; upwind terms involving first time derivatives
in time of the trial functions are included in the formulation. The polynomial degree in time of the
trial functions is larger by 1 than that for the test functions, leading to square systems for each
time interval, which are solved sequentially as a time marching scheme.

A key tool in deriving stability and a priori error estimates is the choice of an appropriate test
function. For instance, in [32], a higher order fully-discrete version of the test function in [3] is
used, leading to stability estimates in the L∞-type norms in time.
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A posteriori estimates and minimal literature. A posteriori error estimates are well estab-
lished for elliptic problems and a considerable amount of work is available for parabolic problems
as well; on the other hand, hyperbolic (and in particular wave) problems are less explored.

A posteriori error estimates for wave problems in second order formulation are studied in [1] and
later rigorously analysed in [4]; first order systems are instead the topic of [20,23,29]; a posteriori
error estimates measured in the L∞(L2) norm are investigated for different time stepping schemes
in [11, 12, 14]. A posteriori error estimates in other norms are instead investigated, among others,
in [6, 7].

Features of the DG-CG method. Compared to fully DG schemes in time, the DG-CG method
involves fewer unknowns; in view of the a posteriori error analysis for the semi-discrete in time
version, one can employ tools from the parabolic setting and deduce a posteriori bounds that are
fully explicit with respect to the polynomial degree.

On the other hand, compared to schemes with C1 in time trial functions, the DG-CG approach
seems to be more suited to allow for mesh changes in space [21]; we are not aware of works in the
literature with spatial mesh changes for C1 in time discretizations.

First main contribution of the manuscript. We modify the analysis in [32] so as to have
explicit dependence on the polynomial degree for the a priori analysis of the fully-discrete scheme.
We consider uniform polynomial degree in the spatial discretization and possibly nonuniform poly-
nomial degree in the time discretization. Static meshes in space are considered.

Our analysis hinges upon deriving stability estimates for the scheme, which are explicit in
the polynomial degrees; see Section 2.1. Based on such stability estimates and the properties of
an integrated Thomeé operator discussed in Section 2.2, a priori error estimates are proven in
Section 2.3. Convergence estimates are obtained in Section 2.4, which are explicit in the spatial
mesh size, the time steps, and the polynomial degrees. Optimal convergence for the error measured
with respect to L∞-type norms in time is shown for sufficiently regular solutions and data for fixed
polynomial degrees in time and space.

Second main contribution of the manuscript. For the semi-discrete in time method, we
design an error estimator satisfying a posteriori error estimates, with explicit dependence on the
polynomial degree distribution in time. The crucial tool in a posteriori error estimates for time-
dependent problems is the derivation of a reconstruction operator into smoother spaces. The
original idea in the context of parabolic problems traces back to Makridakis and Nochetto [22];
the corresponding p-version analysis is detailed in [27] and later [17]. We design a related operator
in the wave equation setting and derive p-optimal approximation estimates in several norms in
Section 3.2; such an operator is instrumental for designing an error estimator that is reliable for
the error measured in the L∞(L2) norm; see Section 3.3. The upper bound is explicit in the
polynomial degree distribution and the time steps, without unknown constants. Since the test and
trial test functions have different polynomial degrees in time, the a posteriori error bounds involve
extra oscillation terms compared to the parabolic setting.

To the best of our knowledge, we provide for the first time in the literature constant free,
reliable a posteriori error estimates for a semi-discrete in time method for the approximation of
solutions to the wave equation in second order formulation, which are explicit in the polynomial
degree distribution in time and optimal in the time steps. The proposed analysis does not hinge
upon any CFL condition, which is greatly advantageous for adaptivity whilst compared to methods
based on explicit time stepping; there, for each mesh refinement, one has to check whether the
resulting spatial mesh size is sufficiently small compared to the corresponding time step and the
polynomial degree [16]. This improvement is even more effective for wave problems involving higher
order spatial elliptic operators [24], where the CFL condition poses even stricter constraints on the
spatial mesh size.

List of the main results and advances. For the reader’s convenience, we list here the main
results of the manuscript ([APRI] = a priori analysis; [APOS] = a posteriori analysis):
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• [APRI] Theorem 2.1 is concerned with constant free stability estimates for the DG-CG
formulation, which are explicit with respect to the polynomial degrees in time and space
employed throughout;

• [APRI] Theorem 2.8 discusses a priori estimates that are explicit with respect to the spatial
mesh size, the time step distribution, the spatial polynomial degree, and the polynomial
degree distribution in time;

• [APOS] we define an error estimator η in (70) for the semi-discrete in time formulation;

• [APOS] corresponding reliability estimates with respect to the L∞(L2) norm of the error
are displayed in Proposition 3.6.

Functional setting. Standard notation is used throughout for Sobolev and Bochner spaces.
Let D be a Lipschitz domain in Rd, d = 1, 2, and 3, with boundary ∂D. The space of Lebesgue
measurable and square integrable functions over D is L2(D). The Sobolev space of positive integer
order s is Hs(D). We endow Hs(D) with the inner product, seminorm, and norm

(·, ·)s,D, |·|s,D, ∥·∥s,D.

Interpolation theory is used to construct Sobolev spaces of positive noninteger order; duality is
used to define negative order Sobolev spaces. We shall be particularly using the space H−1(D),
which is the dual of H1

0 (D); the duality pairing between the two spaces is ⟨·, ·⟩.
A trace theorem holds true for the space Hs(D), 1/2 < s < 3/2. In particular, given s in the

above range and g in Hs− 1
2 (Γg), being Γg any subset of ∂D with positive measure in ∂D, we define

Hs
g (D,Γg) := {v ∈ Hs(D,ΓD) | v|ΓD

= g}.

The space of polynomials of nonnegative degree p over D is Pp(D).
Given X a real Banach space with norm ∥·∥X , an interval I, and t larger than or equal to 1, we

define Lt(I;X ) as the Bochner space of measurable functions v from I to X such that the following
quantity is finite:

∥v∥Lt(I;X ) :=


(∫

I
∥v∥tX

) 1
t

dt for 1 ≤ t < ∞
ess supt∈I∥v∥X for t = ∞.

For s in N, the space Hs(I;X ) is the space of measurable functions v whose derivatives in time up
to order s belong to L2(I;X ). For any real number s larger than or equal to 0, the space Hs(I;X )
is constructed using interpolation of integer order Bochner spaces.

To avoid confusion, the seminorm symbol |·| is only used to denote spatial seminorms. Semi-
norms in time are rather displayed as L2 norms of a suitable time derivative. The first and second
derivative symbols are ·′ and ·′′; time derivatives of order s larger than 2 are displayed as ·(s).

The continuous problem. Let Ω be a polytopic, Lipschitz domain in Rd, d = 1, 2, 3; T a
positive final time; QT := (0, T ] × Ω the space–time cylinder; u0 in H1

0 (Ω); u1 in L2(Ω); f
in L2(0, T ;H−1(Ω)).

Given ∆x· and ∇x· the spatial Laplace and gradient operator, we consider the following prob-
lem: find u : QT → R such that 

u′′ −∆xu = f in QT

u(t, ·) = 0 on (0, T ]× ∂Ω

u(0, ·) = u0(·) on Ω

u′(0, ·) = u1(·) on Ω.

(1)

Introduce the spaces

X := H2(0, T ;H−1(Ω)) ∩ L2(0, T ;H1
0 (Ω)) ∩H1(0, T ;L2(Ω)), Y := L2(0, T ;H1

0 (Ω)),
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and the bilinear form on Y × Y
a(u, v) := (∇xu,∇xv)0,Ω.

We consider the following weak formulation of problem (1):
find u ∈ X such that∫ T

0
[⟨u′′, v⟩+ a(u, v)]dt =

∫ T

0
⟨f, v⟩dt ∀v ∈ Y

u(0, ·) = u0(·) in H1
0 (Ω), u′(0, ·) = u1(·) in L2(Ω).

(2)

Problem (1) is well posed; see, e.g., [25, Theorem 8.2-2]. To simplify the forthcoming analysis
(especially the a posteriori error analysis in Section 3), we assume that f belongs to L2(0, T ;L2(Ω)).

In [32], homogeneous Dirichlet and inhomogeneous Neumann boundary conditions are consid-
ered. This results in further complication in the analysis below. For this reason, we prefer to stick
to the setting in (2).

Spatial meshes, time grids, and polynomial degree distributions . We consider either
a simplicial or tensor-product conforming mesh Th of Ω and a corresponding H1-conforming La-
grangian finite element space Vh of uniform order px. We assume the existence of a constant γ
in (0, 1) such that each element of Th is star-shaped with respect to a ball of radius larger than
or equal to the diameter of that element; moreover, we assume quasi-uniformity of the mesh, i.e.,
given h1 and h2 the diameters of two arbitrary elements with h1 ≤ h2, one has h2 ≤ γh1.

1.
We further consider a decomposition 0 = t0 < t1 < · · · < tN = T of [0, T ] and introduce τn :=

tn − tn−1 for all n = 1, . . . , N . With each time interval In := (tn−1, tn], we associate a local
polynomial degree ptn; we collect such polynomial orders (in time) in the vector pt in NN

+ , and set
pt
n := ptn. For k in Z, pt + k is the vector of entries ptn + k.
For all n = 1, . . . , N , we set (v′)+(tn−1, ·) := v′|In(tn−1, ·) and (v′)−(tn−1, ·) := v′|In−1

(tn−1, ·);
for all v piecewise continuous in time, we set v+(tn−1, ·) := v|In(tn−1, ·) and v−(tn−1, ·) :=
v|In−1

(tn−1, ·).
We also define the tensor product space

Ppt
n
(In;Vh) := {vh,τ ∈ L2(In;Vh) | vh,τ = a(x)b(t), a ∈ Vh, b ∈ Ppt

n
(In)}.

Throughout we assume that

ptn ≥ 2 ∀n = 2, . . . , N.

The fully-discrete DG-CG method. Let u0,h and u1,h be discretizations of u0 and u1 in Vh.
For instance, we pick u0,h as the elliptic projection of u0 defined in display (21) below; u1,h as the
L2 projection of u1 onto Vh. Other variants are possible, but are omitted here.

We define

Xh,τ := u0,h + {uh,τ ∈ C0(0, T ;Vh) | uh,τ |In ∈ Ppt
n
(In;Vh) ∀n = 1, . . . , N}

and the upwind jump operator for the time derivative as

[[
u′
h,τ (tn−1)

]]
(·) =

{
u′
h,τ |I1(0, ·)− u1,h(·) if n = 1

u′
h,τ |In(tn−1, ·)− u′

h,τ |In−1
(tn−1, ·) if n = 2, . . . , N.

The DG-CG method, see, e.g., [32], reads as follows: find uh,τ in Xh,τ such that∫
In

[(u′′
h,τ , vh,τ )0,Ω + a(uh,τ , vh,τ )]dt+ (

[[
u′
h,τ

]]
(tn−1, ·), v+h,τ (tn−1, ·))0,Ω

= (f, vh,τ )L2(In;L2(Ω)) ∀vh,τ ∈ Ppt
n−1(In;Vh), ∀n = 1, . . . , N.

(3)

The initial condition u0,h is imposed strongly in Xh,τ ; the initial condition u1,h is imposed weakly
through the upwind term at the initial time.

1In the a priori analysis, the only place where quasi-uniformity is used in lieu of local quasi-uniformity is while
deriving estimates of the elliptic projector in the L2 norm; see displays (21) and (22) below
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Method (3) is solved time-slab by time-slab as a time marching scheme. Initial conditions on
each time slab are assigned taking the values of the solution at the final time of the previous slab
and upwinding the first time derivative.

The existence and uniqueness of a solution and the data of method (3) follow, e.g., assuming
sufficient smoothness of the solution to problem (2), showing stability estimates as those in The-
orem 2.1 below (which imply uniqueness), and using the fact that on each time slab the linear
system to solve is square (which entails that existence is equivalent to uniqueness).

The semi-discrete in time DG-CG method. Define the space

Xτ := u0 + {uτ ∈ C0(0, T ;H1
0 (Ω)) | uτ |In ∈ Ppt

n
(In;H

1
0 (Ω))}.

In Section 3 below, we prove constant free, reliable a posteriori error estimates for the time semi-
discrete in time version of (3). More precisely, we look for uτ in Xτ such that∫

In

[(u′′
τ , vτ )0,Ω + a(uτ , vτ )]dt+ ([[u′

τ ]] (tn−1, ·), v+τ (tn−1, ·))0,Ω = (f, vτ )L2(0,T ;L2(Ω))

∀vτ ∈ Ppt
n−1(In;H

1
0 (Ω)), ∀n = 1, . . . , N,

(4)

with u0 imposed strongly in Xτ and u1 imposed weakly through upwinding.
Let Π0

pt−1 denote the piecewise L2 projector onto Ppt
n−1(In;H

1
0 (Ω)) for all n = 1, . . . , N . We

can replace the right-hand side of (4) with the following expression:

(f, vτ )L2(In;L2(Ω)) = (Π0
pt−1f, vτ )L2(In;L2(Ω)) ∀n = 1, . . . , N. (5)

Structure of the remainder of the paper. We discuss stability and convergence estimates of
the fully-discrete method (3) in Section 2, which are explicit in the spatial mesh size, the time steps,
and the polynomial degrees. A posteriori error estimates for the semi-discrete in time method (4)
are derived in Section 3. We assess the numerical findings with numerical experiments in Section 4,
and draw some conclusions in Section 5.

2 A priori error analysis

This section is concerned with proving stability and a priori estimates for method (3): in Section 2.1,
we show stability estimates following the analysis in [32] by tracking the explicit dependence on
the polynomial degree distributions; in Section 2.2, we introduce and show the approximation
properties of an integrated Thomeé-type operator in terms of the spatial mesh size, the time
steps, and the polynomial degrees, which are instrumental in deriving abstract error estimates in
Section 2.3; standard polynomial approximation results yield convergence estimates in Section 2.4.

2.1 Constant free stability estimates

The stability of method (3) in certain norms is investigated in [32, Theorem 4.5]. The main idea
behind the derivation of stability estimates is to take a suitable test function, namely the L2

projection onto the correct test space of the time derivative of the discrete solution times a weight
mimicking an exponential function. The reason for this is that testing only with the time derivative
of the discrete solution would yield to stability estimates at the time grid point only, i.e., no global
stability estimates would be available; see [32, eq. (4.1)].

The constants in the stability estimates in [32], depend implicitly on the distribution pt of
polynomial degrees in time; for this reason, we revisit that proof so as to carry out an explicit
analysis in terms of the polynomial distribution in time.

To this aim, given a generic element g in the space Xh,τ , let m = m(g) so that Im is the interval
where ∥∥g′∥∥2

L∞(Im;L2(Ω))
+ |g|2L∞(Im;H1(Ω)) =

N
max
n=1

(∥∥g′∥∥2
L∞(In;L2(Ω))

+ |g|2L∞(In;H1(Ω))

)
, (6)

The index m depends on the choice of g. We also define

µn :=
1

1028(ptn)
2(2ptn + 1)

∀n = 1, . . . , N. (7)
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Theorem 2.1. Let uh,τ be the solution to (3) and f be the source term in (1). The following
stability estimate holds true:

µm

(∥∥u′
h,τ

∥∥2
L∞(Im;L2(Ω))

+ |uh,τ |2L∞(Im;H1(Ω))

)
+

1

4

m∑
n=1

∥∥[[u′
h,τ

]]
(tn−1, ·)

∥∥2
0,Ω

≤ 1

2

(
|uh,τ (0, ·)|21,Ω +

∥∥(u−
h,τ )

′(0, ·)
∥∥2
0,Ω

)
+

tm
µm

∥f∥2L2(0,tm;L2(Ω)).

(8)

Proof. Define

λn :=
1

4(2ptn + 1)τn
∀n = 1, . . . , N.

Let Π0
pt−1 denote the piecewise L2 projector onto Ppt

n−1(In;L
2(Ω)) and consider the following test

function already used in [32, Theorem 4.5]

vh,τ |In := Π0
pt−1([1− λn(t− tn−1)]u

′
h,τ ) ∀n = 1, . . . , N.

Picking vh,τ as above in (3) and proceeding as in the proof of [32, Theorem 4.5], more precisely
see [32, eq. (4.2)], yield, for all n = 1, . . . , N ,

(1− λnτn)
1

2

(
|uh,τ (tn, ·)|21,Ω +

∥∥(u−
h,τ )

′(tn, ·)
∥∥2
0,Ω

)
+

λn

2

(∥∥u′
h,τ

∥∥2
L2(In;L2(Ω))

+ |uh,τ |2L2(In;H1(Ω))

)
+

1

2

∥∥[[u′
h,τ

]]
(tn−1, ·)

∥∥2
0,Ω

≤ 1

2

(
|uh,τ (tn−1, ·)|21,Ω +

∥∥(u−
h,τ )

′(tn−1, ·)
∥∥2
0,Ω

)
+ (
[[
u′
h,τ

]]
(tn−1, ·), (u+

h,τ )
′(tn−1, ·)− v+h,τ (tn−1, ·))0,Ω +

∫
In

[1− λn(· − tn−1)](Π
0
pt−1f, u

′
h,τ )0,Ωdt.

We estimate the last two terms on the right-hand side separately: one involving the jump of the
first derivative at tn−1; the other involving the source term f .

As for the “jump” term, we invoke [32, Corollary 4.4] and the definition of λn, use standard
manipulations, and get

(
[[
u′
h,τ

]]
(tn−1, ·), (u+

h,τ )
′(tn−1, ·)− v+h,τ (tn−1, ·))0,Ω

≤
∥∥[[u′

h,τ

]]
(tn−1, ·)

∥∥
0,Ω

∥∥∥(u+
h,τ )

′(tn−1, ·)− v+h,τ (tn−1, ·)
∥∥∥
0,Ω

≤
∥∥[[u′

h,τ

]]
(tn−1, ·)

∥∥
0,Ω

λn

√
(2ptn + 1)τn

∥∥u′
h,τ

∥∥
L2(In;L2(Ω))

≤
√
(2ptn + 1)τnλn

(1
2

∥∥[[u′
h,τ

]]
(tn−1, ·)

∥∥2
0,Ω

+
λn

2

∥∥u′
h,τ

∥∥2
L2(In;L2(Ω))

)
=

1

2

(1
2

∥∥[[u′
h,τ

]]
(tn−1, ·)

∥∥2
0,Ω

+
λn

2

∥∥u′
h,τ

∥∥2
L2(In;L2(Ω))

)
∀n = 1, . . . , N.

As for the “source” term, we write∫
In

[1− λn(· − tn−1)](Π
0
pt−1f, u

′
h,τ )0,Ωdt ≤

∥∥Π0
pt−1f

∥∥
L1(In;L2(Ω))

∥∥u′
h,τ

∥∥
L∞(In;L2(Ω))

.

We combine the three displays above: for all n = 1, . . . , N ,

(1− λnτn)
1

2

(
|uh,τ (tn, ·)|21,Ω +

∥∥(u−
h,τ )

′(tn, ·)
∥∥2
0,Ω

)
+

λn

4

(∥∥u′
h,τ

∥∥2
L2(In;L2(Ω))

+ |uh,τ |2L2(In;H1(Ω))

)
+

1

4

∥∥[[u′
h,τ

]]
(tn−1, ·)

∥∥2
0,Ω

≤ 1

2

(
|uh,τ (tn−1, ·)|21,Ω +

∥∥(u−
h,τ )

′(tn−1, ·)
∥∥2
0,Ω

)
+
∥∥Π0

pt−1f
∥∥
L1(In;L2(Ω))

∥∥u′
h,τ

∥∥
L∞(In;L2(Ω))

.

Using that λnτn < 1/4, and 1− λnτn ≥ 0, we simplify this inequality:

λn

4

(∥∥u′
h,τ

∥∥2
L2(In;L2(Ω))

+ |uh,τ |2L2(In;H1(Ω))

)
+

1

4

∥∥[[u′
h,τ

]]
(tn−1, ·)

∥∥2
0,Ω

≤ 1

2

(
|uh,τ (tn−1, ·)|21,Ω +

∥∥(u−
h,τ )

′(tn−1, ·)
∥∥2
0,Ω

)
+
∥∥Π0

pt−1f
∥∥
L1(In;L2(Ω))

∥∥u′
h,τ

∥∥
L∞(In;L2(Ω))

.

(9)
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In [32, eq. (4.1)], a stability estimate is proven taking u′
h,τ as a test function, which gives, for all

n = 1, . . . , N ,

1

2

(
|uh,τ (tn−1, ·)|21,Ω +

∥∥∥(u−
h,τ )

′(tn−1, ·)
∥∥∥2
0,Ω

)
≤ 1

2

(
|uh,τ (0, ·)|21,Ω +

∥∥∥(u−
h,τ )

′(0, ·)
∥∥∥2
0,Ω

)
+
∥∥Π0

pt−1f
∥∥
L1(0,tn−1;L2(Ω))

(1
2

∥∥u′
h,τ

∥∥2
L∞(0,tn−1;L2(Ω))

+
1

2
|uh,τ |2L∞(0,tn−1;H1(Ω))

) 1
2

.

Inserting the bound

∥∥u′
h,τ

∥∥
L∞(In;L2(Ω))

≤
(∥∥u′

h,τ

∥∥2
L∞(In;L2(Ω))

+ |uh,τ |2L∞(In;H1(Ω))

) 1
2 ∀n = 1, . . . , N

in (9), selecting n to be m = m(uh,τ ) as in (6), and combining the two displays above give

λm

4

(∥∥u′
h,τ

∥∥2
L2(Im;L2(Ω))

+ |uh,τ |2L2(Im;H1(Ω))

)
+

1

4

m∑
n=1

∥∥[[u′
h,τ

]]
(tn−1, ·)

∥∥2
0,Ω

≤ 1

2

(
|uh,τ (0, ·)|21,Ω +

∥∥(u−
h,τ )

′(0, ·)
∥∥2
0,Ω

)
+ 2
( m∑

n=1

∥∥Π0
pt−1f

∥∥
L1(In;L2(Ω))

)(∥∥u′
h,τ

∥∥2
L∞(Im;L2(Ω))

+ |uh,τ |2L∞(Im;H1(Ω))

) 1
2
.

We recall the one dimensional L∞ to L2-norm polynomial inverse inequality in [28, eq. (3.6.4)]:

|uh,τ |2L∞(Im;H1(Ω)) ≤
32(ptm)2

τn
|uh,τ |2L2(Im;H1(Ω)).

We deduce

1

512(ptm)2(2ptm + 1)

(∥∥u′
h,τ

∥∥2
L∞(Im;L2(Ω))

+ |uh,τ |2L∞(Im;H1(Ω))

)
+

1

4

m∑
n=1

∥∥[[u′
h,τ

]]
(tn−1, ·)

∥∥2
0,Ω

≤ 1

2

(
|uh,τ (0, ·)|21,Ω +

∥∥(u−
h,τ )

′(0, ·)
∥∥2
0,Ω

)
+ 2
( m∑

n=1

∥∥Π0
pt−1f

∥∥
L1(In;L2(Ω))

)(∥∥u′
h,τ

∥∥2
L∞(Im;L2(Ω))

+ |uh,τ |2L∞(Im;H1(Ω))

) 1
2
.

Using Young’s inequality 2ab ≤ εa2 + b2

ε , with ε = 1028(ptm)2(2ptm + 1) = µ−1
m for the last term in

the above relation and the definition of µm in (7), we infer

µm

(∥∥u′
h,τ

∥∥2
L∞(Im;L2(Ω))

+ |uh,τ |2L∞(Im;H1(Ω))

)
+

1

4

m∑
n=1

∥∥[[u′
h,τ

]]
(tn−1, ·)

∥∥2
0,Ω

≤ 1

2

(
|uh,τ (0, ·)|21,Ω +

∥∥(u−
h,τ )

′(0, ·)
∥∥2
0,Ω

)
+

1

µm

( m∑
n=1

∥∥Π0
pt−1f

∥∥
L1(In;L2(Ω))

)2
.

The stability estimate (8) follows using the Hölder inequality, the stability of the L2 projector in
the L2(In) norm, and the ℓ2 Cauchy–Schwarz inequality in the last term on the right-hand side
above:

m∑
n=1

∥∥Π0
pt−1f

∥∥
L1(In;L2(Ω))

≤
m∑

n=1

τ
1
2
n ∥f∥L2(In;L2(Ω)) ≤ t

1
2
m∥f∥L2(0,tm;L2(Ω)). (10)

Remark 1. The norms appearing on the left-hand side of (8) are of the same sort of those in [32,
Theorem 4.5]. Instead, that on the right-hand side involving the source term f differs a bit: here,

we employ an L2(L2)-type norm weighted with t
1
2
m/µ

1
2
m, which scales exactly as the L1(L2) norm

used by Walkington. The reason for this change resides in inequality (10); by proceeding as in [32],
we would end up with further suboptimality by two orders in the polynomial degree due to the L1

stability of the L2 projector.
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2.2 An integrated Thomée-type operator

Given a Banach space X , we introduce an operator Ppt mapping C1(0, T ;X ) into the space of
piecewise polynomials with polynomial distribution pt over the time grid. This operator is the
integrated version of an operator in [30] in the framework of parabolic problems, see also [2], and
whose p-approximation properties are derived in [26].

The operator Ppt is piecewise defined fixing the following conditions: for all n = 1, . . . , N ,{
(w′ − Ppt(w)′, qpt

n−2)L2(In;X ) = 0 ∀n = 1, . . . , N, ∀qpt
n−2 ∈ Ppt

n−2(In;X );

Ppt(w)′(t−n , ·) = w′(tn, ·); Ppt(w)(tn−1, ·) = w(tn−1, ·) in X .

As shown in [32, Section 5.1], this operator is well defined and the above definition is equivalent to{
(w − Ppt(w), qptn−3)L2(In;X ) = 0 ∀n = 1, . . . , N, ∀qptn−3 ∈ Pptn−3(In;X ),

Ppt(w)′(t−n , ·) = w′(tn, ·), Ppt(w)(tn, ·) = w(tn, ·), Ppt(w)(tn−1, ·) = w(tn−1, ·) in X ,
(11)

where the orthogonality condition in the first line of (11) is not taken into account if ptn = 2.
The function Ppt(w) is globally continuous but not necessarily C1 in time and satisfies the

following property.

Lemma 2.2. For all u in H2(In;X ) and all qpt
n−1 in Ppt

n−1(In;X ), the following identity holds
true:

((u− Pptu)′′, qpt
n−1)L2(In,X ) = ([[(Pptu)′]] (tn−1, ·), qpt

n−1(tn−1, ·))X ∀n = 1, . . . , N. (12)

Proof. We have

((u− Pptu)′′, qptn−1)L2(In,X )

= −((u− Pptu)′, q′ptn−1)L2(In,X ) + ((u− Pptu)′(tn, ·), qptn−1(tn, ·))X
− ((u− Pptu)′(tn−1, ·), qptn−1(tn−1, ·))X

(11)
= −((u− Pptu)′(tn−1, ·), qptn−1(tn−1, ·))X

(11)
= (

[[
(Pptu)′

]]
(tn−1, ·), qptn−1(tn−1, ·))X ,

which is the assertion.

The scope of this section is showing the approximation properties of Ppt . We recall the prop-

erties of the original Thomée operator [30]. Introduce P̃pt mapping C0(0, T ;X ) into the space of
piecewise polynomials with degree distribution pt over the time grid (in particular, discontinuous

functions in time). The operator P̃pt is defined fixing the following conditions:{
(w − P̃pt(w), qpt

n−1)L2(In;X ) = 0 ∀n = 1, . . . , N, ∀qpt
n−1 ∈ Ppt

n−1(In;X );

P̃pt(w)(t−n , ·) = w(tn, ·) in X .
(13)

The following approximation results can be found in [26, Lemmas 3.6–3.8, Theorem 3.10] and [5,
Lemma 3.3].

Lemma 2.3. Let P̃pt be the operator in (13). Then, for all w in Hs+1(In;X ) with s ≥ 0, the
following inequalities hold true for all n = 1, . . . , N :∥∥∥w − P̃ptw

∥∥∥
L2(In;X )

≲
∥∥w −Π0

ptw
∥∥
L2(In;X )

+
τn
ptn

∥∥w′∥∥
L2(In;X )

, (14a)∥∥∥w − P̃ptw
∥∥∥
L2(In;X )

≲ inf
qptn

∈Pptn
(In;X )

(∥∥w − qptn

∥∥
L2(In;X )

+
τn
ptn

∥∥(w − qptn)
′∥∥

L2(In;X )

)

≲

(
τn
ptn

)min(s,ptn)+1 ∥∥∥w(s+1)
∥∥∥
L2(In;X )

,

(14b)

∥∥∥P̃ptw
∥∥∥
L2(In;X )

≲ ∥w∥L2(In;X ) +
τn
ptn

∥∥w′∥∥
L2(In;X )

, (14c)

∥∥∥(w − P̃ptw)(tn−1, ·)
∥∥∥
X

≲

(
τn
ptn

) 1
2

inf
qptn

∈Pptn
(In;X )

∥∥(w − qptn)
′∥∥

L2(In;X )

≲

(
τn
ptn

)min(s,ptn)+ 1
2 ∥∥∥w(s+1)

∥∥∥
L2(In;X )

.

(14d)

8



On the reference interval Î = [−1, 1] 2, the bounds in Lemma 2.3 are a consequence of the
properties of the Legendre polynomials, the identity

(w − P̃ptw)(t, ·) = (w −Π0
ptw)(t, ·) + (w −Π0

ptw)(1, ·)Lp(t) in X , (15)

and sharp estimates for the second term on the right-hand side of (15).

The operators Ppt and P̃pt in (11) and (13) are related by the following identity: for all t in In,

Ppt(w)(t, ·) =
∫ t

tn−1

(P̃pt−1(w
′))(s, ·) ds+ w(tn−1, ·) in X ∀n = 1, . . . , N. (16)

Combining (16) with Lemma 2.3, and using [26, Theorem 3.10], we get the following result.

Lemma 2.4. Let Ppt be the operator in (11). Then, for all w in Hs+1(In;X ) with s ≥ 1, the
following inequalities hold true for all n = 1, . . . , N :

∥(w − Pptw)′∥L2(In;X ) ≲
∥∥w′ −Π0

pt−1w
′∥∥

L2(In;X )
+

τn
ptn

∥w′′∥L2(In;X ), (17a)

∥(w − Pptw)′∥L2(In;X ) ≲ inf
qptn

∈Pptn
(In;X )

(∥∥(w − qpt
n
)′
∥∥
L2(In;X )

+
τn
ptn

∥∥(w − qpt
n
)′′
∥∥
L2(In;X )

)

≲

(
τn
ptn

)min(s,pt
n) ∥∥∥w(s+1)

∥∥∥
L2(In;X )

,

(17b)

∥(Pptw)′∥L2(In;X ) ≲ ∥w′∥L2(In;X ) +
τn
ptn

∥w′′∥L2(In;X ). (17c)

Proof. Inequality (17a) follows from (14a) and (16). Inequality (17c) follows from (14c) and (16).
Inequality (17b) follows from (17c), the triangle inequality, and the fact that Ppt preserves poly-
nomials of degree ptn in time for all n = 1, . . . , N .

We derive bounds for the operator Ppt in L2-type norms. To this aim, we introduce the
piecewise H1 projector Π1

pt−1 onto polynomials in time as follows:{
((w −Π1

pt−1w)
′, q′pt

n−1)0,In = 0 ∀w ∈ H1(In;X ), qpt
n−1 ∈ Ppt

n−1(In;X );

(w −Π1
pt−1w)(tn−1, ·) = 0 in X ∀n = 1, . . . , N.

(18)

On the other hand, the operator Π0
pt−1 denotes the piecewise L2 projector onto polynomials in

time.
Some properties of the operator Ppt are detailed in the next result.

Proposition 2.5. Let Ppt and Π1
pt−1 be the operators in (11) and (18). Then, the following

inequality holds true: for all w in Hs+1(In;X ) with s ≥ 1

∥w − Pptw∥L2(In;X ) ≲
∥∥w −Π1

ptw
∥∥
L2(In;X )

+
τ2n

(ptn)
2
∥w′′∥L2(In;X ) ∀n = 1, . . . , N. (19)

Since Ppt preserves polynomials in time of order ptn, we also have

∥∥w − Pptw
∥∥
L2(In;X )

≲ inf
qptn

∈Pptn
(In;X )

( τn
ptn

∥∥(w − qptn)
′∥∥

L2(In;X )
+

τ2
n

(ptn)2
∥∥(w − qptn)

′′∥∥
L2(In;X )

)
≲

(
τn
ptn

)min(s,ptn)+1 ∥∥∥w(s+1)
∥∥∥
L2(In;X )

∀n = 1, . . . , N.

(20)

Proof. We prove the assertion on the reference interval Î = (−1, 1); the general bound follows from
a scaling argument.

2With an abuse of notation, we use the same notation for the operators on the reference interval.
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Identity (15) implies

(w − Pptw)′(t, ·) (16)
= (w′ − P̃pt−1(w

′))(t, ·) = (w′ −Π0
pt−1w

′)(t, ·) + (w′ −Π0
pt−1w

′)(1, ·)Lptn−1(t) in X .

Since (w − Pptw)(−1, ·) = 0, an integration by parts gives

(w − Pptw)(t, ·) =
∫ t

−1

(w − Pptw)′(s, ·)ds

=

∫ t

−1

(w′ −Π0
pt−1w

′)(s, ·)ds+ (w′ −Π0
pt−1w

′)(1, ·)
∫ t

−1

Lpt
n−1(s)ds =: T1 + T2.

We estimate the two terms on the right-hand side separately. The properties of the L2 and H1

projectors imply Π0
pt−1w

′ = (Π1
ptw)′. Therefore, recalling from (18) that w(−1, ·) = Π1

ptw(−1, ·),
we write

T1 =

∫ t

−1

(w′ − (Π1
ptw)′)(s, ·)ds = (w −Π1

ptw)(t, ·) in X .

This identity leads to the estimate on the first term on the right-hand side of (19).
As for the term T2, we expand w′ with respect to Legendre polynomials:

w′(t, ·) =
+∞∑
j=0

w′
j(·)Lj(t) in X , w′

j ∈ X .

Standard properties of the L2 projector imply

T2 =

 +∞∑
j=pt

n

w′
j(·)

∫ t

−1

Lpt
n−1(s)ds in X .

From [26, eq. (3.5)], we have∣∣∣∣∣∣
+∞∑
j=pt

n

w′
j(·)

∣∣∣∣∣∣ ≲ (ptn)
− 1

2 ∥w′′(·)∥0,Î in X .

Using that
∫ t

−1
Lpt

n−1(s)ds = (2ptn − 1)−1(Lpt
n
− Lpt

n−2) and
∥∥Lpt

n

∥∥
0,Î

≈ (ptn)
− 1

2 yields∥∥∥∥∫ ·

−1

Lpt
n−1(s)ds

∥∥∥∥
0,Î

≲ (ptn)
−1
(∥∥Lpt

n

∥∥
0,Î

+
∥∥Lpt

n−2

∥∥
0,Î

)
≲ (ptn)

− 3
2 .

Collecting the two displays above implies

T2 ≲ (ptn)
−2∥w′′(·)∥0,Î in X .

This concludes the proof of (19). As for (20), we add and subtract qpt
n
, employ (20), note that Ppt

piecewise preserves piecewise polynomials of degree ptn in time, and use the properties of the
projector Π1

pt as in [28, Corollary 3.15].

2.3 Abstract error analysis

Let ΠE
h : H1

0 (Ω) → Vh denote the elliptic projector defined as

a(u−ΠE
hu, vh) = 0 ∀vh ∈ Vh. (21)

We have the following stability estimate for the elliptic projector ΠE
h in (21), which is a consequence

of the Aubin-Nitsche technique: for any nonnegative s larger than or equal to 1, and possibly equal
to ∞, there exists α in (0, 1] depending on Ω such that∥∥ΠE

hv
∥∥
Ls(In;L2(Ω))

≲ ∥v∥Ls(In;L2(Ω)) +
hα

pαx
|v|Ls(In;H1(Ω)) ∀n = 1, . . . , N. (22)
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Estimate (22) holds true under the assumption of quasi-uniformity of the sequence of spatial
meshes. This is the only occasion in the manuscript where local quasi-uniformity cannot be used.

Recall that Ppt is given in (11) and let

ũh,τ = PptΠE
hu.

We analyze a priori estimates of the following error quantity, which we spit into two contributions:

eh,τ = u− uh,τ = (u− ũh,τ ) + (ũh,τ − uh,τ ) =: ρ+ ξh,τ . (23)

We show an upper bound on a suitable norm of the two terms on the right-hand side of (23). We
begin discussing the term ξh,τ .

Lemma 2.6. Consider m = m(ξh,τ ), µm, and ξh,τ as in (6), (7), and (23). Let u and uh,τ be the
solutions to (2) and (3). Assume that ∆xu and u′′ belong to H2(In;L

2(Ω)) and L2(In;H
1
0 (Ω)) for

all n = 1, . . . ,m. Recall that their initial conditions are u0 and u1, and u0,h and u1,h, respectively.
Then, the following estimate holds true:

µm

(∥∥ξ′h,τ∥∥2L∞(Im;L2(Ω))
+ |ξh,τ |2L∞(Im;H1(Ω))

)
+

m∑
n=1

∥∥[[ξ′h,τ ]] (tn−1, ·)
∥∥2
0,Ω

≲ |(u0 − u0,h)(·)|21,Ω + ∥(u1 − u1,h)(·)∥20,Ω + ∥u1(·)− (Pptu)′(0, ·)∥20,Ω
+
∥∥(Ppt(I −ΠE

h)u)
′(0, ·)

∥∥2
0,Ω

+
tm
µm

( m∑
n=1

∥(I − Ppt)∆xu∥2L2(In;L2(Ω)) +

m∑
n=1

∥∥(I −ΠE
h)u

′′∥∥2
L2(In;L2(Ω))

)
.

The hidden constant is independent of tn, T , h, px, and ptn for any n = 1, . . . ,m.

Proof. Let eh,τ be as in (23). Subtracting (2) and (3), for all n = 1, . . . , N , we arrive at∫
In

[(e′′h,τ , vh,τ )0,Ω+a(eh,τ , vh,τ )]dt+(
[[
e′h,τ

]]
(tn−1, ·), vh,τ (tn−1, ·))0,Ω = 0 ∀vh,τ ∈ Ppt

n−1(In;Vh).

Splitting (23) yields∫
In

[(ξ′′h,τ , vh,τ )0,Ω + a(ξh,τ , vh,τ )]dt+
( [[

ξ′h,τ

]]
(tn−1, ·), vh,τ (tn−1, ·)

)
0,Ω

= −
∫
In

(ρ′′, vh,τ )0,Ωdt−
∫
In

a(ρ, vh,τ )dt− (
[[
ρ′
]]
(tn−1, ·), vh,τ (tn−1, ·))0,Ω ∀vh,τ ∈ Pptn−1(In;Vh).

(24)

We rewrite the right-hand side of (24) as (fξh,τ
, vτ )L2(0,T ;L2(Ω)), i.e., as the right-hand side of

method (3), for a suitable fξh,τ
, which we fix in (27), so as to exploit the stability estimates (8)

and deduce the assertion.
We focus on the second term on the right-hand side of (24). Using the fact that Ppt and ΠE

h

commute, definition (21) of ΠE
h, the fact that Ppt preserves polynomials in time, and an integration

by parts, we arrive at∫
In

a(ρ, vh,τ )dt =

∫
In

a((I − PptΠE
h)u, vh,τ )dt

=

∫
In

a((I − Ppt)u, vh,τ )dt = −(∆x(I − Ppt)u, vh,τ )L2(In;L2(Ω)).

(25)

As for the first and third terms on the right-hand side of (24), we use the continuity in time of u′

and (12), and get

(ρ′′, vh,τ )L2(In;L2(Ω)) +
( [[

ρ′
]]
(tn−1, ·), vh,τ (tn−1, ·)

)
0,Ω

= (u′′, vh,τ )L2(In;L2(Ω)) +
( [[

u′]] (tn−1, ·), vh,τ (tn−1, ·)
)
0,Ω

− ((PptΠE
hu)

′′, vh,τ )L2(In;L2(Ω)) −
( [[

(PptΠE
hu)

′
]]
(tn−1, ·), vh,τ (tn−1, ·)

)
0,Ω

= (u′′, vh,τ )L2(In;L2(Ω)) − ((PptΠE
hu)

′′, vh,τ )L2(In;L2(Ω)) −
( [[

(PptΠE
hu)

′
]]
(tn−1, ·), vh,τ (tn−1, ·)

)
0,Ω

(12)
= (u′′, vh,τ )L2(In;L2(Ω)) − ((ΠE

hu)
′′, vh,τ )L2(In;L2(Ω)).
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For all n = 1, . . . N , we deduce

[(ρ′′, vh,τ )L2(In;L2(Ω)) + ([[ρ′]] (tn−1, ·), vh,τ (tn−1, ·))0,Ω = ((I −ΠE
h)u

′′, vh,τ )L2(In;L2(Ω)). (26)

We insert (25) and (26) in (24) and arrive at∫
In

[(ξ′′h,τ , vh,τ )0,Ω + a(ξh,τ , vh,τ )]dt+ (
[[
ξ′h,τ

]]
(tn−1, ·), vh,τ (tn−1, ·))0,Ω

= ((I − Ppt)∆xu, vh,τ )L2(In;L2(Ω)) − ((I −ΠE
h)u

′′, vh,τ )L2(In;L2(Ω))

= ((I − Ppt)∆xu− (I −ΠE
h)u

′′, vh,τ )L2(In;L2(Ω)) ∀vh,τ ∈ Ppt
n−1(In;Vh), ∀n = 1, . . . N.

In words, ξh,τ is the solution to method (3) with right-hand side given by (fξh,τ
, vτ )L2(0,T ;L2(Ω))

with
fξh,τ

:= (I − Ppt)∆xu− (I −ΠE
h)u

′′. (27)

We are now in a position to apply the discrete stability estimates (8). Let m = m(ξh,τ ) be defined
in (6) and get

µm

(∥∥ξ′h,τ∥∥2L∞(Im;L2(Ω))
+ |ξh,τ |2L∞(Im;H1(Ω))

)
+

1

4

m∑
n=1

∥[[ξh,τ ]] (tn, ·)∥20,Ω

≤ 1

2

(
|ξh,τ (0, ·)|21,Ω +

∥∥∥(ξ−h,τ )′(0, ·)∥∥∥2
0,Ω

)
+

tm
µm

∥∥fξh,τ

∥∥2
L2(0,tm;L2(Ω))

=: T1 + T2.

We estimate the two terms on the right-hand side. The triangle inequality implies

T1 ≤ 1

2

(
|ξh,τ (0, ·)|21,Ω +

∥∥∥(ξ−h,τ )′(0, ·)∥∥∥2
0,Ω

)
=

1

2
[T1,1 + T1,2].

Using (11) and the stability of the elliptic projection ΠE
h, we deduce

T1,1 = |ξh,τ (0, ·)|21,Ω =
∣∣uh,τ (0, ·)−ΠE

hu(0, ·)
∣∣2
1,Ω

≤ |(u0 − u0,h)(·)|21,Ω.

We further have

T1,2 =
∥∥(ξ−h,τ )′(0, ·)∥∥20,Ω =

∥∥∥(u−
h,τ )

′(0, ·)− (PptΠE
hu)

′(0, ·)
∥∥∥2
0,Ω

=
∥∥∥u1,h(·)− (PptΠE

hu)
′(0, ·)

∥∥∥2
0,Ω

≤ 2∥(u1 − u1,h)(·)∥20,Ω + 2
∥∥∥u1(·)− (PptΠE

hu)
′(0, ·)

∥∥∥2
0,Ω

≤ 2∥(u1 − u1,h)(·)∥20,Ω + 4
∥∥u1(·)− (Pptu)′(0, ·)

∥∥2
0,Ω

+ 4
∥∥∥(Ppt(I −ΠE

h)u)
′(0, ·)

∥∥∥2
0,Ω

.

Next, we deal with the term T2:

T2 =
tm
µm

∥∥fξh,τ

∥∥2
L2(0,tm;L2(Ω))

=:
tm
µm

m∑
n=1

∥∥∥(I − Ppt)∆xu− (I −ΠE
h)u

′′
∥∥∥2
L2(In;L2(Ω))

:=
tm
µm

m∑
n=1

T2,n.

We have
T2,n ≤ 2∥(I − Ppt)∆xu∥2L2(In;L2(Ω)) + 2

∥∥(I −ΠE
h)u

′′∥∥2
L2(In;L2(Ω))

.

Collecting the bounds on T1 and T2 yields the assertion.

We deduce an abstract convergence result. Introduce k in 1, . . . , N such that(∥∥e′h,τ∥∥2L∞(Ik;L2(Ω))
+ |eh,τ |2L∞(Ik;H1(Ω))

)
:=

N
max
n=1

(∥∥e′h,τ∥∥2L∞(In;L2(Ω))
+ |eh,τ |2L∞(In;H1(Ω))

)
.

(28)
The index k is defined similarly to the index m in (6). However, on the one hand, with k we
maximize positive functionals in Bochner spaces and not in space–time finite element spaces; on
the other hand, using a different nomenclature of the indices allows us to improve the readability
of the estimates in Theorems 2.7 and 2.8 below.
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Theorem 2.7. Consider m = m(ξh,τ ), µm, k, and ξh,τ and ρ as in (6), (7), (28), and (23). Let u
and uh,τ be the solutions to (2) and (3). Assume that ∆xu and u′′ belong to H2(In;L

2(Ω)) and
L2(In;H

1
0 (Ω)) for all n = 1, . . . ,m, respectively. Recall that their initial conditions are u0 and u1,

and u0,h and u1,h, respectively. Then, the following estimate holds true:

N
max
n=1

(∥∥e′h,τ∥∥2L∞(In;L2(Ω))
+ |eh,τ |2L∞(In;H1(Ω))

)
≲

1

µm

(
|(u0 − u0,h)(·)|21,Ω

+ ∥(u1 − u1,h)(·)∥20,Ω + ∥u1(·)− (Pptu)′(0, ·)∥20,Ω +
∥∥(Ppt(I −ΠE

h)u)
′(0, ·)

∥∥2
0,Ω

)
+

tm
µ2
m

m∑
n=1

∥(I − Ppt)∆xu∥2L2(In;L2(Ω)) +
tm
µ2
m

m∑
n=1

∥∥(I −ΠE
h)u

′′∥∥2
L2(In;L2(Ω))

+ ∥ρ′∥2L∞(Ik;L2(Ω)) + |ρ|2L∞(Ik;H1(Ω)) =:

8∑
j=1

2jג .

(29)

Proof. Using the triangle inequality and the definition of m = m(ξh,τ ) in (6), we deduce

N
max
n=1

(∥∥e′h,τ∥∥2L∞(In;L2(Ω))
+ |eh,τ |2L∞(In;H1(Ω))

)
≤ 2

(
∥ρ′∥2L∞(Ik;L2(Ω)) + |ρ|2L∞(Ik;H1(Ω))

)
+ 2

(∥∥ξ′h,τ∥∥2L∞(Ik;L2(Ω))
+ |ξh,τ |2L∞(Ik;H1(Ω))

)
≤ 2

(
∥ρ′∥2L∞(Ik;L2(Ω)) + |ρ|2L∞(Ik;H1(Ω))

)
+ 2

(∥∥ξ′h,τ∥∥2L∞(Im;L2(Ω))
+ |ξh,τ |2L∞(Im;H1(Ω))

)
.

The assertion follows using Lemma 2.6.

2.4 Convergence estimates

For m = m(ξh,τ ) and µm as in (6) and (7), we derive convergence estimates for method (3), which
are explicit in the spatial mesh size, the time steps, and the polynomial degrees in space and time,
with respect to the norm

N
max
n=1

(
∥·′∥2L∞(In;L2(Ω)) + |·|2L∞(In;H1(Ω))

)
. (30)

To this aim, we give explicit bounds on the terms jג , j = 1, . . . , 8, appearing on the right-hand
side of (29), and collect the resulting estimates in the following result.

Theorem 2.8. Let u and uh,τ be the solutions to (2) and (3), and eh,τ be as in (23); u0, u1,
and u be sufficiently smooth; m = m(ξh,τ ), µm, and k be as in (6), (7), and (28); α be the elliptic
regularity parameter as in (22). Then, the following a priori estimate holds true:

N
max
n=1

(∥∥∥e′h,τ∥∥∥2
L∞(In;L2(Ω))

+
∣∣eh,τ ∣∣2L∞(In;H1(Ω))

)
≲

1

µm

(
h2min (px+1,s− 1

2
)

p2s−1
x

∥u0(·)∥2s+ 1
2
,Ω

+
h2min (px+1,s− 1

2
)

p2s−1
x

∥u1(·)∥2s− 1
2
,Ω

+

(
τ1

pt1

)2min(pt1,s)−1 ∥∥∥u(s+1)
∥∥∥2
L2(I1,L2(Ω))

+

(
τ1

pt1

)
h2min(px+1,s−1)−2(1−α)

p
2s−2−2(1−α)
x

∥∥u′′∥∥2
L2(I1;Hs−1(Ω))

+
h2min(px+1,s− 1

2
)−2(1−α)

p
2s−1−2(1−α)
x

∥u1(·)∥2s− 1
2
,Ω

)

+
tm

µ2
m

m∑
n=1

(
τn

ptn

)2min(s−1,ptn+1) ∥∥∥∆xu
(s−1)

∥∥∥2
L2(In;L2(Ω))

+
tm

µ2
m

m∑
n=1

h2min(px+1,s−1)−2(1−α)

p
2s−2−2(1−α)
x

∥∥u′′∥∥2
L2(In;Hs−1(Ω))

+

(
h2min(s,ptk)+2τk

(ptk)
2s+2

(
1 +

h−2+2α

p−2+2α
x

)(
τ−1
k

∥∥u′∥∥2
L∞(Ik;H

s+1(Ω))

)
+

τ
2min(s,ptk)−1

k

(ptk)
2min(s,pt

k
)−2

(∥∥∥u(s+1)
∥∥∥2
L2(Ik;L

2(Ω))
+

h2α−2

p2αx
h2
∥∥∥u(s+1)

∥∥∥2
L2(Ik;H

1(Ω))

)
+

h2min(px,s)τ−1
k

p2sx

(
τk∥u∥L∞(Ik;H

s+1(Ω))2
)
+

(
τk

ptk

)2min(s,ptk+1)−1 ∥∥∥u(s)
∥∥∥2
L2(Ik,H

1(Ω))

 .
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Proof. Estimates on .1ג We recall that u0,h is the elliptic projection of u0 as in (21) onto Vh.
Standard polynomial approximation estimates imply

µm21ג = |(u0 − u0,h)(·)|21,Ω ≲
h2min (px+1,s− 1

2 )

p2s−1
x

∥u0(·)∥2s+ 1
2 ,Ω

. (31)

Estimates on .2ג We recall that u1,h is the L2 projection of u1 onto Vh. Standard polynomial
approximation estimates imply

µm22ג = ∥(u1 − u1,h)(·)∥20,Ω ≲
h2min (px+1,s− 1

2 )

p2s−1
x

∥u1(·)∥2s− 1
2 ,Ω

. (32)

Estimates on .3ג Using identity (16) and the approximation estimate (14d), we infer

µm23ג =
∥∥(u− Pptu)′(0, ·)

∥∥2
0,Ω

=
∥∥∥(u′ − P̃pt−1u

′)(0, ·)
∥∥∥2
0,Ω

≲

(
τ1

pt1

)2min(pt1,s)−1 ∥∥∥u(s+1)
∥∥∥2
L2(I1,L2(Ω))

. (33)

Estimates on .4ג Using the triangle inequality, we have

µm24ג =
∥∥∥(Ppt (I −ΠE

h)u)
′(0, ·)

∥∥∥2
0,Ω

≤ 2
∥∥∥((I − Ppt )(I −ΠE

h)u)
′(0, ·)

∥∥∥2
0,Ω

+ 2
∥∥∥(I −ΠE

h)u
′(0, ·)

∥∥∥2
0,Ω

=: 24,1ג + .24,2ג

Following the proof of the bound on 23ג we get the following bound on :24,1ג

24,1ג
(14d)

≲

(
τ1
pt1

)∥∥(I −ΠE
h)u

′′∥∥2
L2(I1;L2(Ω))

≲

(
τ1
pt1

)
inf

qpx∈L2(I1;Vh)

(
∥u′′ − qpx∥

2

L2(I1;L2(Ω)) +
∥∥ΠE

h(u
′′ − qpx)

∥∥2
L2(I1;L2(Ω))

)
(22)

≲

(
τ1
pt1

)
inf

qpx∈L2(I1;Vh)

(
∥u′′ − qpx∥

2

L2(I1;L2(Ω)) +
h2α

p2αx
|u′′ − qpx |

2

L2(I1;H1(Ω))

)
≲

(
τ1
pt1

)(
h2min(px+1,s−1)

p
2(s−1)
x

∥u′′∥2L2(I1;Hs−1(Ω)) +
h2α

p2αx

h2min(px+1,s−1)−2

p
2(s−1)−2
x

∥u′′∥2L2(I1;Hs−1(Ω))

)

≲

(
τ1
pt1

)
h2min(px+1,s−1)−2(1−α)

p
2s−2−2(1−α)
x

∥u′′∥2L2(I1;Hs−1(Ω)).

As for the term ,4,2ג we proceed similarly:

24,2ג =
∥∥∥(I −ΠE

h)u1(·)
∥∥∥2
0,Ω

≲ inf
qpx∈L2(I1;Vh)

(
∥(u1 − qpx)(·)∥

2
0,Ω +

∥∥∥ΠE
h(u1 − qpx)(·)

∥∥∥2
0,Ω

)
(22)

≲

(
h2min(px+1,s− 1

2
)

p2s−1
x

∥u1(·)∥2s− 1
2
,Ω +

h2α

p2αx

h2min(px+1,s− 1
2
)−2

p2s−3
x

∥u1(·)∥2s− 1
2
,Ω

)

≲
h2min(px+1,s− 1

2
)−2(1−α)

p
2s−1−2(1−α)
x

∥u1(·)∥2s− 1
2
,Ω.

Collecting the two displays above gives

µm24ג ≲

(
τ1
pt1

)
h2min(px+1,s−1)−2(1−α)

p
2s−2−2(1−α)
x

∥∥u′′∥∥2
L2(I1;Hs−1(Ω))

+
h2min(px+1,s− 1

2
)−2(1−α)

p
2s−1−2(1−α)
x

∥u1(·)∥2s− 1
2
,Ω. (34)

Estimates on .5ג Using Proposition 2.5, we get

25ג =
tm
µ2
m

m∑
n=1

∥∥(I − Ppt)∆xu
∥∥2
L2(In;L2(Ω))

≲
tm
µ2
m

m∑
n=1

(
τn
ptn

)2min(s−1,ptn+1) ∥∥∥∆xu
(s−1)

∥∥∥2
L2(In;L2(Ω))

. (35)
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Estimates on .6ג Using (22) and the fact that ΠE
h preserves spatial polynomials of degree px, we

get

26ג =
tm
µ2
m

m∑
n=1

∥∥∥(I −ΠE
h)u

′′
∥∥∥2
L2(In;L2(Ω))

≲
tm
µ2
m

m∑
n=1

inf
qpx∈L2(In;Vh)

(∥∥u′′ − qpx
∥∥2
L2(In;L2(Ω))

+
∥∥∥ΠE

h(u
′′ − qpx)

∥∥∥2
L2(In;L2(Ω))

)

≲
tm
µ2
m

m∑
n=1

inf
qpx∈L2(In;Vh)

(∥∥u′′ − qpx
∥∥2
L2(In;L2(Ω))

+
h2α

p2αx

∣∣u′′ − qpx
∣∣2
L2(In;H1(Ω))

)

≲
tm
µ2
m

m∑
n=1

(
h2min(px+1,s−1)

p
2(s−1)
x

∥∥u′′∥∥2
L2(In;Hs−1(Ω))

+
h2α

p2αx

h2min(px+1,s−1)−2

p
2(s−1)−2
x

∥∥u′′∥∥2
L2(In;Hs−1(Ω))

)

≲
tm
µ2
m

m∑
n=1

h2min(px+1,s−1)−2(1−α)

p
2s−2−2(1−α)
x

∥∥u′′∥∥2
L2(In;Hs−1(Ω))

.

(36)

Estimates on .7ג Using (22) and the definition of ρ in (23) gives

27ג =
∥∥ρ′∥∥2

L∞(Ik;L
2(Ω))

=
∥∥∥(u− PptΠE

hu)
′
∥∥∥2
L∞(Ik;L

2(Ω))

≲
(∥∥∥(u−ΠE

hu)
′
∥∥∥2
L∞(Ik;L

2(Ω))
+
∥∥(u− Pptu)′

∥∥2
L∞(Ik;L

2(Ω))
+

(
h

px

)2α ∣∣(u− Pptu)′
∣∣2
L∞(Ik;H

1(Ω))

)
.

(37)

First, we focus on the first term on the right-hand side: for any qpx in W 1,∞(Ik;Vh),∥∥(u−ΠE
hu)

′∥∥2
L∞(Ik;L2(Ω))

≲ ∥(u− qpx)
′∥2L∞(Ik;L2(Ω)) +

∥∥ΠE
h(u− qpx)

′∥∥2
L∞(Ik;L2(Ω))

(22)

≲ ∥(u− qpx)
′∥2L∞(Ik;L2(Ω)) +

h2α

p2α
|(u− qpx)

′|2L∞(Ik;H1(Ω))

≲
h2min(s,pt

k)+2τk
(ptk)

2s+2

(
τ−1
k ∥u′∥2L∞(Ik;Hs+1(Ω))

)
+

h2min(s,pt
k)+2ατk

(ptk)
2s+2α

(
τ−1
k ∥u′∥2L∞(Ik;Hs+1(Ω))

)
=

h2min(s,pt
k)+2τk

(ptk)
2s+2

(
1 +

h−2+2α

p−2+2α
x

)(
τ−1
k ∥u′∥2L∞(Ik;Hs+1(Ω))

)
.

Next, we deal with the second term in the parenthesis on the right-hand side: using a polynomial
inverse inequality as in [28, eq. (3.6.4)], for any qpt

k
in Ppt

k
(Ik;L

2(Ω)),

∥(u− Pptu)′∥2L∞(Ik;L2(Ω)) ≲
∥∥(u− qpt

n
)′
∥∥2
L∞(Ik;L2(Ω))

+
∥∥∥P ′

pt(u− qpt
k
)
∥∥∥2
L∞(Ik;L2(Ω))

≲
∥∥∥(u− qpt

k
)′
∥∥∥2
L∞(Ik;L2(Ω))

+
(ptk)

2

τk

∥∥∥P ′
pt(u− qpt

k
)
∥∥∥2
L2(Ik;L2(Ω))

(17c)

≲
∥∥∥(u− qpt

k
)′
∥∥∥2
L∞(Ik;L2(Ω))

+
(ptk)

2

τk

∥∥∥(u− qpt
k
)′
∥∥∥2
L2(Ik;L2(Ω))

+ τk

∥∥∥(u− qpt
k
)′′
∥∥∥2
L2(Ik;L2(Ω))

.

Standard polynomial approximation properties in 1D give∥∥∥(u− qpt
k
)′
∥∥∥2
L∞(Ik;L2(Ω))

≲
τ
2min(s,pt

k)−1
k

(ptk)
2min(s,pt

k)−1

∥∥∥u(s+1)
∥∥∥2
L2(Ik;L2(Ω))

,

(ptk)
2

τk

∥∥∥(u− qpt
k
)′
∥∥∥2
L2(Ik;L2(Ω))

≲
τ
2min(s,pt

k)−1
k

(ptk)
2min(s,pt

k)−2

∥∥∥u(s+1)
∥∥∥2
L2(Ik;L2(Ω))

,

and

τk

∥∥∥(u− qpt
k
)′′
∥∥∥2
L2(Ik;L2(Ω))

≲
τ
2min(s,pt

k)−1
k

(ptk)
2min(s,pt

k)−2

∥∥∥u(s+1)
∥∥∥2
L2(Ik;L2(Ω))

.

We collect the four displays above and get

∥(u− Pptu)′∥2L∞(Ik;L2(Ω)) ≲
τ
2min(s,pt

k)−1
k

(ptk)
2min(s,pt

k)−2

∥∥∥u(s+1)
∥∥∥2
L2(Ik;L2(Ω))

.
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We proceed similarly for the third term on the right-hand side of (37):(
h

px

)2α

|(u− Pptu)′|2L∞(Ik;H1(Ω)) ≲

(
h

px

)2α
τ
2min(s,pt

k)−1
k

(ptk)
2min(s,pt

k)−2

∥∥∥u(s+1)
∥∥∥2
L2(Ik;H1(Ω))

=
h2α−2

p2αx

τ
2min(s,pt

k)−1
k

(ptk)
2min(s,pt

k)−2
h2
∥∥∥u(s+1)

∥∥∥2
L2(Ik;H1(Ω))

.

Recalling (7), we arrive at

27ג ≲

[
h2min(s,pt

k)+2τk
(ptk)

2s+2

(
1 +

h−2+2α

p−2+2α
x

)
τ−1
k ∥u∥2W 1,∞(Ik;Hs+1(Ω))

+
τ
2min(s,pt

k)−1
k

(ptk)
2min(s,pt

k)−2

(∥∥∥u(s+1)
∥∥∥2
L2(Ik;L2(Ω))

+
h2α−2

p2αx
h2
∥∥∥u(s+1)

∥∥∥2
L2(Ik;H1(Ω))

)]
.

(38)

Estimates on .8ג Using the stability of the elliptic projector ΠE
h in H1(Ω) and the 1D Sobolev

embedding in [19, eq. (1.3)], we write

28ג = |ρ|2L∞(Ik;H1(Ω)) =
∣∣u− PptΠE

hu
∣∣2
L∞(Ik;H1(Ω))

≲
(∣∣u−ΠE

hu
∣∣2
L∞(Ik;H1(Ω))

+
∣∣ΠE

h(Id− Ppt)u
∣∣2
L∞(Ik;H1(Ω))

)
≤
(∣∣u−ΠE

hu
∣∣2
L∞(Ik;H1(Ω))

+ |u− Pptu|2L∞(Ik;H1(Ω))

)
≤
(∣∣u−ΠE

hu
∣∣2
L∞(Ik;H1(Ω))

+ |u− Pptu|L2(Ik;H1(Ω))|(u− Pptu)′|L2(Ik;H1(Ω))

)
.

(39)

As for the first term on the right-hand side, polynomial approximation properties (in space) give

∣∣u−ΠE
hu
∣∣2
L∞(Ik;H1(Ω))

≤ |u− qpx |
2
L∞(Ik;H1(Ω)) ≲

h2min(px,s)τ−1
k

p2sx

(
τk∥u∥2L∞(Ik;Hs+1(Ω))

)
.

As for the second term on the right-hand side of (39), we use (20) and (17b), and obtain

|u− Pptu|L2(Ik;H1(Ω))|(u− Pptu)′|L2(Ik;H1(Ω)) ≲

(
τk
ptk

)2min(s,pt
k+1)−1 ∥∥∥u(s)

∥∥∥2
L2(Ik,H1(Ω))

.

Combining the above displays and recalling (7) entail

28ג ≲

(
h2min(px,s)τ−1

k

p2sx

(
τk∥u∥2L∞(Ik;H

s+1(Ω))

)
+

(
τk
ptk

)2min(s,ptk+1)−1 ∥∥∥u(s)
∥∥∥2
L2(Ik,H

1(Ω))

)
. (40)

Convergence estimates. The assertion follows combining (31), (32), (33), (34), (35), (36), (38),
and (40).

The a priori estimates in Theorem 2.8 can be simplified under the assumption of elliptic reg-
ularity, i.e., assuming the parameter α in (22) to be 1 (this happens for instance if Ω is convex);
under more regularity on the solution; requiring the isotropy of the spatial and time meshes; fixing
the polynomial degrees in space and time (in what follows, p denotes the polynomial degree of the
scheme).

Notably, the next result contains two estimates: the first one holds true for smooth exact
solutions and the rate in the time step has optimal order p; the second one holds true for exact
solutions with finite total Sobolev regularity indices s smaller than or equal to p and is optimal in
terms of the Sobolev scaling.

Corollary 2.9. Let u and uh,τ be the solutions to (2) and (3), and eh,τ be as in (23). We assume
that the initial conditions u0 and u1 in (2) and u are smooth in the sense s is larger than or
equal to ptn + 2 on each In for all n = 1, . . . , N . Assume that the parameter α in (22) is equal
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to 1, i.e., elliptic regularity holds for the domain Ω. Let τn = τ for all n = 1, . . . , N , and choose
h = O(τ). For given p in N, we further demand that px = p and ptn = p for all n = 1, . . . , N .
Recall that m = m(ξh,τ ) is defined in (6). Then, the following a priori error estimate is valid:

N
max
n=1

(∥∥e′h,τ∥∥2L∞(In;L2(Ω))
+ |eh,τ |2L∞(In;H1(Ω))

) 1
2

≲ τp.

On the other hand, if s is smaller than or equal to p, then the following a priori error estimate is
valid:

N
max
n=1

(∥∥e′h,τ∥∥2L∞(In;L2(Ω))
+ |eh,τ |2L∞(In;H1(Ω))

) 1
2

≲ τs−
1
2 . (41)

Proof. The proof boils down to using Theorem 2.8 and note that, for the estimates of the terms 3ג
and 7ג in (29), we can use∥∥∥u(p+1)

∥∥∥
L2(Ik;L2(Ω))

≤ τ
1
2

k

∥∥∥u(p+1)
∥∥∥
L∞(Ik;L2(Ω))

.

All other jג terms, j = 1, 2, 4, 5, 6, 8, already gave O(τp) rates.

Remark 2. The error measure in (30) does not involve the jumps at the time nodes of the first
time derivative. Some comments about this feature are in order.

• Lemma 2.6 involves an error measure containing the sum of jump terms up tom, m = m(ξh,τ )
as in (6); a modification of the proofs of Theorems 2.7 and 2.8 would lead to estimates for
norms of the error containing jumps, but only up to the time node tm and leading to an
optimal convergence rate O(τp−

1
2 ), which is however suboptimal for the first term in the

error measure (30).

• Walkington’s strategy [32] involves the use of a special test function, leading to errors mea-
sured in L∞-type norms in time. Such norms are different from L2-type norms in time,
which are typically obtained by testing with “more standard” functions and typically come
together with jumps at the time nodes.

• Optimal convergence for a norm involving jumps in our setting may be derived by using
stability estimates obtained by using the test function vh,τ = u′

h,τ . This is shown, for
instance, in [32, eq. (4.1)] and would give an optimal rate of convergence for the jump terms.

• Even though we did not prove convergence rates for the jumps on the theoretical level, in
Section 4 below, we shall investigate their practical behaviour.

3 A posteriori error estimates for the semi-discrete in time
method

This section is concerned with introducing an error estimator for the semi-discrete in time method (4),
and prove constant free, reliable a posteriori estimates for the error measured in the L∞(L2) norm
under extra assumptions discussed in Section 3.1. In Section 3.2, we introduce a novel reconstruc-
tion operator and exhibit its approximation properties, which are instrumental in the a posteriori
error estimates given in Section 3.3.

3.1 Data assumptions

Throughout, we make the following assumption, which is instrumental in deriving the a posteriori
error estimates: for u and uτ solutions to (2) to (4),

∆xu ∈ L2(0, T ;L2(Ω)) (which implies ∆xuτ belongs to L2(0, T ;L2(Ω))). (42)
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As detailed in Proposition 3.1 below, sufficient conditions such that (42) holds true are:

the spatial domain Ω is convex;

u0 and u1 belong to H2(Ω) ∩H1
0 (Ω) and H1

0 (Ω);

the right-hand side f belongs to H1(0, T ;L2(Ω)).

(43)

Additional comments on this point are given in Remark 4 below. We now discuss why (43)
implies (42).

Proposition 3.1. Under assumption (43), then, the solution u to (2) is such that

u ∈ L∞(0, T ;H2(Ω)) ∩W 1,∞(0, T ;H1
0 (Ω)) ∩W 2,∞(0, T ;L2(Ω)) ∩W 3,∞(0, T ;H−1(Ω)).

In particular, property (42) holds true.

Proof. A proof for domains with sufficiently smooth boundary can be found in [8, Theorem 5,
Chapter 7.2] and is based on the Faedo-Galerkin technique, based on taking the limits of expan-
sions into eigenfunctions. In turns, the regularity in space only depends on the regularity of the
eigenfunctions of ∆x, which on convex domains (43) is H2(Ω); see, e.g., [15].

3.2 A reconstruction operator

In view of deriving a posteriori error estimates in Section 3.3 below, we discuss here the properties
of a generalization of the reconstruction operator introduced in [22] for parabolic problems; see
also [17,27] for a proof of p-approximation properties of the operator in [22].

Given a Banach space X and vτ in C0(0, T ;X ) with vτ |In in Ppt
n
(In;X ) and (v−τ )

′(0, ·) is an
element in X , let Rpt+1 be piecewise defined for all n = 1, . . . , N as{

((Rpt+1vτ )
′′, qptn−1)L2(In;X ) = (v′′τ , qptn−1)L2(In;X ) + ([[v′τ ]] (tn−1, ·), qptn−1(tn−1, ·))X

Rpt+1vτ (tn−1, ·) = vτ (tn−1, ·), (Rpt+1vτ )
′(tn−1, ·) = (v−τ )′(tn−1, ·) in X ∀qptn−1 ∈ Pptn−1(In;X ).

(44)

The corresponding operator for parabolic problems also allows for spatial mesh changes, see,
e.g., [13], a topic that is still open for the wave equation in second order formulation and that we
shall investigate in the future.

We begin by proving the following property of Rpt+1uτ .

Proposition 3.2. The function Rpt+1vτ is a C1 piecewise polynomial in time reconstruction of
a C0 piecewise polynomial in time.

Proof. The assertion follows using the last condition in (44) and proving that

(Rpt+1vτ )
′(tn, ·) = (v−τ )

′(tn, ·), Rpt+1vτ (tn, ·) = vτ (tn, ·) in X . (45)

Proving the first identity in (45). Taking qpt
n−1 = cX to be fixed in X below and independent

of time in the first line of (44) for all n = 1, . . . , N , and integrating by parts on both sides lead to

((Rpt+1vτ )
′(tn, ·)− (Rpt+1vτ )

′(tn−1, ·), cX)X

= ((v−τ )
′(tn, ·)− (v+τ )

′(tn−1, ·) + (v+τ )
′(tn−1, ·)︸ ︷︷ ︸

=0

−(v−τ )
′(tn−1, ·), cX)X .

Using that (Rpt+1vτ )
′(tn−1, ·) = (v−τ )

′(tn−1, ·) in X and taking cX equal to (Rpt+1vτ )
′(tn, ·) −

(v−τ )
′(tn, ·), we deduce the first identity in (45).

Proving the second identity in (45). We take qpt
n−1 = (t− tn−1)c̃X with c̃X to be fixed in X

below and independent of time in the first condition of (44) for all n = 1, . . . , N , integrate by
parts, and get

((Rpt+1vτ )
′(tn, ·), τnc̃X)X − ((Rpt+1vτ )

′, c̃X)L2(In;X ) = ((v−τ )′(tn, ·), τnc̃X)X − (v′τ , c̃X)L2(In;X ).

Using (Rpt+1vτ )
′(tn, ·) = (v−τ )

′(tn, ·) entails

((Rpt+1vτ )
′, c̃X)L2(In;X ) = (v′τ , c̃X)L2(In;X ).

18



Integrating by parts again gives

(Rpt+1vτ (tn, ·)−Rpt+1vτ (tn−1, ·), c̃X)X = (vτ (tn, ·)− vτ (tn−1, ·), c̃X)X .

Using that Rpt+1vτ (tn−1, ·) = vτ (tn−1, ·) in X , which is the first initial condition in (44), and
choosing c̃X equal to Rpt+1vτ (tn, ·)− vτ (tn, ·) yield the second identity in (45).

We have additional properties on the operator Rpt+1.

Lemma 3.3. Consider a Banach space X and vτ in C0(0, T ;X ) with vτ |In in Ppt
n
(In;X ). For

all n = 1, . . . , N , the following identities hold true:

∥(vτ −Rpt+1vτ )
′∥2L2(In;X ) = τnc1(p

t
n)

2∥[[v′τ ]] (tn−1, ·)∥
2
X , (46a)

∥(vτ −Rpt+1vτ )
′∥2L∞(In;X ) = ∥[[v′τ ]] (tn−1, ·)∥

2
X , (46b)

∥vτ −Rpt+1vτ∥2L2(In;X ) ≤ τ3nc2(p
t
n)

2∥[[v′τ ]] (tn−1, ·)∥
2
X , (46c)

where

c1(p
t
n)

2 :=
ptn

(2ptn − 1)(2ptn + 1)
, c1(p

t
n) ≈ (ptn)

− 1
2 , (47a)

c2(p
t
n)

2 :=

{
1
4

pt
n

(pt
n−2)(pt

n−1)(2pt
n−1)(2pt

n+1) if ptn ≥ 3,
2

15π2 if ptn = 2,
c2(p

t
n) ≈ (ptn)

− 3
2 . (47b)

Proof. Identity (46a) is proven in [27, Theorem 2]. Identity (46b) is essentially proven in [17,
Lemma 1]. As for inequality (46c), we first observe that definition (44), an integration by parts,
the first identity in (45), and the smoothness of Rpt+1vτ imply, for all n = 1, . . . , n,

− (
[[
v′τ
]]
(tn−1, ·), qptn−1(tn−1, ·))X

(44)
= ((vτ −Rpt+1vτ )

′′, qptn−1)L2(In;X )

(IBP)
= −((vτ −Rpt+1vτ )

′, q′ptn−1)L2(In;X )

+ ((vτ −Rpt+1vτ )
′(tn, ·), qptn−1(tn, ·))X − ((vτ −Rpt+1vτ )

′(tn−1, ·), qptn−1(tn−1, ·))X
(45)
= −((vτ −Rpt+1vτ )

′, q′ptn−1)L2(In;X ) − (
[[
v′τ
]]
(tn−1, ·), qptn−1(tn−1, ·))X ∀qptn−1 ∈ Pptn−1(In;X ).

Proving (46c) for ptn larger than 2. A further integration by parts and the smoothness of vτ
and Rpt+1vτ at the endpoints of each In entail

(vτ −Rpt+1vτ , q
′′
pt
n−1)L2(In;X ) = 0 ∀qpt

n−1 ∈ Ppt
n−1(In;X ). (48)

For all t in In, we pick

qpt
n−1(t, ·) :=

∫ t

tn−1

∫ s

tn−1

Π0
pt−3(vτ −Rpt+1vτ )(r, ·)dr ds in X

and deduce
(vτ −Rpt+1vτ ,Π

0
pt−3(vτ −Rpt+1vτ ))L2(In;X ) = 0. (49)

Using [28, Theorem 3.11] entails∥∥(I −Π0
pt−3)(vτ −Rpt+1vτ )

∥∥
L2(In;X )

≤ 1

2

τn√
(ptn − 2)(ptn − 1)

∥(vτ −Rpt+1vτ )
′∥L2(In;X ). (50)

Approximation properties as in [28, Theorem 3.11] imply

∥vτ −Rpt+1vτ∥2L2(In;X ) = (vτ −Rpt+1vτ , vτ −Rpt+1vτ )L2(In;X )

(49)
= (vτ −Rpt+1vτ , (I −Π0

pt−3)(vτ −Rpt+1vτ ))L2(In;X )

(50)

≤ 1

2

τn√
(ptn − 2)(ptn − 1)

∥vτ −Rpt+1vτ∥L2(In;X )∥(vτ −Rpt+1vτ )
′∥L2(In;X ).
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The first line in inequality (46c) follows recalling identity (46a).
Proving (46c) for ptn equal to 2. The last display above modifies as follows: the 1D Poincaré
inequality in time implies

∥vτ −Rpt+1vτ∥2L2(In;X ) ≤
τ2n
π2

∥(vτ −Rpt+1vτ )
′∥2L2(In;X ).

The second line in inequality (46c) follows recalling identity (46a) with ptn = 2.

3.3 An error estimator for the semi-discrete in time method

We construct a computable error estimator and prove constant free, reliable a posteriori error
estimates. We introduce

v(t, ·) =
∫ ξ

t

(u−Rpt+1uτ )(s, ·)ds in X , (51)

with ξ in Im, 1 ≤ m ≤ N . The function v belongs to C1(0, T ;L2(Ω)). In definition (44), we set

(Rpt+1uτ )
′(0, ·) = u1(·) in L2(Ω). (52)

We pick ξ in (51) such that

∥(u−Rpt+1uτ )(ξ, ·)∥0,Ω = ∥u−Rpt+1uτ∥L∞(0,T ;L2(Ω)) with ξ ∈ Im. (53)

We state an auxiliary technical result.

Lemma 3.4. Given v and ξ as in (51) and (53), the following estimates hold true:

inf
qptn

∈Pptn
(In;L2(Ω))

∥∥v − qpt
n

∥∥
L∞(In;L2(Ω))

≤ τn
π
c3(p

t
n)∥v′∥L∞(In;L2(Ω)), (54a)

∥v∥L∞(tm−1,ξ;L2(Ω)) ≤ τm∥v′∥L∞(tm−1,ξ;L2(Ω)), (54b)

where we have set, also for future convenience,

c3(p
t
n) :=

{√
π if ptn = 0, 1, 2
1

pt
n−2 if ptn ≥ 3,

c3(p
t
n) ≈ (ptn)

−1. (55)

Proof. Inequality (54a) in the case ptn larger than 2 is the Bochner version of [31, Theorem 7.2]
up to a scaling argument. Inequality (54a) in the case ptn equal to 0, 1, and 2 follows from [19, eq.
(1.3)] and the 1D Poincaré inequality in time. Inequality (54b) follows from the Cauchy-Schwarz
inequality, the definition of v in (51), and the fact that v(ξ, ·) = 0 and |ξ − tm−1| ≤ τm.

Proposition 3.5. Let assumption (43) hold true, which implies (42). Consider u and uτ the
solutions of (2) and (4), and Rpt+1 the operator in (11). Given v, ξ and m, c2(p

t
n), and c3(p

t
n)

as in (51), (53), (47b), and (55), we have∥∥u−Rpt+1uτ

∥∥
L∞(0,T ;L2(Ω))

≤ 2

((m−1∑
n=1

τn
π
c3(p

t
n − 1)

∥∥f −Π0
pt−1f

∥∥
L1(In;L2(Ω))

+ τm
∥∥f −Π0

pt−1f
∥∥
L1(Im;L2(Ω))

)
+
(m−1∑

n=1

τn
π
c3(p

t
n − 1)

∥∥∆x(uτ −Π0
pt−1uτ )

∥∥
L1(In;L2(Ω))

+ τm
∥∥∆x(uτ −Π0

pt−1uτ )
∥∥
L1(Im;L2(Ω))

)
+
(m−1∑

n=1

τ3
n

π
c2(p

t
n)c4(p

t
n − 3)

∥∥[[∆xu
′
τ

]]
(tn−1, ·)

∥∥
L2(Ω)

+ τ3
mc2(p

t
m)
∥∥[[∆xu

′
τ

]]
(tm−1, ·)

∥∥
L2(Ω)

))
,

(56)

with c4(p
t
n − 3) defined as

c4(p
t
n − 3) :=

{
π |tm−tn−1|

τn
if ptn = 2

c3(p
t
n − 3) if ptn ≥ 3.

(57)
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Proof. Let Rpt+1 be the reconstruction operator in (44). Using (4), we have the identity

((Rpt+1uτ )
′′, vτ )L2(In;L2(Ω)) − ⟨∆xuτ , vτ ⟩ = ⟨f, vτ ⟩ ∀vτ ∈ Ppt

n−1(In;H
1
0 (Ω)) ∀n = 1, . . . , N.

Recall the time semi-discrete right-hand side in (5). Due to (42), for all n = 1, . . . , N , we have the
following identity in L2(Ω) inside each time interval:

(Rpt+1uτ )
′′ −Π0

pt−1∆xuτ = Π0
pt−1f. (58)

Using ∆xΠ
0
pt−1uτ = Π0

pt−1∆xuτ , and subtracting (58) to (1), we get the following identity

in L2(In;L
2(Ω)):

(u−Rpt+1uτ )
′′ −∆x(u−Rpt+1uτ ) = (f −Π0

pt−1f) + ∆x(Rpt+1uτ −Π0
pt−1uτ ). (59)

Next, we derive an error equation testing (59) with a particular function mimicking that proposed
in [3, eq. (3.7)], i.e., the function in (51). It is immediate to check

−v′(t, ·) = (u−Rpt+1uτ )(t, ·) (60)

and
v(ξ, ·) = 0. (61)

Multiplying (59) with the function in (51), integrating in space, and integrating by parts, we arrive
at the following identity in L2(0, T ):

((u−Rpt+1uτ )
′′, v)0,Ω + a(u−Rpt+1uτ , v)

= (f −Π0
pt−1f, v)0,Ω + (∆x(Rpt+1uτ −Π0

pt−1uτ ), v)0,Ω.

Using (60), we readily deduce the following identity in L2(0, T ):

((u−Rpt+1uτ )
′′, v)0,Ω − a(v′, v) = (f −Π0

pt−1f, v)0,Ω + (∆x(Rpt+1uτ −Π0
pt−1uτ ), v)0,Ω.

The following trivial but crucial identity holds true: given sufficiently smooth functions ℵ and ℶ,
we have

(ℵ′′,ℶ)0,Ω = (ℵ′,ℶ)′0,Ω − (ℵ′,ℶ′)0,Ω in L2(0, T ).

This identity and (60) imply

((u−Rpt+1uτ )
′, v)′0,Ω + ((u−Rpt+1uτ )

′, u−Rpt+1uτ )0,Ω − a(v′, v)

= (f −Π0
pt−1f, v)0,Ω + (∆x(Rpt+1uτ −Π0

pt−1uτ ), v)0,Ω in L2(0, T ).

Equivalently, we write

((u−Rpt+1uτ )
′, v)′0,Ω +

1

2
(∥u−Rpt+1uτ∥20,Ω)

′ − 1

2
a(v, v)′

= (f −Π0
pt−1f, v)0,Ω + (∆x(Rpt+1uτ −Π0

pt−1uτ ), v)0,Ω in L2(0, T ).

We integrate in time over (0, ξ), ξ as in the choice of the test function in (51). We arrive at

1

2
∥(u−Rpt+1uτ )(ξ, ·)∥20,Ω − 1

2
a(v(ξ, ·), v(ξ, ·)) = 1

2
∥(u−Rpt+1uτ )(0, ·)∥20,Ω − 1

2
a(v(0, ·), v(0, ·))

+

∫ ξ

0

(
(f −Π0

pt−1f, v)0,Ω + (∆x(Rpt+1uτ −Π0
pt−1uτ ), v)0,Ω − ((u−Rpt+1uτ )

′, v)′0,Ω
)
dt.

Using (44) and (52), we have (u−Rpt+1uτ )
′(0, ·) = 0, whence we write

−
∫ ξ

0

((u−Rpt+1uτ )
′, v)′0,Ωdt

= −((u−Rpt+1uτ )
′(ξ, ·), v(ξ, ·))0,Ω + ((u−Rpt+1uτ )

′(0, ·), v(0, ·))0,Ω
(61)
= ((u−Rpt+1uτ )

′(0, ·), v(0, ·))0,Ω = 0.

21



Combining the two above displays again with (61), adding and subtracting uτ in the last term on
the right-hand side, and using that (u−Rpt+1uτ )(0, ·) = 0 yield

1

2
∥(u−Rpt+1uτ )(ξ, ·)∥20,Ω +

1

2
a(v(0, ·), v(0, ·))

=

∫ ξ

0

(
(f −Π0

pt−1f, v)0,Ω + (∆x(uτ −Π0
pt−1uτ ), v)0,Ω + (∆x(Rpt+1uτ − uτ ), v)0,Ω

)
dt.

Let qpt
n−1 and qpt

n−3 realize (54a) of degree ptn − 1 and ptn − 3 (with qpt
n−3 = 0 for ptn = 2),

respectively. Using the properties of Π0
pt−1, the orthogonal property (48), and the choice of ξ

in (53) (including the fact that ξ lies in the time interval Im), we end up with

1

2

∥∥u−Rpt+1uτ

∥∥2
L∞(0,T ;L2(Ω))

+
1

2
a(v(0, ·), v(0, ·))

≤
m−1∑
n=1

∫
In

(f −Π0
pt−1f, v − qptn−1)0,Ωdt+

∫ ξ

tm−1

(f −Π0
pt−1f, v)0,Ωdt

+

m−1∑
n=1

∫
In

(∆x(uτ −Π0
pt−1uτ ), v − qptn−1)0,Ωdt+

∫ ξ

tm−1

(∆x(uτ −Π0
pt−1uτ ), v)0,Ωdt

+

m−1∑
n=1

∫
In

(∆x(Rpt+1uτ − uτ ), v − qptn−3)0,Ωdt+

∫ ξ

tm−1

(∆x(Rpt+1uτ − uτ ), v)0,Ωdt =

6∑
i=1

Ti.

(62)

As for the the term T1, we use Hölder’s inequality, inequality (54a) (with constant c3(p
t
n−1)), and

the fact that ∥v′∥L∞(In;L2(Ω)) is smaller than ∥v′∥L∞(0,T ;L2(Ω)), and end up with

T1 ≤
m−1∑
n=1

∥∥f −Π0
pt−1f

∥∥
L1(In;L2(Ω))

∥∥v − qpt
n−1

∥∥
L∞(In;L2(Ω))

≤
m−1∑
n=1

τn
π
c3(p

t
n − 1)

∥∥f −Π0
pt−1f

∥∥
L1(In;L2(Ω))

∥v′∥L∞(In;L2(Ω))

≤
(m−1∑

n=1

τn
π
c3(p

t
n − 1)

∥∥f −Π0
pt−1f

∥∥
L1(In;L2(Ω))

)
∥v′∥L∞(0,T ;L2(Ω)).

(63)

Similarly, using (54b) and the fact that ∥v′∥L∞(tm−1,ξ;L2(Ω)) is smaller than ∥v′∥L∞(0,T ;L2(Ω)), we
also infer the following bound on the term T2:

T2 ≤
∥∥f −Π0

pt−1f
∥∥
L1(tm−1,ξ;L2(Ω))

∥v∥L∞(tm−1,ξ;L2(Ω))

≤ τm
∥∥f −Π0

pt−1f
∥∥
L1(In;L2(Ω))

∥v′∥L∞(tm−1,ξ;L2(Ω))

≤ τm
∥∥f −Π0

pt−1f
∥∥
L1(Im;L2(Ω))

∥v′∥L∞(0,T ;L2(Ω)).

(64)

Next, we bound the term T3 using again (54a) with constant c3(p
t
n − 1):

T3 ≤
m−1∑
n=1

∥∥∆x(uτ −Π0
pt−1uτ )

∥∥
L1(In;L2(Ω))

∥∥v − qpt
n−1

∥∥
L∞(In;L2(Ω))

≤
m−1∑
n=1

τn
π
c3(p

t
n − 1)

∥∥∆x(uτ −Π0
pt−1uτ )

∥∥
L1(In;L2(Ω))

∥v′∥L∞(In;L2(Ω))

≤
(m−1∑

n=1

τn
π
c3(p

t
n − 1)

∥∥∆x(uτ −Π0
pt−1uτ )

∥∥
L1(In;L2(Ω))

)
∥v′∥L∞(0,T ;L2(Ω)).

(65)

We bound the term T4 based on (54b) and proceeding as in the bound of T3:

T4 ≤
∥∥∆x(uτ −Π0

pt−1uτ )
∥∥
L1(tm−1,ξ;L2(Ω))

∥v∥L∞(tm−1,ξ;L2(Ω))

≤ τm
∥∥∆x(uτ −Π0

pt−1uτ )
∥∥
L1(tm−1,ξ;L2(Ω))

∥v′∥L∞(tm−1,ξ;L2(Ω))

= τm
∥∥∆x(uτ −Π0

pt−1uτ )
∥∥
L1(Im;L2(Ω))

∥v′∥L∞(0,T ;L2(Ω)).

(66)
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Using estimates (54a) with constant c3(p
t
n − 3) and (46c) with constant c2(p

t
n), we show an upper

bound on the term T5 for ptn ≥ 3:

T5 ≤
m−1∑
n=1

τ
1
2
n ∥∆x(Rpt+1uτ − uτ )∥L2(In;L2(Ω))

∥∥v − qpt
n−3

∥∥
L∞(In;L2(Ω))

≤
m−1∑
n=1

τ
3
2
n

π
c3(p

t
n − 3)∥∆x(Rpt+1uτ − uτ )∥L2(In;L2(Ω))∥v

′∥L∞(In;L2(Ω))

≤

(
m−1∑
n=1

τ3n
π
c2(p

t
n)c3(p

t
n − 3)∥[[∆xu

′
τ ]] (tn−1, ·)∥L2(Ω)

)
∥v′∥L∞(0,T ;L2(Ω)).

(67)

For ptn = 2, using the definition of v and ξ in (51) and (53), and the fact that |ξ − tn−1| is larger
than |ξ − tn|, we have

∥v∥L∞(In;L2(Ω)) ≤ |ξ − tn−1|∥v′∥L∞(In;L2(Ω)) ≤ |tm − tn−1|∥v′∥L∞(In;L2(Ω)).

Using the definition of c4(p
t
n − 3) in (57), we have the following bound on the term T5 for all ptn

larger than or equal to 2:

T5 ≤
m−1∑
n=1

τ
1
2
n ∥∆x(Rpt+1uτ − uτ )∥L2(In;L2(Ω))∥v∥L∞(In;L2(Ω))

≤
m−1∑
n=1

|tm − tn−1|τ
1
2
n ∥∆x(Rpt+1uτ − uτ )∥L2(In;L2(Ω))∥v

′∥L∞(In;L2(Ω))

≤

(
m−1∑
n=1

|tm − tn−1|τ2nc2(ptn)∥[[∆xu
′
τ ]] (tn−1, ·)∥L2(Ω)

)
∥v′∥L∞(0,T ;L2(Ω)).

We bound the term T6 using estimates (46c) and (54b):

T6 ≤ τ
1
2
m∥∆x(Rpt+1 − uτ )∥L2(tm−1,ξ;L2(Ω))∥v∥L∞(tm−1,ξ;L2(Ω))

≤ τ
3
2
m∥∆x(Rpt+1 − uτ )∥L2(Im;L2(Ω))∥v

′∥L∞(0,T ;L2(Ω))

≤ τ3mc2(p
t
m)∥[[∆xu

′
τ ]] (tm−1, ·)∥L2(Ω)∥v

′∥L∞(0,T ;L2(Ω)).

(68)

Finally, using the fact that ∥v′∥L∞(0,T ;L2(Ω)) is equal to ∥u−Rpt+1uτ∥L∞(0,T ;L2(Ω)), the assertion

follows inserting (63), (64), (65), (66), (67), and (68) in (62).

The error measure on the left-hand side of (56) contains the reconstruction operator Rpt+1,
which we do not want to compute in practice. For this reason, we elaborate further.

Recall that m is as in (53). Consider the time steps and time polynomial degree distributions τ
and pt as discussed in Section 1; c1(p

t
n), c2(p

t
n), c3(p

t
n), and c4(p

t
n) as defined in (47a), (47b), (55),

and (57). Define

η1 := max
n=1,...,N

τn(c1(p
t
n)c2(p

t
n))

1
2 ∥[[u′

τ ]] (tn−1, ·)∥0,Ω.

Given m as in (53), for all n = 1, . . . ,m− 1, we also define

η2,n :=


2
π

(
τnc3(ptn − 1)

∥∥∥∆x(uτ −Π0
pt−1

uτ )
∥∥∥
L1(In;L2(Ω))

+τ3nc2(p
t
n)c4(p

t
n − 3)∥[[∆xu′

τ ]] (tn−1, ·)∥L2(Ω)

)
if n = 1, . . . ,m− 1

2
(
τm

∥∥∥∆x(uτ −Π0
pt−1

uτ )
∥∥∥
L1(In;L2(Ω))

+ c2(ptn)τ
3
m∥[[∆xu′

τ ]] (tn−1, ·)∥L2(Ω)

)
if n = m,

and the data oscillation terms

oscn(f) :=


2τn
π c3(p

t
n − 1)

∥∥∥f −Π0
pt−1f

∥∥∥
L1(In;L2(Ω))

if n = 1, . . . ,m− 1

2τm

∥∥∥f −Π0
pt−1f

∥∥∥
L1(In;L2(Ω))

if n = m.
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With this at hand, for m as in (53), we introduce

η2 :=

m∑
n=1

η2,n, osc(f) :=

m∑
n=1

oscn(f). (69)

We are now in a position to derive a constant free, reliable a posteriori upper bound for the L∞(L2)
error with respect to the error estimator

η := η1 + η2. (70)

Proposition 3.6. Let u and uτ be the solutions to (2) and (4); η as in (70), and osc(f) as in (69).
Then, the following bound holds true:

∥u− uτ∥L∞(0,T ;L2(Ω)) ≤ η + osc(f). (71)

Proof. The triangle inequality implies

∥u− uτ∥L∞(0,T ;L2(Ω)) ≤ ∥u−Rpt+1uτ∥L∞(0,T ;L2(Ω)) + ∥uτ −Rpt+1uτ∥L∞(0,T ;L2(Ω)).

Next, we pick m̃ = 1, . . . , N and ξ̃ such that∥∥∥(uτ −Rpt+1uτ )(ξ̃
∥∥∥, ·)0,Ω = ∥uτ −Rpt+1uτ∥L∞(0,T ;L2(Ω)) with ξ̃ ∈ Im̃.

An upper bound for the first term in the maximum is a consequence of (56). As for the second
term, we use the (1D in time) Sobolev embedding H1 ↪→ L∞, see, e.g., [19, eq. (1.3)], and observe

∥uτ −Rpt+1uτ∥2L∞(0,T ;L2(Ω)) ≤ ∥uτ −Rpt+1uτ∥L2(Im̃;L2(Ω))∥(uτ −Rpt+1uτ )
′∥L2(Im̃;L2(Ω))

(46a),(46c)

≤ τ2m̃c1(p
t
m̃)c2(p

t
m̃)∥[[u′

τ ]] (tm̃−1, ·)∥
2
0,Ω.

As m̃ and ξ̃ cannot be determined a priori, we further elaborate the above bound as follows:

∥uτ −Rpt+1uτ∥2L∞(0,T ;L2(Ω)) ≤ max
n=1,...,N

τ2nc1(p
t
n)c2(p

t
n)∥[[u′

τ ]] (tn−1, ·)∥
2
0,Ω.

The assertion follows combining the above displays.

Remark 3. For the case ptn = 2, the parameter c4(p
t
n − 3) in (57) scales as τ−1

n , which reduces by
one order the convergence rate of the term T6 compared to the case ptn ≥ 3. On the other hand,

the optimal convergence order for the term T6 for ptn ≥ 3 is O(τp
t
n+2), which is one order higher

compared to the error ∥u− uτ∥L∞(0,T ;L2(Ω)). Therefore, for ptn = 2, the term T6 converges with

the same rate as that of the error ∥u− uτ∥L∞(0,T ;L2(Ω)).

Remark 4. Property (42) is crucial in deriving bounds (71). In principle, we may also assume the
weaker requirement that ∆xuτ belongs to L2(0, T ;H−1(Ω)) but end up with an error estimator
involving a negative norm, which is harder to realize in practice than the L2(0, T ;L2(Ω)) norm.

4 Numerical experiments

We assess numerically the a priori and a posteriori error estimates proven in Theorem 2.8 and
Corollary 2.9, and Proposition 3.6.

Spatial and time discretization. In what follows, we always consider the spatial domain
Ω = (−1, 1)2 partitioned into uniform tensor-product meshes; we use tensor Lagrangian (equidis-
tributed) nodal basis functions. As for the time discretization, we fix T = 1 and take the Lagrangian
basis functions in time for simplicity.
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Error measures. We are interested in investigating different error measures for the a priori and
a posteriori error estimates.

Given u and uh,τ the solutions to (2) and (3), and eh,τ := u− uh,τ , we consider the two error
measures appearing on the left-hand side of (30) separately:

N
max
n=1

∥∥e′h,τ∥∥L∞(In;L2(Ω))
,

N
max
n=1

|eh,τ |L∞(In;H1(Ω)). (72)

We also consider the errors

|eh,τ |L2(0,T ;H1(Ω)),
∥∥e′h,τ∥∥L2(0,T ;L2(Ω))

, ∥eh,τ∥L∞(0,T ;L2(Ω)), (73)

and the jump error ( N∑
n=1

∥∥[[e′h,τ ]] (tn−1, ·)
∥∥2
0,Ω

) 1
2

. (74)

The L2-type norms in time are computed with Gauß-Legendre quadrature formulas of order 2ptn+3;
the L∞-type norms in time are evaluated at 2ptn + 3 equally distributed nodes in time for each
time interval; the spatial norms are computed by using tensor product Gauß-Legendre quadrature
formulas of order 2px + 3.

Imposing Dirichlet boundary conditions. We consider homogeneous Dirichlet boundary
conditions, which are imposed strongly at the boundary degrees of freedom. The case of inhomo-
geneous boundary conditions is discussed in [32, Sections 3 and 5.3].

4.1 Convergence under uniform refinements

We investigate the rate of convergence of the fully-discrete method (3) under uniform time step
and polynomial degree in time refinements in various norms for three tests.

The initial and boundary conditions, and the right-hand side of (1) are computed accordingly
to the explicit formula of the different solutions we pick below.

4.1.1 Uniform refinements: test case 1

We consider the analytic solution

u(x, y, t) := (1− x2)(1− y2) cos(4t). (75)

As for the spatial discretization, we fix px = 2 and h = 0.4. Since the exact solution is a quadratic
polynomial in space and we use a quadratic nodal tensor product basis, up to machine precision,
the spatial error is zero.

Convergence under uniform time step refinements. For ptn in {2, 3}, we pick τ in {2 ×
10−1, 10−1, 5 × 10−2, 2.5 × 10−2, 1.25 × 10−2}; for ptn in {4, 5}, we pick τ in {2 × 10−1, 1.25 ×
10−1, 9.09 × 10−2, 7.15 × 10−2, 5.88 × 10−2}. We display the errors in (72), (73), and (74) in
Figure 1.

The expected optimal convergence rates as discussed in Corollary 2.9 are observed for the errors
in (72); the same convergence rate is achieved by the other error measures, which is not covered

by the theoretical results from Section 2. In particular, the error in (74) has order O(τp
t
n− 1

2 ); see
also Remark 2 for further comments on this point.

Convergence under uniform polynomial degree in time refinements. We pick ptn in
{2, 3, 4, 5, 6} and τ in {2× 10−1, 10−1}. We display the errors in (72) (73), and (74) in Figure 2.

We observe exponential convergence for all the errors. Even though this is not covered by the
results in Section 2, we can expect this convergence from the smoothness of the function in (75)
and standard p-FEM techniques [28].
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Figure 1: Exact solution as in (75), uniform τ -refinement.

Figure 2: Exact solution as in (75), uniform ptn-refinement.

4.1.2 Uniform refinements: test case 2

We consider analytic in space solutions

u(x, y, t) := (1− x2)(1− y2)tα, α ∈ {1.75, 2.5}, (76)

which belong to H2.25−ϵ(0, T ; C∞(Ω)) and H3−ϵ(0, T ; C∞(Ω)) for α = 1.75 and 2.25, respectively,
for arbitrarily small, positive ϵ. We fix px = 2 and h = 0.4.

Convergence under uniform time step refinements. We pick ptn = 2 and τ in {2 ×
10−1, 10−1, 5 × 10−2, 2.5 × 10−2, 1.25 × 10−2, 6.13 × 10−3, 3.06 × 10−3, 1.53 × 10−3} for α = 1.75
and τ in {2 × 10−1, 10−1, 5 × 10−2, 2.5 × 10−2, 1.25 × 10−2} for α = 2.5. We do not consider
higher polynomial degrees in time, since they deliver the same convergence rates. The results are
exhibited in Figure 3.

We observe optimal convergence for the errors in (72) as dictated by Corollary 2.9; similar
rates are achieved by the error measures in (73). The error measured in the W 1,∞(L2)-seminorm
confirms estimate (41); that seminorm converges with the same rate of the error in (74).
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Figure 3: Exact solution as in (76), uniform τ -refinement.

Convergence under uniform polynomial degree in time refinements. We pick ptn in
{2, ..., 10} and τ = 0.2. The results are displayed in Figure 4.

Figure 4: Exact solution as in (76), ptn-refinement.

We observe doubling order convergence in ptn, which is standard in p-FEM while approximating
functions with growth of tα type [28, Section 3.3.5], for the jump of the H1(L2)-seminorm, whereas
other quantities display a super-convergence phenomenon.

4.1.3 Simultaneous space–time uniform refinements: test case 3

We consider the analytic solution

u(x, y, t) := sin(πx) sin(πy) cos(
√
2πt), (77)

and pick px = ptn+1 and h = τ , i.e., we are interested in simultaneous space and time refinements.
On the other hand, for ptn ∈ {2, 3}, we choose τ in {2×10−1, 10−1, 5×10−2, 2.5×10−2, 1.25×10−2};
for ptn = 4, we choose τ in {2×10−1, 10−1, 6.67×10−2, 5×10−2, 4×10−2}; for ptn = 5, we choose τ
in {5× 10−1, 3.33× 10−1, 2.5× 10−1, 2× 10−1, 1.67× 10−1}. The results are displayed in Figure 5.

We observe optimal convergence rates for the errors (72) and (73).

4.2 Efficiency of the error estimator for the semi-discrete in time scheme

Henceforth, the semi-discrete formulation (4) is considered. We check the efficiency of the error
estimator η in (70) (with m = N and ξ = tN in (69)), compared to the error measured in the
L∞(0, T ;L2(Ω)) norm. In particular, we investigate the behaviour of the effectivity index

κ :=
η

∥eh,τ∥L∞(0,T ;L2(Ω))

. (78)

We focus on the test cases with exact solutions in (75) and (76), and consider here uniform time
steps and polynomial in time refinements.
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Figure 5: Exact solution as in (77), τ -refinement.

In Figure 6, we present the results we obtained under uniform time steps refinements. For the
test case with exact solution as in (75), we pick ptn in {2, 3, 4}; for the test case with exact solution
as in (76), we pick ptn = 2, α = 1.75.

The estimator has the optimal convergence rate as the error measured in the L∞(0, T ;L2(Ω))
norm. Notably, the effectivity index in (78) is stable with respect to τ , i.e., is uniformly bounded
by a constant with respect to τ .

Then, in Figure 7, the same tests are investigated with N = 5, i.e., for a fixed τ = 0.2 under
p-refinements in time; for the test case with exact solution in (76) we only consider α = 1.75.

Also in this case, the estimator has the same convergence rate as that of the L∞(0, T ;L2(Ω))
norm of the error. For the test case with exact solution in (75), the effectivity index κ is uniformly
bounded in terms of ptn; for the test case with exact solution in (76), κ increases with rate 1/2 in
terms of ptn.

4.3 Convergence under adaptive refinements in time

Since the data oscillation terms in the a posteriori error estimates (71) are not dominant, we omit
them for simplicity. We consider here an adaptive algorithm with the usual structure

SOLVE =⇒ ESTIMATE =⇒ MARK =⇒ REFINE.

The ESTIMATE step is driven by using the error estimator associated with η; to this aim,
we propose an algorithm for the localization of ξ, which is the point of (0, T ] where the error
estimator η1 attains the maximum. As for the MARK step, we use Dörfler’s marking with a
given threshold θ in (0, 1]. The REFINE step is realized by the bisection of the marked time
intervals.

In what follows, we denote the Kronecker delta function by δi,j .

Adaptive algorithm for the localization of each ESTIMATE step.

1. Find the interval index m where η1 attains the maximum and set ξ = tm−1.
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Figure 6: Exact solution as in (76), uniform τ -refinement.

2. Compute η2,n for n = 1, . . . ,m and η2 by (69) with the above given m.

3. Set η2,n = 0 for n = m+ 1, . . . , N .

4. Denote ηn = δm,nη1 + η2,n the local error estimator on the time interval In for n = 1, . . . , N .

4.3.1 Numerical results: the adaptive algorithm

We consider the test case with exact solution as in (76) and α = 1.75; ptn in {2, 3, 4}; px = 2; 5 nodes
in each space direction; Dörfler’s marking parameter θ = 0.5. We define DoFs = N×ptn×card(Vh).
In Figure 8, we display the L∞(L2) uniform and adaptive errors and estimators η in the left panels;
the effectivity indices κ are presented in the right panels.

Some remarks are in order:

• adaptive algorithm delivers optimal convergence in terms of the numberDoFs of the adaptive
algorithm;

• the effectivity index is uniformly bounded for fixed ptn, and the adaptive algorithm asymp-
totically returns smaller effectivity indices.

In Figure 9, we illustrate the final time meshes produced with ptn = 2 and 4 from the adaptive
and uniform refinement algorithms.

The adaptive algorithm generates a time mesh with a strong grading towards the initial time.
Such temporal meshes are more graded in the case ptn = 4 compared to the case ptn = 2.

5 Conclusions

For a DG-CG discretization of the wave equation in second order formulation

• we derived a priori estimates for the fully discrete method, which are explicit in the spatial
mesh size, the time steps, and the polynomial degree distributions in space and time (the
errors were measured in L∞-type norms in time);
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Figure 7: Exact solution as in (76), ptn-refinement.

• we derived constant free, reliable a posteriori estimates for the L∞(L2) error in terms of a
novel error estimator, which involves jumps of the time derivatives and the spatial Laplacian
at the time nodes.

A campaign of numerical experiments revealed that

• the convergence estimates under uniform refinements are optimal also for L2-type errors in
time;

• the proposed error estimator is efficient under time step refinements and may be inefficient
under p-refinements in time.
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Collection Mathématiques Appliquées pour la Mâıtrise. [Collection of Applied Mathematics for the Master’s
Degree]. Masson, Paris, 1983.
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