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Our method - 0.581 ms Bent normal - 0.437 ms Reference

Figure 1: A circularly brushed metallic Utah teapot is rendered. The anisotropic specular material is illuminated through image-based
lighting. From left to right: our method, the bent normal technique [Rev11, LG18], and the reference image. Our technique uses 16 BRDF
samples positioned along the major axis of the BRDF lobe, which improves the rendering quality compared to the bent normal technique
that uses only one sample. Rendering times at a resolution of 1920×1080 with 8× MSAA are provided below the images.

Abstract
Anisotropic specular appearances are ubiquitous in the environment: brushed stainless steel pans, kettles, elevator walls, fur,
or scratched plastics. Real-time rendering of these materials with image-based lighting is challenging due to the complex shape
of the bidirectional reflectance distribution function (BRDF). We propose an anisotropic specular image-based lighting method
that can serve as a drop-in replacement for the standard bent normal technique [Rev11]. Our method yields more realistic
results with a 50% increase in computation time of the previous technique, using the same high dynamic range (HDR) pre-
integrated environment image. We use several environment samples positioned along the major axis of the specular microfacet
BRDF. We derive an analytic formula to determine the two closest and two farthest points from the reflected direction on an
approximation of the BRDF confidence region boundary. The two farthest points define the BRDF major axis, while the two
closest points are used to approximate the BRDF width. The environment level of detail is derived from the BRDF width and the
distance between the samples. We extensively compare our method with the bent normal technique and the ground truth using
the GGX specular BRDF.

CCS Concepts
• Computing methodologies → Reflectance modeling;

1. Introduction

Anisotropic appearances refer to materials that exhibit different vi-
sual appearances when viewed from various directions. This di-
rectional dependence on appearance is caused by the underlying
anisotropic microstructure of the material. Natural fibers such as
hair, fur, and woven fabrics like silk exhibit anisotropic appearances

due to their oriented threads or fibers. Engineering materials such
as polished wood, brushed metals like aluminum or steel, and 3D
prints also display noticeable anisotropy.

Image-based lighting (IBL) renders these materials in real time
using an omnidirectional representation of lighting represented as
an image. Typically, the image, commonly referred to as the envi-
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ronment map, is projected onto a geometry that encompasses the
scene, such as a cube or a sphere. A highly detailed environment
map provides greater realism, recalling the complex lighting en-
vironments we experience in real life. Our objective is to achieve
real-time rendering with this type of lighting.

Environment map integration. Computing the light scattering
equation requires integrating the environment map while consid-
ering the bidirectional reflectance distribution function (BRDF)
shape. In other words, the BRDF is a convolution filter over the
the environment map. This article focuses on specular appearances
modeled by an anisotropic microfacet BRDF, using the Smith as-
sumption [Hei14]. This choice is motivated by the widespread
adoption of this model in the industry [KC17, LG18]. The inte-
grand involves at least seven parameters: two polar angles and two
azimuthal angles for the view and light directions, as well as three
parameters to represent the anisotropic roughness of the surface.
The precomputation of the integral for all the parameters results
in excessively large lookup tables. Additionally, the high dimen-
sionality makes the calculation of light scattering challenging for
real-time rendering.

Split-integral. The split-integral approximation [Got12, Laz13,
Kar13] reduces the problem’s dimensionality. This technique tar-
gets specular isotropic materials and allows for real-time render-
ing. It can also handle anisotropic appearances using a method that
bends the normal toward the anisotropy direction to create a con-
vincing and plausible brushed effect [Rev11, LG18]. These tech-
niques are efficient as they only use one BRDF sample to evaluate
a pre-filtered version of the environment map. Consequently, they
are used in real-time renderers [McA15, LG18, Goo23]. The bent
normal technique [Rev11] offers commendable computational ef-
ficiency, but it may not always produce the most realistic results
(Figure 1).

Our method. Our work aims to provide a drop-in replacement for
the bent normal technique, improving accuracy, while maintain-
ing high-performance rendering. Our method is based on the split-
integral approximation. To improve quality, we use several filtered
environment map samples – typically sixteen – instead of one. This
strategy is inspired by anisotropic texture filtering, where several
samples along the anisotropy direction are averaged.

We place the samples used for the environment evaluations on
what we define as the BRDF major axis (Figure 2). Doing so en-
sures that the samples are spatially coherent, which in turn reduces
cache misses, thus enabling real-time rendering. In addition, our
method allows the rendered images to be noise and artifact-free.
We provide an analytical formula to compute the BRDF major axis.
Its derivation is based on a geometric approach, using the distance
between the reflection direction and the points on a BRDF confi-
dence region boundary approximation. We use the two closest and
two farthest points on the confidence region boundary to select the
pre-filtered environment map’s level of detail (LOD) and sample it.

We compare our method with the bent normal technique and a
converged reference image. Our results are generally closer to the
reference image. Notably, the computation time requires approxi-
mately 1.5 times the rendering time of the previous technique.

Figure 2: Plots of the anisotropic specular BRDF and its ma-
jor axis (orange) for three different sets of parameters. Using our
method, the major axis is computed and sampled on the fly during
rendering.

To summarize, our contributions are:

• An analytical formula for approximating the major axis of an
anisotropic specular BRDF.

• A new anisotropic specular image-based lighting technique.

We provide a glsl reference implementation at https://www.
shadertoy.com/view/4fV3W3. This implementation also demon-
strates how our method can replace the bent normal technique.

Our integral estimator is biased because it relies on the split inte-
gral technique and samples the BRDF only along its major axis.
Consequently, it should be used primarily for high-performance
rendering, such as video games, where convergence to the ground
truth is not essential. In such cases, we prioritize low rendering
times over unbiased rendering.

The remainder of the article is organized as follows. In Sec-
tion 2, we present related work on specular image-based light-
ing. We review the split-integral technique in Section 3. We review
anisotropic roughness parameterization and the bent normal tech-
nique in Section 4. Section 5 describes our new specular anisotropic
IBL method. Section 6 compares our results with the previous
method and the ground truth. Finally, we discuss the limitations
and future work in Section 7.

2. Related work

In computer graphics, anisotropy is significant in several ar-
eas, including texture filtering [Hec89], image-based render-
ing [YCC∗22], and geometry processing [CK11]. This section pro-
vides background on specular image-based lighting. For a thorough
review, refer to Akenine-Möller et al. [AMHH∗18].

Greene [Gre86] used the concept of blurring environment maps
to simulate the appearance of rough metals. Although this approach
yields plausible results, the actual shape of the BRDF should be
used as a filtering kernel. Isotropic BRDFs have at least five pa-
rameters: the view and light directions (which include two polar
and two azimuthal angles) and roughness. This high dimensional-
ity hinders the use of tabulated data for real-time rendering. Conse-
quently, the preintegration of the environment map employs a sub-
set of the BRDF formula to reduce the number of dimensions.

Split-integral approximation. Phong [MLH02], Gaus-
sian [GKD07], and GGX [Kar13] lobes were used as kernels
to compute pre-filtered environment maps. To account for the
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other terms of the BRDF, Gotanda [Got12], Lazarov [Laz13], and
Karis [Kar13] independently proposed a split-integral approxima-
tion of the rendering equation. This approach aims to pre-filter the
environment map and the BRDF separately. The approximation is
also known as the split-sum when the integral is rewritten with a
Monte Carlo estimator [Kar13]. The split-integral approximation
is usually applied to isotropic microfacet BRDFs, so the BRDF
part – also referred to as the hemispherical-directional reflectance
of the specular term – generally includes the Fresnel term, the
masking-shadowing function, the normal distribution function
(NDF), and normalization factors [Hei14]. Typically, the Fresnel
term used is the Schlick’s approximation [Sch94]. The BRDF part
is either precomputed and stored in a lookup table [Got12, Kar13]
or approximated with simple analytical formulas [Nar14, PI15].
Kneiphof et al. [KGK19] and Fdez-Agüera [FA19] modified
the original split-integral approach to include iridescent and
multiple-scattering effects, respectively.

One environment sample. Lagarde and de Rousiers [LdR14]
show that the dominant direction of an isotropic BRDF is the reflec-
tion direction shifted slightly toward the geometric normal when
the view is grazing and the roughness is high. They recommend us-
ing the dominant direction instead of the reflection direction when
evaluating the environment map. Anisotropic BRDFs are handled
using the bent normal technique [Rev11]. This technique uses one
prefiltered environment sample defined by a modified reflected di-
rection. The method bends the normal – used to reflect the view –
toward the anisotropic direction. This empirical approach is com-
monly used in the industry because it is stable, computationally
efficient, and provides plausible results, even if they are not close
to the ground truth [McA15, LG18].

Several environment samples. Multiple radially symmetric lobes
can be used as basis functions to approximate the shape of the
BRDF [KM00,PI15]. These methods distribute the lobes uniformly
along the hemisphere’s meridian and are dedicated to isotropic
BRDFs. Additionally, they precompute the lobes’ data for sev-
eral view angles and roughness values. Our method also uses sev-
eral environment samples but is designed for both isotropic and
anisotropic microfacet BRDFs. The lobes are distributed accord-
ing to the shape of the BRDF, which does not follow the meridian
for anisotropic NDFs. Furthermore, the positions of the lobes are
computed on the fly, reducing memory requirements.

Importance sampling techniques. Real-time image-based light-
ing of anisotropic specular materials can also use Monte Carlo in-
tegration with importance sampling [YYTM19, WB20]. Although
this technique is simple, it remains computationally expensive and
can lead to noisy results. Křivánek and Colbert [KC08] proposed
filtered importance sampling to remove the noise by using pre-
filtered environment samples. Their method is simple but is lim-
ited to slightly anisotropic reflections. Dupuy et al. [DHI∗13] ex-
tended filtered importance sampling to handle anisotropic materi-
als. Their uniform sampling scheme ensures noise-free results but
still requires a substantial number of samples to accurately recon-
struct anisotropic lobes (≥ 256) and is restricted to the Beckmann
distribution. Our approach targets the GGX distribution and aims
to achieve accurate results with a lower number of samples (∼ 16).

ωg

f
ωo

Li

ωi

ωg

Figure 3: Illustration of the BRDF f (left) and the omnidirectional
incoming radiance Li (right).

3. Isotropic specular image-based lighting

This section reviews the split integral technique for isotropic spec-
ular image-based lighting, as our method is based on it.

The objective is to compute the outgoing radiance Lo from an
outgoing light direction ωo = (ox,oy,oz)

T and a surface position,
which is omitted here for clarity. At this surface position, the
microsurface statistics are represented by a roughness parameter
σ ∈ R>0 which denotes the standard deviation of the microsurface
slope. The scattering equation defines the outgoing radiance

Lo(ωo,σ) =
∫

S2
f (ωo,ωi,σ)Li(ωi)(ωg ·ωi)dωi. (1)

The directions are defined in the tangent space, whose normal
ωg = (0,0,1)T is the geometric normal. The integral domain is the
unit sphere S2. We only consider opaque materials, so the BRDF f
(Figure 3, left) and the incoming radiance Li (Figure 3, right) equals
zero for incoming rays ωi from below the surface (ωg ·ωi < 0). We
assume that the surface is locally flat at the BRDF evaluation point.

The roughness is the parameter of the specular microfacet
BRDF [Hei14]

f (ωo,ωi,σ) =
F (ωo,ωi)G2(ωo,ωi,σ)D(ωh,σ)

4|ωg ·ωi||ωg ·ωo|
,

where F is the Fresnel reflection coefficient, G2 is the Smith height-
correlated masking-shadowing function, D is the normal distribu-
tion function (NDF), and ωh is the half-vector (ωo +ωi)/||ωo +
ωi||. We assume that the NDF is the ground glass unknown (GGX)
distribution in this article, as it is the industry standard [KC17,
LG18]. Please see Heitz 2014 [Hei14] for the explicit formulas of
each term.

The split-integral approximation of the scattering equa-
tion [Got12, Laz13, Kar13] is used for high-performance image-
based lighting. The approximation is split into two integrals, the
first involving the environment map and the second the BRDF. This
rewriting aims to evaluate separately pre-filtered versions of the
BRDF f and the environment map Li. The split-integral approxi-
mation is

Lo(ωo,σ)≈
∫

S2
K(ωi, ω̌g,σ)Li(ωi)dωi∫

S2
f (ωo,ωi,σ)(ωg ·ωi)dωi

≈ Li(ω̌g,σ) f (ωo,σ), (2)

where ω̌g = 2(ωg ·ωo)ωg −ωo is the reflection direction. We now
describe the two integrals Li and f separately (Figure 4).
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Li = 1
ωg

f

Li(ω̌g,σ) f (ωo,σ)

Li

ωo

ωg

ω̌g

K

Figure 4: Illustration of the split integral. Left: The environment
part Li is a convolution of the image-based light Li with a radially
symmetric kernel K. Right: The BRDF part f assumes constant
incoming light and integrates the BRDF for a given view angle and
roughness.

Environment pre-filtering. The first integral Li filters the envi-
ronment map with a low-pass filter K, defining a distribution on the
sphere S2, i.e.,

∫
S2 K(ωi, ω̌g,σ)dωi = 1. This property guarantees

that the split-integral is exact when a constant lighting environment
is used, i.e., Li(ωi) = 1.

The typical approach for the filter K is to use a radially symmet-
ric filter whose shape is close to that of the BRDF. As the shape of
the BRDF is mainly defined by its NDF, the filter is commonly the
GGX distribution: K(ωi, ω̌g,σ) = D(Tω̌g ωi,σ)(ω̌g ·ωi), where Tω̌g

is the matrix that transforms tangent space directions into reflection
space directions. The reflection space is defined by the orthonormal
basis whose normal is the reflection direction ω̌g.

In the literature, this change of basis is usually described by set-
ting the view direction and the geometric normal to the reflection
vector: ωo := ωg := ω̌g [Kar13, AMHH∗18]. Note that the GGX
filter satisfies the unit integral property [Hei14], is radially sym-
metric, and provides the best approximation when ωo = ωi = ωg.
For these reasons, we also use this filter.

The integral Li is stored in a three-dimensional lookup table,
as computing it on the fly is expensive. A cube map with a fixed
number Nc of LODs is typically used. As the LOD l increases,
the roughness σ also increases. However, a linear increase in the
slope standard deviation σ does not result in a perceptually lin-
ear increase in roughness. Appearance designers typically use a
linear roughness parameter αlin ∈ (0,1], defined as αlin :=

√
α :=√√

2σ [Bur12, Hei14]. The α roughness parameter is a common
way to parameterize the GGX distribution. To linearly map a LOD
l ∈ [0,Nc −1] to a linear roughness αlin, we use

αlin =
l

Nc −1
. (3)

In our implementation, we use Lagarde and de Rousiers’s pre-
filtered importance sampling algorithm [LdR14] to precompute Li
for different roughnesses, but other techniques can also be
used [MS16].

BRDF pre-filtering. The second integral, f , is the hemispherical-
directional reflectance satisfying

∫
S2 f (ωo,ωi,σ)(ωg ·ωi)dωi ≤ 1.

This integral can be precomputed in a lookup table [Kar13] or
approximated by an analytical function [PI15]. In both cases, the

U

V
UV

Surface element

M
icr

ofa
ce

ts

Directions with the smallest and highest
roughnesses σU and σV are U and V

in tangent space UV .

Figure 5: Illustration of an anisotropic heightfield in a surface el-
ement. The anisotropic direction U may differ from the axes of the
UV space.

Schlick formulation [Sch94] is used for the Fresnel term F . In our
method, we use the Pesce analytical function [PI15].

4. Anisotropic specular image-based lighting

This section begins by describing the existing parameterizations of
anisotropic roughness. Next, we explain the anisotropic scattering
equation and how to approximate it using the bent normal tech-
nique.

4.1. Anisotropic parameterization

For each surface position, i.e., element, an anisotropic material is
modeled by an anisotropic roughness. Each surface element is as-
sociated with a UV tangent space whose first and second 2D axes
are U and V , respectively. Anisotropic roughness is characterized
by two roughness values, σU and σV , defined along two orthog-
onal axes, U and V . Note that the roughness axes U and V can
differ from the tangent space axes U and V (Figure 5). Similarly
to the isotropic case, the roughness values σU and σV represent
the standard deviations of the microsurface slopes along U and V ,
respectively.

Patry [Pat20] proposes using a covariance matrix Σ, specifically
a 2×2 symmetric matrix, to encode anisotropy. This choice is mo-
tivated by a key property of covariance matrices: their components
are linearly filterable. This property is crucial for real-time anti-
aliasing of spatially varying anisotropic roughness. Consequently,
we adopt this representation for roughness filtering. Note that the
eigenvectors and eigenvalues of the covariance matrix Σ correspond
the orthogonal directions U and V , and the slope variances σ

2
U and

σ
2
V , respectively.

Setting the components of the covariance matrix Σ is not in-
tuitive, and designers are more accustomed to the previously de-
scribed perceptual isotropic roughness αlin. To retain this parame-
ter and incorporate anisotropy, Kulla and Conty [KC17] introduced
a new parameter η ∈ (−1,1) to control the amount of anisotropy.
We use this parameterization (αlin and η) in our user interface and
results section. The mapping between these two parameters and the
covariance matrix Σ is

Σ =
[
U V

][σ
2
U 0
0 σ

2
V

][
UT

V T

]
with

σU =
α

2
lin(1+η)√

2
and σV =

α
2
lin(1−η)√

2
.
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4.2. Anisotropic light scattering

The anisotropic scattering equation is

Lo(ωo,Σ) =
∫

S2
f (ωo,ωi,Σ)Li(ωi)(ωg ·ωi)dωi,

where the only change from Equation 1 is the switch from σ to Σ.

4.3. Bent normal technique

The introduction of anisotropy theoretically forbids using the split
integral technique for real-time anisotropic IBL. Still, the bent nor-
mal technique [Rev11, McA15, LG18] employs it for anisotropic
rendering due to its computational efficiency. The idea is to use the
pre-filtered terms Li and f with modified parameters based on the
anisotropic roughness Σ:

Lo(ωo,Σ)≈ Li (g(ω̌g,ωg,Σ) ,h2 (Σ)) f (ωo,h1 (Σ)) . (4)

There are two differences compared to Equation 2. For the eval-
uation of Li, the mapping g(ω̌g,ωg,Σ) bends the reflection di-
rection ω̌g based on the anisotropy Σ. For both pre-filtered
terms, the mappings h1(Σ) and h2(Σ) convert anisotropic rough-
ness to isotropic roughness. We use the mappings from Lagarde
2018 [LG18] to implement the bent normal technique. The results
give plausible anisotropic appearances but are still far from the
ground truth (Figure 1).

5. Our method

When the reflection direction is not bent, using the pre-filtered envi-
ronment map Li constrains the shape of the highlight to be radially
symmetric. The other term, f , does not change the shape of the
highlight, as it is a scaling factor independent of the lighting envi-
ronment. The problem is that the shape of the BRDF is not radially
symmetric with anisotropic roughness or isotropic roughness when
the view is grazing, as observed in related work [LdR14,PI15]. Our
method’s key idea is to reconstruct the shape of the BRDF with N
evaluations of Li, i.e., radially symmetric primitives. To do this, we
replace the pre-filtered environment part of Equation 4 with an av-
erage:

Lo(ωo,Σ)≈
f (ωo,h1(Σ))

N

N−1

∑
j=0

Li(ω̌ j,h3(Σ,ωo)). (5)

We retain the bent normal mapping h1 for the pre-filtered BRDF
part. For the pre-filtered environment part, we introduce a new map-
ping h3, with the view direction ωo and the anisotropic roughness Σ

as inputs. This mapping is described at the end of our method de-
scription. The samples ω̌ j should be placed in the high-density area
of the BRDF, i.e., its confidence region. As for anisotropic texture
filtering, our strategy is to position them along a major axis. In our
case, this axis is the major axis of the BRDF confidence region
(Figure 2). Unlike texture filtering, the major axis of the BRDF is
not a straight line, as the BRDF is defined in the spherical domain.
In the following sections, we will define an approximation of the
BRDF confidence region (Section 5.2), its major axis (Section 5.4),
its width (Section 5.5), and the mapping h3 needed to select the en-
vironment LOD (Section 5.7).

−xω̃

ω
ωg

Microfacet

Microfacet’s slope and normal Normal in reflected space

ω

ω̌

ωo

Microfacet

Figure 6: Illustration of the slope, normal, and reflected spaces.
The vectors are of unit length.

5.1. Slope, normal, and reflected spaces

Our definition of the confidence region and the computation of its
major axis require defining the slope, normal, and reflected space
used in microfacet theory. The NDF models the distribution of nu-
merous microfacets at a surface position (Figure 5). Each micro-
facet has a normal ω = (xω,yω,zω)

T ∈ S2, which can equivalently
be defined by a slope ω̃ = (xω̃,yω̃)

T ∈ R2 (Figure 6, left). The re-
lations between a slope and a normal are given by:

ω :=
1√

x2
ω̃
+ y2

ω̃
+1

−xω̃

−yω̃

1

 and ω̃ :=
(
−xω/zω

−yω/zω

)
.

As we target glossy materials, all the microfacets are perfectly
specular, i.e., they act as mirrors. We define the direction

ω̌ := 2(ω ·ωo)ω−ωo

as the microfacet’s reflection of the view direction ωo. We say that
the reflected direction ω̌ ∈ S2 is in the reflected space (Figure 6,
right).

5.2. Confidence region

We approximate the BRDF confidence region by the NDF confi-
dence region in the reflected space. This choice provides closed-
form solutions. The GGX slope distribution P22(ω̃,Σ), i.e., the
NDF in the slope space, is a Student’s t-distribution [RBSM19]
whose confidence region boundary is the ellipse (Figure 7(a)):

Ẽ :=
{

ω̃t :=
[
U V

](kσU cos(t)
kσV sin(t)

)∣∣∣∣ t ∈ [0, 2π)

}
, (6)

where the ellipse radii are kσU and kσV . The scale factor k con-
trols the slope density percentage included in the ellipse. The rota-
tion matrix

[
U V

]
represents the orientation of the ellipse (Fig-

ure 7(a)). The boundary of the confidence region in normal space
is E := {ωt | t ∈ [0, 2π)} (Figure 7(b)), and in reflected space is
Ě := {ω̌t | t ∈ [0, 2π)} (Figure 7(c)). Note that the shapes defined
on the sphere S2 are more complex than the 2D ellipse, which mo-
tivated us to start with Equation 6.

5.3. Confidence region extrema

The objective now is to define the major axis of the confidence re-
gion in the reflected space. Figure 7 suggests that the major axis of
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P22(ω̃,Σ)

Ẽ

ω̃g

D(ω,Σ)(ω ·ωg)

ωg ωg
ωo

f (ωo,ωi,σ)(ωg ·ωi)

(a) Slope space (b) Normal space (c) Reflected space

E Ě

ω̌g

Figure 7: The approximation of the BRDF confidence region
boundary (orange) is presented in slope, normal, and reflected
space. (a) In slope space, the slope distribution function P22, its
confidence region boundary Ẽ , and the slope ω̃g = (0,0)T (white
point) are illustrated. (b) In normal space, the cosine-weighted
NDF, the confidence region boundary E , and the geometric normal
ωg are depicted. (c) In reflected space, the cosine-weighted BRDF,
its confidence region boundary Ě , and the reflection direction ω̌g
are represented.

the BRDF corresponds to the major axis of the 2D ellipse. However,
as shown in Figure 8, this is not always the case. A straightforward
example is when the roughness is isotropic. In this situation, the
ellipse becomes a circle without a major axis. Nevertheless, even
in this case, the confidence region in the reflected space has a ma-
jor axis, as illustrated in the third row of Figure 8. A microfacet
BRDF with isotropic roughness adopts an anisotropic shape when
the view direction ωo is grazing [LdR14].

These observations motivate us to derive the major axis of the
confidence region Ě in the reflected space. We are interested in
identifying the points ω̌t on the boundary of the confidence re-
gion Ě that are the farthest from and closest to the reflection direc-
tion ω̌g. We refer to these points as the extrema. Although spherical
distance could be used to define them, we use a different distance
measure that leads to closed-form solutions. Specifically, we con-
sider the alignment between the center ω̌g and a point ω̌t on the
boundary of the confidence region, as defined by the dot product:

d(t) := ω̌t · ω̌g.

Using the dot product implies that the maximum values identify
the closest points and vice versa. We define the closest and farthest
points from the center ω̌g as follows:

ω̌⊥0, ω̌⊥1 = argmax
ω̌t

d(t) and ω̌⊤0, ω̌⊤1 = argmin
ω̌t

d(t), (7)

respectively. These extrema are illustrated in Figure 8. There are
always two farthest points, ω̌⊤0 and ω̌⊤1, and two closest points,
ω̌⊥0, ω̌⊥1, unless all points are equidistant from the center. Please
refer to the supplemental material for the proof and detailed deriva-
tion. Closed-form formulas are provided in Appendix A.

5.4. BRDF major axis

Intuitively, we want the major axis of the BRDF confidence re-
gion to be the curve that starts at the first maximum extrema, ω̌⊤0,

P22(ω̃,Σ)

ω̃⊥0
ω̃⊥1

ω̃⊤0

ω̃⊤1

D(ω,Σ)(ω ·ωg)

ωg
ωo

f (ωo,ωi,σ)(ωg ·ωi)

(a) Slope space (b) Normal space (c) Reflected space

ω⊥1ω⊤1

ω⊥0
ω⊤0

ω̌⊥1

ω̌⊥0

ω̌⊤1

ω̌⊤0

ω̃⊥0

ω̃⊥1

ω̃⊤1

ωg
ωo

ω⊤0

ω̌⊤0

ω⊥1

ω⊤1 ω⊥0

ω̌⊥0
ω̌⊤1

ω̃⊥0

ω̃⊥1

ω̃⊤0

ω̃⊤1

ωo

ω⊥1
ω⊤1

ω⊥0
ω⊤0

ω̌⊥1 ω̌⊥0

ω̌⊤0

ω̌⊤1

ω̃⊤0

ω̌⊥1

ωg

Figure 8: The second and third rows show that the ellipse’s major
axis is not always aligned with the BRDF’s major axis (orange dot-
ted line). The two farthest points, ω̌⊤0 and ω̌⊤1, and the two closest
points, ω̌⊥0 and ω̌⊥1, from the reflection direction ω̌g (white point)
in the reflected space are illustrated in the slope, normal, and re-
flected spaces. We define the BRDF major axis M in normal space
as the arc of the great circle going from ω⊤0 to ω⊤1.

passes through the center ω̌g, and ends at the second maximum ex-
trema, ω̌⊤1. The BRDF samples, ω̌ j , should be placed along this
curve to maximize the area of the BRDF confidence region covered
by the samples.

Figure 8 shows that this curve is a straight line in slope space
and a great circle arc passing through the geometric normal ωg in
normal space. Due to the reflection operation, the major axis may
take on a more complex shape in the reflected space, as shown in
Figures 2 and 8, first row.

These observations motivate us to define the major axis M in
the normal space, which can be achieved by interpolating between
the two maximum extrema ω⊤0 and ω⊤1. The interpolated points,
i.e., the major axis M in the normal space, are then reflected to
yield the major axis M̌ in the reflected space. We use normalized
vector interpolation (nlerp) as a fast and reasonable approximation
of spherical interpolation:

M :=
{

ωτ := (xτ,yτ,zτ)
T = nlerp(ω⊤0, ω⊤1,τ)

∣∣∣τ ∈ [0, 1]
}
,

where

nlerp(ω0, ω1, t) =
(1− t)ω0 + tω1

∥(1− t)ω0 + tω1∥
.
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ω̌⊤0

(b) Reflected space(a) Normal space

ω̌⊤1

ω̌
′
⊤0

ω⊤1

ω⊤0

ω
′
⊤0

ω̌c

Figure 9: The maximum extremum, ω⊤0, is clamped to ω
′
⊤0 when

part of the major axis is below the light-scattering hemisphere. The
clamped major axis has a center, ω̌c, that differs from the center,
ω̌g, of the unclamped major axis.

Clamped major axis. At grazing angles, one of the farthest ex-
trema occur in the lower hemisphere, i.e., žτ < 0 (Figure 9, right).
We restrict the parameterization domain of M by confining τ to
the interval [τ0,τ1], where τ0 and τ1 are the solutions to žτ = 0. The
closed-form expressions for τ0 and τ1 are provided in Appendix B.
By applying this restriction, we obtain two new clamped extrema,
ω
′
⊤0 and ω

′
⊤1, that prevent the sampling of the BRDF in the lower

hemisphere:

ω
′
⊤0 = nlerp(ω⊤0,ω⊤1,τ

′
0), τ

′
0 = clamp(τ0, 0, 1), (8)

ω
′
⊤1 = nlerp(ω⊤0,ω⊤1,τ

′
1), τ

′
1 = clamp(τ1, 0, 1).

Figure 9 illustrates how the maximum extremum, ω⊤0, is
clamped to ω

′
⊤0 in the normal space (Equation 8).

5.5. BRDF width

The BRDF sample radius must be estimated to select the appropri-
ate LOD of the pre-filtered environment map Li (Equation 5). This
radius depends on the width of the BRDF. The closest extrema,
ω̌⊥0 and ω̌⊥1, provide a good approximation of the BRDF width
(Figure 10, left) in most cases. We define the BRDF width as the
distance between these extrema:

∆ := ∥ω̌⊥0 − ω̌⊥1∥.

With a perfectly grazing view, the closest extrema collapse into a
singular point: the reflection direction ω̌g. Consequently, with graz-
ing views, the width ∆ approaches zero. To address this issue, we
empirically move the closest extrema toward the farthest extremum
on the upper hemisphere, following the boundary of the confidence
region (Figure 10, right). The displacement is proportional to the
clamping of the major axis (see Appendix C). This results in two
new points, ω̌

′
⊥0 and ω̌

′
⊥1, used to define the BRDF width

∆
′ := ∥ω̌

′
⊥0 − ω̌

′
⊥1∥.

5.6. Major axis sampling

Each BRDF sample ω j has an associated area, which is illus-
trated in Figure 11 as a circle because the environment map is

ω̌⊥1 ω̌⊥0

ω̌
′
⊥0ω̌

′
⊥1

ω̌⊥0

ω̌⊥1

Figure 10: Left: The BRDF width can be computed using the dis-
tance ∆ between the two closest extrema ω̌⊥0 and ω̌⊥1. Right: The
more the view is grazing, the more the distance ∆ between ω̌⊥0 and
ω̌⊥1 is closed to zero. Consequently, the BRDF width is not well ap-
proximated. To solve this issue, we heuristically move these points
toward the farthest extremum that remains in the upper hemisphere,
following the boundary of the confidence region.

ω̌∧0

ω̌cω̌c

Figure 11: The farthest sample (left) is shifted along the BRDF ma-
jor axis toward the center ωc (right) to reduce its associated area
outside the confidence region. The displacement amount is propor-
tional to the BRDF width ∆

′.

pre-filtered with a radially symmetric filter. We offset the two far-
thest samples ω̌

′
⊤0 and ω̌

′
⊤1 from the clamped major axis center

ωc =
ω
′
⊤0+ω

′
⊤1

∥ω′
⊤0+ω′

⊤1∥
(Figure 9, right) towards this center to reduce the

samples’ area outside the confidence region (Figure 11). When the
major axis is not clamped, the center corresponds to the reflection
direction (ωc = ωg).

We define the two farthest samples from the clamped major axis
as

ω∧i := nlerp
(
ωc,ω

′
⊤i,ζ

)
, i ∈ {0,1}

where the interpolant ζ is computed based on the BRDF’s shape
anisotropy. The more isotropic the BRDF lobe, the more the max-
imum extrema are shifted towards the center ω̌c. See Appendix D
for the definition of ζ.

Finally, the BRDF sample positions are computed by interpola-
tion (Figure 12):

ω j = nlerp
(

ω∧0, ω∧1,
j

N −1

)
where j ∈ [0, N −1]. (9)

5.7. Pre-filtered environment LOD selection

We must compute the appropriate LOD given the BRDF width ∆
′ to

access the pre-filtered environment map Li. We assume each sample
ω̌ j has a radius rs, as illustrated by the orange circle in Figure 11.
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Figure 12: The BRDF sample positions ω̌ j in reflected space
(N = 8). They are defined by Equation 9 in normal space. These
samples ω̌ j follow the BRDF major axis and are used to evaluate
the environment map.

β = 0.1 β = 2.3 β = 10.0 Reference

Figure 13: Rendering of a sphere with N = 16, k = 1.0, η = 0.95
and αlin = 0.8. We compare different values of β with the reference.
Small values of β lead to ghosting artifacts, while high values over-
blur the reflection.

For highly anisotropic BRDFs, the number of samples N might be
insufficient to cover the entire confidence area with a sample radius
rs proportional to the BRDF width ∆

′, which can result in ghosting
artifacts (Figure 13). Therefore, we ensure that the radius is large
enough to cover the entire BRDF confidence region by taking into
account the distance between samples:

rs = max
{

∆
′

2k
,

β∥ω̌
′
⊤0 − ω̌

′
⊤1∥

2N

}
. (10)

The first term is divided by the ellipse scaling factor k (Equa-
tion 6), as increasing the confidence region area should not affect
the BRDF shape. The second term is based on the distance between
two adjacent samples ω̌ j (Figure 12), which is approximated by
∥ω̌

′
⊤0−ω̌

′
⊤1∥

N . The meta-parameter β scales the width of the GGX fil-
ter, and its value was determined empirically. We found that β= 2.3
yields the best results for any number of samples N (Figure 13).

By rewriting Equation 3,

l = αlin(Nc −1),

the LOD l should be computed from the linear perceptual rough-
ness αlin. Our method determines the environment LOD based on
the sample radius rs. We map rs to the linear perceptual rough-
ness αlin using αlin =

√
rs. We tested various exponents and found

that the square root best matches the reference for isotropic rough-
nesses. The environment LOD l is defined as

l =
√

rs(Nc −1).

To complete the mathematical definition of our method (Equa-
tion 5), we now define the function h3, which maps the view direc-

k = 0.1 k = 1.0 k = 4.0 Reference

Figure 14: Rendering of a sphere with N = 16, η = 0.8 and
αlin = 1.0. We compare different values of k with a reference. A
small value of k fails to provide an anisotropic appearance, while
large values may produce artefacts.

tion ωo and the anisotropic roughness Σ to the isotropic roughness
σ needed for pre-filtered environment LOD selection. By rewriting
the previous equality αlin =

√
rs, we obtain

h3(Σ,ωo) = rs/
√

2.

Note that the sample radius rs (Equation 10) depends on the view
direction ωo and the anisotropic roughness Σ.

5.8. Choosing the size of the confidence region

The size of the confidence region is controlled by the scale fac-
tor k (Equation 6). Our method approximates the BRDF confi-
dence region using the reflected slope distribution confidence re-
gion Ě . As the scale factor k increases, the slopes of the micro-
facets at the boundary of the confidence region become steeper.
If k is high and the view direction ωo is grazing, the microfacets
at the boundary of the confidence region may become backfac-
ing (ωo ·ωt < 0). In such cases, reflections may still be performed
even when they should not be. Additionally, our approximation
can result in reflected boundary normals pointing below the hemi-
sphere (ωg · ω̌t < 0, Figures 9 and 10). For an interactive visu-
alization of the approximated BRDF confidence region bound-
ary, please see the accompanying video. Based on this analysis,
we avoid using excessively high values for the scale factor k to
prevent backfacing microfacets and reflected normals below the
hemisphere. Consequently, we set the scale factor to one (k = 1).
We ensured there were no artifacts with our renderer (Figure 14)
and the confidence region visualizer. This visualizer is available at
https://github.com/xavierchermain/brdf_major_axis and
can also be used to visualize the major axis and the BRDF sam-
ples ω̌ j.

6. Results

We compare our technique with the bent normal technique [LG18]
and Dupuy et al. 2013 [DHI∗13]. We use Monte Carlo integration
with 65,536 samples per pixel to provide a ground truth reference.
This sampling count is sufficient to generate converged results for
the 3D scenes presented in the article.

The implementation uses the C++ programming language and
the Vulkan graphics library. We generated the results on a ma-
chine with an i7-4770K @ 3.50GHz CPU and an NVIDIA GTX
1080 GPU. The C++/Vulkan source code is available at https:
//github.com/iota97/AnisotropyEditor.
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Our method
0.594 ms

Bent normal
0.398 ms

Reference
-

Figure 15: Rendering of a sphere with N = 16, η= 0.95, and αlin =
0.5. We compare our technique (left) and bent normal (center) with
the reference image (right). Frame times are based on a rendering
resolution of 1920×1080 with 8× MSAA.

N = 4 N = 8 N = 16

N = 32 N = 64 Reference

Figure 16: Rendering of a sphere with η = 0.95 and αlin = 0.7. We
compare our method using different numbers of samples with the
reference image.

We use HDR environment cube maps with a resolution of 512×
512. We prefiltered them using the prefiltered importance sampling
algorithm by Lagarde and de Rousiers [LdR14], which is based on
the work of Křivánek and Colbert 2008 [KC08].

We provide a supplemental video to demonstrate that our method
is free of artifacts and noise, and to present a temporal version of
Figures 15, 20, and 22.

The reference implementation of our method is available in
a Shadertoy code: https://www.shadertoy.com/view/4fV3W3.
In this Shadertoy, we demonstrate that our technique can be used
as a drop-in replacement for the bent normal technique.

Quality analysis for different sample counts. As discussed in
Sections 5.7 and 5.8, we set β = 2.3 and k = 1. The only remaining
parameter to study is the number of samples, N. Figure 16 visually
compares the results for different values of N. Figure 17 shows the
rendering time for various N. Figure 18 provides the quantitative

deviations from the reference for our method and the bent normal
technique using the FLIP metric [ANA∗20].
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Figure 17: The average frame time of the video’s Garage scene us-
ing different numbers of samples is compared with the bent normal
baseline. The rendering resolution is 1920×1080 with 8× MSAA.
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Figure 18: The average FLIP mean pixel-wise deviation of the
video’s Garage scene using different numbers of samples compared
with the bent normal baseline.

By considering both qualitative and quantitative comparisons
between different sample counts, we find N = 16 to be a good
compromise between quality and performance, as it is about 50%
slower than the bent normal technique. Values of N < 8 do not pro-
vide sufficient quality, and values of N > 32 offer only marginal
gains in visual quality while increasing rendering time.

Comparison with the bent normal technique. In Figures 1, 15,
19, 20 and 22, we compare our method with N = 16, the bent nor-
mal technique, and the ground truth. The results show that the bent
normal technique is unable to reproduce the reference image ac-
curately. Our method, while more blurry than the reference image,
provides a conservative integration that still closely resembles it.

Figure 19 shows the FLIP pixel-wise deviation as a function of
roughness αlin and anisotropy η. Our method provides better results
than the bent normal technique for αlin < 0.5. However, our method
deviates more from the reference for higher roughness (αlin > 0.5)
because our approximations become less accurate (see Section 5.8).

Comparison with filtered importance sampling. Filtered im-
portance sampling was developed before the introduction of the
split-integral approximation for IBL and was utilized by Dupuy
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αlin
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Figure 19: Mean of the FLIP pixel-wise deviations (×103) for dif-
ferent values of roughness αlin and anisotropy η. Rendering im-
ages are shown for parameter pairs (αlin = 0.2, η = 0.75) and
(αlin = 0.8, η = 0.8).

Our method
0.637 ms

Bent normal
0.424 ms

Reference
-

Figure 20: Rendering of a sphere with N = 16, η = 0.8, and αlin =
0.4. We compare our technique (left) and the bent normal tehcnique
(center) with a reference image (right). In some situations, the bent
normal technique can flip the environment upside down. Frame ren-
dering times refer to a resolution of 1920×1080 with 8× MSAA.

et al. [DHI∗13] for real-time rendering of specular materials. Fig-
ure 21 demonstrates that their method produces overly blurry spec-
ular reflections, even with 25 environment samples and 2.5 times
the rendering time of our method.

7. Limitations and future work

We presented a new anisotropic specular anisotropic IBL technique
based on the split-integral approximation. Our method can replace

Our method
0.609 ms

[DHI∗13]
1.583 ms

Reference
-

Figure 21: Rendering of a sphere with η = −0.8 and αlin = 0.4.
We compare our technique using N = 16 (left) with Dupuy et al.
2013 [DHI∗13], which uses 5×5 samples (center), and with a ref-
erence image (right). Frame rendering times are for a resolution of
1920×1080 with 8× MSAA.

the bent normal technique, providing more realistic results within
approximately 1.5× its rendering time budget.

Our method has limitations. We assume that the NDF mainly de-
termines the shape of the BRDF. While this is true in most cases, the
masking-shadowing function G2 significantly impacts the BRDF
shape for grazing views and high roughnesses. In these cases, our
approximation of the BRDF confidence region deviates from its
actual shape. To avoid large deviations, we limited the size of the
confidence region.

Currently, all samples have the same weight; an interesting fu-
ture direction is to investigate a weighting scheme that considers
the BRDF density to further improve the rendering quality. Addi-
tionally, performance could be improved by dynamically adjust-
ing the sample count based on the anisotropy level. However, this
requires special care to avoid seam artifacts where the number of
samples changes.

Normal mapping support could be added by expressing the view
direction in a rotated space whose normal is defined by the nor-
mal map. Another interesting direction for future work is extending
the method for non-centered NDFs [DHI∗13]. Closed-from formu-
las might exist when the slope mean is not zero. In that case, our
technique could be used with this linear slope filtering method. Ad-
ditionally, support for multiple-scattering microfacet models could
be investigated, as done by Fdez-Agüera [FA19] for isotropic ma-
terials.
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Appendix A: Closed-form solution for the extrema

The derivation of formulas and properties are presented in the Sup-
plementary Material. When solving Equation 7, the first thing to
note is that the alignment measure d(t) is π-periodic, solution can
therefore be expressed based on t0 and t1 verifying:

argmax
t

d(t) = t0 mod π and argmin
t

d(t) = t1 mod π.

When directions are more aligned, their associated points on the
unit sphere are closer in spherical distance. Therefore the two max-
imum alignments are achieved when t = t0 and t = t0 + π, giving
the two closest extrema ω̌⊥0 = ω̌t0 and ω̌⊥1 = ω̌t0+π. Similarly, the
two minimum alignments are achieved when t = t1 and t = t1 +π,
giving the two farthest extrema ω̌⊤0 = ω̌t1 and ω̌⊤1 = ω̌t1+π.

To simplify the formulas, we rotate the view direction:(
ȯx
ȯy

)
=

[
UT

V T

](
ox
oy

)
.

The solutions are then provided by:

t0 =


tan−1

(
ϕ1+

√
ϕ2

1−ϕ3
ϕ2

)
if ϕ2 ̸= 0,

π

2 if ϕ2 = 0 and ϕ1 ≥ 0,
0 if ϕ2 = 0 and ϕ1 < 0

t1 =

tan−1
(

ϕ1−
√

ϕ2
1−ϕ3

ϕ2

)
if ϕ2 ̸= 0,

t0 + π

2 if ϕ2 = 0,

with

rx = kσU , ry = kσV , ϕ0 = 2ȯxȯyrxry,

ϕ1 = ȯ2
x(r

2
x r2

y + r2
y )− ȯ2

y(r
2
x r2

y + r2
x )+ r2

x − r2
y ,

ϕ2 =−ϕ0(r
2
y +1), and ϕ3 = ϕ0ϕ2(r

2
x +1).

Appendix B: Closed-form solution for τ0 and τ1

A solution can be derived knowing that the extrema are symmetric
with respect to the origin in slope space. Consequently, the follow-
ing is true in normal space:

x⊤0 =−x⊤1, y⊤0 =−y⊤1, z⊤0 = z⊤1.

Solving the equation žτ = 0 with the previous equalities leads to the
following formulas:

τ0 =
1
2
+

z⊤1

(
p0 −

√
p2

0 +oz p1

)
2p1

τ1 =
1
2
+

z⊤1

(
p0 +

√
p2

0 +oz p1

)
2p1

p0 = x⊤1xo + y⊤1yo

p1 = zo(1− z2
⊤1)

Note that ω⊤0 and ω⊤1 are not equivalent in this formula as τ0 and
τ1 must be used as an interpolation parameter between the two.

Appendix C: Shifted minimum extrema

To take into account the collapse of the closest extrema ω⊥0 and
ω⊥1, we move these points along the boundary of the confidence
region by relying on the initial ellipse parameterization using the
following formula:

δ =

{
τ
′
0(t0 − t1), τ

′
0 > 0

(τ′1 −1)(t0 − t1), τ
′
0 ≤ 0

ω
′
⊥0 = ωt0+δ

ω
′
⊥1 = ωt0−δ+π,

which can be seen as an interpolation of the angles t0 and t1.

Appendix D: Farthest samples interpolant

The interpolant ζ is defined as the ratio

ζ =
∥ω̌

′
⊤0 − ω̌

′
⊤1∥−∥ω̌

′
⊥0 − ω̌

′
⊥1∥

∥ω̌′
⊤0 − ω̌′

⊤1∥
.

This ratio is computed in the reflected space to account for the
BRDF’s shape anisotropy.
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