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ADAPTIVE REDUCED TEMPERING FOR BAYESIAN INVERSE
PROBLEMS AND RARE EVENT SIMULATION

FRÉDÉRIC CÉROU∗, PATRICK HÉAS∗, MATHIAS ROUSSET∗

Abstract. This work proposes an adaptive sequential Monte Carlo sampling algorithm for
solving inverse Bayesian problems in a context where a (costly) likelihood evaluation can be approx-
imated by a surrogate, constructed from previous evaluations of the true likelihood. A rough error
estimation of the obtained surrogates is required. The method is based on an adaptive sequential
Monte-Carlo (SMC) simulation that jointly adapts the likelihood approximations and a standard
tempering scheme of the target posterior distribution. This algorithm is well-suited to cases where
the posterior is concentrated in a rare and unknown region of the prior. It is also suitable for solving
low-temperature and rare-event simulation problems. The main contribution is to propose an entropy
criteria that associates to the accuracy of the current surrogate a maximum inverse temperature for
the likelihood approximation. The latter is used to sample a so-called snapshot, perform an exact
likelihood evaluation, and update the surrogate and its error quantification. Some consistency results
are presented in an idealized framework of the proposed algorithm. Our numerical experiments use
in particular a reduced basis approach to construct approximate parametric solutions of a partially
observed solution of an elliptic Partial Differential Equation. They demonstrate the convergence of
the algorithm and show a significant cost reduction (close to a factor 10) for comparable accuracy.

Key words. Bayesian sampling, reduced modeling, importance sampling, sequential Monte
Carlo, adaptive tempering, inverse problems, low-temperature simulation, rare events, relative en-
tropy.

1. Introduction.

1.1. Context and problem. We consider the classical problem of designing an
algorithmic Monte Carlo procedure that samples according to a target probability
distribution η∗β∞

(for one specific β∞ ∈ R) defined explicitly up to a normalization as
an element of the family

η∗β
def
=

1

Z∗
β

eβS
∗
dπ, β ∈ R. (1.1)

In the above, the quantity Z∗
β

def
= π(eβS

∗
) denotes the associated unknown normaliza-

tion which typically must also be computed by the Monte Carlo procedure, π denotes
a given, easily simulable, reference probability distribution over a state space X , and
S∗ : X → R, denotes a given yet expensive to compute real-valued score function.

The following two contexts will be used as the main motivations. In both cases,
the score function is of the form

S∗(x) = score(Ψ∗(x)),

where score is an easily computable function of physical interest depending on some
additional parameters (like observed data), and Ψ∗(x) is the outcome of a numerical
computation of a complex physical system parametrized by the variable x ∈ X .

• In the Bayesian formulation of inverse problems, β∞ = 1 and η∗β∞
is the

posterior distribution of some uncertainty parameters x ∈ X of a partially
observed physical system Ψ∗(x). π models the prior distribution of the uncer-
tainty parameters and the weight ∝ eS

∗
is the likelihood of those parameters

given some partial observations. As usual, one wants to Monte Carlo sample
and then approximate expectations according to this posterior.
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• In rare events problems, one wants to estimate the small probability p∗
def
= π ({S∗ ≥ 1})

corresponding to a large prescribed level ℓ ∈ R, with a score defined as
S∗(x) = 1−max(ℓ−Ψ∗(x), 0)/ℓ. As limβ∞→∞ π(eβ∞S∗

) = p∗, the estimation
of the rare event probability turns out to be the estimation of the normal-
ization constant Z∗

β∞
as β∞ → ∞, i.e., as the temperature 1/β∞ tends to

zero.
In this work, we will be interested in scenarios in which the practitioner has to face

two types of difficulty. The first difficulty is classical and arises when β increases (or
when the measurement noise becomes small in a Bayesian context), yielding a low-
temperature problem, similar to global optimization. It confronts the practitioner
with a computational challenge: the density defining η∗β concentrates the majority of
the probability mass in specific but possibly unknown areas of X , which are roughly
described by the maxima of S∗. A direct sampling with a Monte Carlo simulation of
π is often time-consuming or even infeasible, as it can require a very large sample size.
For instance to obtain a reasonable estimation variance, the sample size should be of
order of 1/p∗ in the rare event simulation context, which is obviously prohibitive. A
very popular general strategy to simulate a sample according to η∗β is to resort to
a Sequential Monte Carlo (SMC) strategy (see [16]) that starts with a Monte Carlo
sample of particles distributed according to π and then sequentially samples η∗β for
increasing values of β by resorting to a combination of Importance Sampling (IS), re-
sampling (selection) of weighted samples and mutations of particles based on suitable
Markov Chain Monte Carlo transitions. More specifically, we will be interested in the
adaptive variant of tempering [3].

The second difficulty appears when the numerical evaluation of Ψ∗ is extremely
expensive; so expensive that the number of evaluations required in, say, a usual SMC
approach becomes prohibitive. In order to circumvent this issue, we assume that the
physical model Ψ∗ can be approximated by a reduced model denoted Ψ; the cost of
evaluating Ψ being small as compared to one evaluation of the true score with Ψ∗.
The reduced model Ψ we consider is assumed to come with two key features. To
explain these, let us denote from now on the approximate score function by

S(x) = score (Ψ(x)) ∈ R.

The first feature is an a posteriori pointwise error quantification associated with S.
This error quantification comes in the form of function E(x) satisfying an approximate
pointwise estimate of the form

|S(x)− S∗(x)| ≈ E(x), ∀x ∈ X . (1.2)

We underline that the pointwise estimate (1.2) need not to be a very precise estimate
on the error, but only a rough estimate revealing the trend of the error.

The second key feature assumes that we are able to update the reduced model,
through a procedure of the following form

{(X1,Ψ
∗(X1)), . . . , (Xk,Ψ

∗(Xk)}
reduced model7−−−−−−−−−→ Ψ = Ψ(X1,...,Xk),

which takes as an input any sequence of states in X , called here a sample of snapshots,
together with the solution of the associated true model Ψ∗ evaluated for each of those
snapshots. The output is the reduced model Ψ. A reduced model can be constructed
by various, potentially very different, means. In this work, we will consider any re-
duced modeling procedure and any approximate error quantification of the form (1.2).
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When Ψ∗(x) is the solution of a Partial Differential Equation (PDE) parametrized
by the uncertainty variable x, a model reduction procedure particularly suited to this
context is reduced basis [29].

The associated error estimate in (1.2) is updated simultaneously, and for reasons
that will be explained in Section 2.2, we additionally require that the error E(k)

vanishes on snapshot points X(k) already evaluated at iteration k :

E(X1,...,Xk)(X(j)) = 0, ∀j ≤ k. (1.3)

In order to improve the readability, and throughout the paper, we may use the
superscript (k) instead of (X1, . . . , Xk), or even drop it for any quantity that depends
on the sample of snapshots (X1, . . . , Xk). Fo instance the reduced score constructed
out of k snapshots may be denoted:

S(x)
def
= S(k)(x)

def
= S(X1,...,Xk)(x).

1.2. Previous works. Advanced methods for Bayesian sampling of (1.1) are
gradient-based Markov chain Monte Carlo (MCMC) methods such as Hamiltonian
Monte Carlo [6] and preconditioning (of gradients) techniques [14]. Estimation with
such advanced MCMC techniques can still exhibit slow convergence rates, as the
simulation may need a large time to explore the target distribution, especially in
high-dimension [22]. Sequential Monte Carlo (SMC) methods or other methods based
on interacting clones/particles are an interesting alternative for Bayesian sampling,
and have shown to be stable in certain high-dimensional context [2], in particular
adaptive SMC simulation [3]. These methods have been employed to solve Bayesian
inverse problems [5, 23]. Other sampling methods such as parallel tempering have
been proposed to accelerate convergence [24]. Nevertheless, sampling with any of
these methods become difficult in the present context, where only a too small budget
of evaluations of the score function S∗ is affordable.

In recent years, numerous MCMC and SMC methods based on reduced score S
approximating S∗ have been studied to reduce the simulation cost. Among MCMC
approaches for inverse Bayesian problems, as expected, convergence results have been
obtained for a sequence of reduced scores converging to S∗ [13]. Refinements of this
approach involve integrating an iterative update of the S∗ − S approximation error
into a reduced MCMC sampling scheme using S, for a given a predetermined esti-
mate of the error (based on the evaluation of the error for a set of samples drawn
from the prior) [7]. It should be noted, however, that a priori sampling to build the
reduced model, characterize the approximation error or do both is probably not a
relevant approach in our context. Indeed, in Bayesian inverse problems with infor-
mative measurements or in low-temperature problems, the target distribution usually
concentrates its mass in a small and specific but unknown region of the prior sup-
port. More adapted to this context is the strategy to adapt the reduced model during
the simulation, using samples whose distribution gradually matches the final target
distribution.

Adaptive construction of the reduced score embedded in a tempering scheme was
suggested in [26]. As mentioned above, such an adaptive construction of the approx-
imation is relevant to our context, but this work remains quite specific as it relies on
parametric Gaussian proposals designed by a cross-entropy method. Moreover, the
adaptive construction of reduced score does not use possible error estimates.

Regarding SMC approaches, multilevel SMC has been proposed to optimize the
product cost × variance of the estimates; in the latter ’multilevel’ refers to a sequence
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of approximations of the score function at different discretization levels [4]. However,
multilevel SMC requires precise characterization of the model-dependent variance
bounds of the estimates, which is a tedious task. In addition, although it relies on a
given hierarchy of reduced models or approximations, these are not updated online
using snapshots.

An adaptive SMC approach using a predetermined hierarchy of reduced scores
has also been proposed in [25]. This work tackles the tricky problem of selecting the
right reduced model at the current temperature during simulation. Indeed, choosing
a proper criterion to decide along the simulation when to refine the reduced score is
quite an open question in general [20], although various heuristics have been proposed
in the context or rare event simulation relying on some error quantification [1, 21, 11].
In their work, the authors of [25] propose a heuristic consisting on minimizing the
variation of the particules weights testing the case of a reduced score refined or not.
In this work, we go beyond these ideas and generally answer the question of when to
update the reduced score and with which snapshots.

The authors of [25] have also proposed an analogous method [30] in the context of
rare event simulation, in which a predetermined hierarchy of reduced model is given.
The authors of the present work have also proposed a method similar to the one
studied in the present paper in a rare event context: the adaptive reduced multilevel
splitting (ARMS) algorithm [11] (Nota Bene: ’multilevel’ here has historically a com-
pletely different meaning as the one in ’multilevel SMC’ mentioned before). ARMS is
based on a sequential simulation scheme very similar to SMC, which adapts a reduced
score approximation while getting closer to the target rare event distribution. This
method is nevertheless specific to the rare event simulation context in the sense it
is dedicated to sample targets being the reference distribution conditionally to be in
some rare event set. The method proposed in this paper (adaptive reduced tempering,
ART) can be seen as a generalization of the ARMS algorithm to the case of general
target distributions of the form of (1.1), which are relevant for Bayesian problems.
However, as explained e.g. in Section 1.1, the ART method is also suited to the con-
text of rare event simulation, by considering the latter as a zero temperature limit of
a Gibbs family.

As compared to the pieces of work mentioned above, the main novelty of the
proposed ART algorithm is to propose an adaptive rule that triggers, within a SMC
sampling method with tempered surrogate targets, when to sample a new snapshot
of the true model (serving to update of the reduced model). Details are given in the
next section.

1.3. Contributions. This work proposes a methodology for sampling the flow
of targets (1.1) combining an adaptive Sequential Monte Carlo approach and the
availability of reduced modeling with error quantification. To do so, we consider the
following exponential family of importance distributions

µβ
def
=

1

Zβ
eβSdπ, β ∈ R (1.4)

where the normalization Zβ
def
= π(eβS) represents an approximation of Z∗

β . An impor-
tant idea is to interpret the latter as proposal distributions (also called importance
distributions), in the sense of importance sampling, of the target family (1.1) . In
the context of rare event simulation, using proposal distributions in this exponential
family rather than e.g. in the form of indicator of events ∝ llS≥ℓdπ with ℓ ∈ R en-
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ables to get rid of the possible nesting conditions between successive proposals in the
algorithm (see [11]).

The idea behind this work is to design an algorithm iterating on k where k is the
number of newly sampled snapshots, and giving at iteration k a well-chosen inverse
temperature β(k) able to perform a reasonable importance sampling of the target
distribution η∗

β(k) defined by (1.1). This adaptive importance sampling is performed

with the sequence of proposals

µβ(k) =
1

Z
(k)

β(k)

eβ
(k)S(k)

dπ, k ≥ 1

where the reduced score S(k) is much cheaper to computes, and only the evaluation
of the importance weight is expensive. Very importantly, as the iterations progress,
the proposal will adapt by adjusting the inverse temperature β(k) and refining the
approximation of the reduced score S(k) using the history of the previous computations
of the true model. In this framework, three issues emerge.

A first important one is that one has to address the definition of a criterion for
setting the lowest inverse temperature β(k) suitable for the accuracy of the current
reduced score approximation S(k). Justified by theoretical arguments, we propose to
constrain the relative entropy1 between a surrogate target denoted η̌β and the proposal
as follows (for a given threshold c1):

β(k) verifies Ent(η̌
(k)

β(k) | µ
(k)

β(k)) ≤ c1. (1.5)

The surrogate target is constructed using the approximate error bound (1.2) of the
reduced score approximation as follows:

η̌β
def
=

1

Žβ
eβ(S−E)dπ with Žβ

def
= π(eβ(S−E)). (1.6)

The choice is motivated by the fact that η̌β is roughly speaking a version of ηβ where
typical states with large expected errors (hence ’far away’ from the already sampled
snapshots) are penalized.

A second issue that we will address in this work is the tuning of the expensive
snapshot sampling and its associated reduced modeling update. At iteration k + 1

the snapshot Xk+1 will be sampled from the proposal µ
(k)

β(k) which ensures thanks

to (1.5) a sampling in areas consistent with the true target distribution η∗
β(k) at inverse

temperature β(k). In a first phase of the algorithm, we sample snapshots with an
additional strong penalty weight favoring candidate states with a larger error (hence
requiring priority correction). In a final phase of the algorithm, we remove that
penalty to obtain snapshot-based optimal importance sampling estimation.

A last issue that has been addressed in this work is the simulation of a new pro-
posal when at the end of iteration k the reduced score is updated S(k) → S(k+1). We
will propose to bridge proposals by searching among past simulations for an iteration
index kbridge with associated approximate score S(kbridge), and by finding an inverse

1or Kullback-Leibler divergence between probabilities defined by Ent(η | µ) def=
∫

log
dη

dµ
dη when

η is dominated by µ and extended to +∞ otherwise.
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temperature βbridge such that the relative entropy between the new proposal µ
(k+1)
βbridge

and the past proposal µ
(kbridge)

β(kbridge)
is kept below a certain standard threshold:

βbridge, kbridge verifies Ent(µ
(k+1)
βbridge

| µ(kbridge)

β(kbridge)
) ≤ c2. (1.7)

This work will demonstrate the following facts about the proposed algorithmic
methodology. First, at a mathematical level, the proposed importance sampling es-
timator is shown to be consistent in an idealized setting. Second, we exhibit in our
numerical experiments its practical convergence. Finally and most importantly, by
evaluating the computational complexity in relation to the estimation error, we show
that the use of reduced modeling (as compared to similar methods with only true
model evaluation) significantly reduces the simulation cost while achieving a compa-
rable accuracy.

The paper is organized as follows. An idealized version of the proposed algorithm,
in which we assume the exact evaluation of expectations and the exact sampling of
distributions, is presented in Section 2 together with the underlying methodological
concepts. We then provide in Section 3 a practical implementation of this idealized
algorithm using SMC simulations. In Section 4, we numerically evaluate the proposed
algorithm in the case of rare event simulation and inverse Bayesian problems. A final
section deals with conclusions.

2. Idealized Adaptive Reduced Tempering. We describe in this section the
ingredients of an idealized adaptive reduced tempering (ART) algorithm that will lead
to the consistent estimation of the expectation η∗β∞

(φ) for any generic test function
φ.

2.1. Iterative importance sampling. We consider a vanishing initial inverse
temperature β(0) = 0, so that the initial proposal distribution matches the reference

distribution µ
(0)

β(0) = π. Using this initialization, we will design in Section 2.2 an

adaptive procedure which determines at each iteration k ≥ 1 (k being the number of
snapshot evaluations using the true score S∗) some inverse temperature β(k) ∈ [0, β∞]
“suited” to the current reduced score S(k). To this temperature is associated the target

η∗
β(k) as defined by (1.1) and the proposal distribution µ

(k)

β(k) as defined by (1.4). Given

this adaptive procedure determining the sequence of inverse temperatures {β(k)}k,
assume we can compute the normalizations {Z(k)

β(k)}k and that we can draw exactly

according to the proposals Xk+1 ∼ µ
(k)

β(k) in order to compute the sample of snapshots

{(X1, S
∗(X1)), (X2, S

∗(X2)), . . .}. Then, an iterative importance sampling estimator

of the unnormalized target γ∗
β∞

def
= Zβ∞η∗β∞

is given by

γ̂Hβ∞
(φ) =

1

H

Kj0+H∑
k=Kj0

+1

Z
(k)

β(k)e
β∞S∗(Xk+1)−β(k)S(k)(Xk+1)φ(Xk+1), (2.1)

with H denoting the size of the sample used for estimation and where Kj0 denotes a
random iteration index whose definition will be given in due time. The self-normalized
estimate of the target η∗β∞

is

η̂Hβ∞
(φ) =

γ̂Hβ∞
(φ)

γ̂Hβ∞
( ll)

. (2.2)
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Therefore, to enable the evaluation of these estimates, we need at iteration k of
the algorithm to i) adapt the inverse temperature β(k), so that it is “suited” to the
current reduced score function S(k), ii) compute efficiently the normalization Zβ(k) .
We discuss these two issues in the next sections.

2.2. Critical inverse temperature. The idea is to tune at iteration k the in-
verse temperature β(k) with a criterion evaluating that surpassing this inverse temper-
ature should require, in some sense, a better surrogate model, and thus new snapshots.

The adjusted proposal µ
(k)

β(k) will then be used to sample a new snapshot, and obtain

an updated score function S(k+1) for the next iteration k + 1. In short, we are going
to develop a heuristic criterion to detect when and where a new snapshot is needed.

The general insight is the following. Consider the following simpler problem: one
is given the family of target distributions in the form of (1.1), a given computational
budget, and the family of importance sampling proposal distributions in the form
of (1.4). One wants to perform some sequential algorithm to sample the distributions

µ
(k)
β along an increasing sequence of inverse temperatures β as high as possible, and

then use importance sampling. However, we do not want to waste resources for
temperature that are “unreasonably” low. As an idealized criterion giving achievable
temperatures, we propose the cost of importance sampling of the true target. As is
thoroughly argued in [12] (see also [10, 11]), the variance is in general a pessimistic
quantification of importance sampling. For a target η with proposal µ, it has been
proven in [12] that the cost of importance sampling – in terms of sample size – is
roughly given (up to a reasonable tail condition on the log-density ln dη

dµ ), by the

exponential of the relative entropy between η and µ, i.e., eEnt(η|µ), where Ent(η |
µ)

def
= η(log η) − η(logµ). We will thus call Ent(η | µ) the log cost of importance

sampling of the target η by the proposal µ. The first non-achievable temperature,
hence a kind of critical temperature, is thus given when the latter matches a certain
given numerical threshold c1. By doing so, we ensure that the snapshot sampled

with respect to µ
(k)
β will not diverge too much from the target distribution η∗β at an

appropriate inverse temperature β.

In a practical context, the log cost Ent(η∗β | µ
(k)
β ) has to be estimated using

some prior information on η∗β , for instance using some form of error quantification.

We propose to consider a surrogate of the target η∗β , denoted by η̌
(k)
β , constructed

according to (1.6) with the reduced score S(k) and its error quantification E(k) of the
form of (1.2). We stress that this choice of surrogate is merely conventional and other
cases could be studied in future work. Our choice is simply a limit case2 of possible
true score imposed by the approximate error bound (1.2). The critical temperature
will be estimated using the surrogate target by searching the closest temperature

such that the log cost Ent
(
η̌
(k)
β | µ(k)

β

)
matches the threshold c1. We emphasize

that the irrelevant situation where relative entropy is uniformly zero is excluded by
the constraint (1.3), which requires that the error E(k) vanishes on snapshot points
X(k) already evaluated at iteration k, prohibits constant error quantification functions
unless the error estimate E is identically zero. We’d like to point out that this
condition is naturally satisfied by many reduced models, and in particular by reduced

2Taking S +E instead of S −E in the definition of the surrogate η̌β is a possibility but it seems
to lead to less robust calculations because it favors states with high errors. We did not studied in
detail different options for surrogate targets in the present work.

7



bases. However, this requirement is not a hard limit on the method, as the choice of
the surrogate η̌β can be adapted in other cases.

Given an initial inverse temperature β0, this yields the following rigorous defini-
tion of the inverse of the critical temperature:

β(k)(c1, β0)
def
= min{β : Ent

(
η̌
(k)
β | µ(k)

β

)
> c1 , β0 ≤ β ≤ β∞}, (2.3)

with the initial temperature at k = 0 set to zero, i.e., β(0)(c1, β0)
def
= 0. For convenience,

the dependency on c1 and β0 of β(k) will be removed if the context makes this clear.
β(k)(c1, β0) is an inverse temperature such that, in the case where the true target is

given by the surrogate η̌
(k)
l , a log cost of c1 is necessary and sufficient in order to

perform importance sampling. We will define β0 later in Section 2.5.

2.3. Adaptive tempering down to the critical temperature. In the pre-
vious section, we have defined β(k) as the critical level at the k-th iteration of the

algorithm. However, the computation of the normalization Z
(k)

β(k) related to the dis-

tribution µ
(k)

β(k) is often unaffordable by direct Monte Carlo simulation for a large

β(k), as it corresponds to a difficult low-temperature problem. A frequently invoked
procedure for these problems involves forming a sequence of tempered probability

distributions µ
(k)
β among the family (1.4), defined with the reduced score S(k)and

parameters β0 ≤ β1 ≤ · · · ≤ βn = β(k) [3]. Assume given an initial normalization

constant Z
(k)
β0

related to an initial distribution µ
(k)
β0

. It is straightforward to show that,
using this sequence, the sought normalization can be decomposed into the product

Z
(k)

β(k) = Z
(k)
β0

n−1∏
i=1

µ
(k)
βi

(Gi), Gi(x) = e(βi+1−βi)S(k)(x), (2.4)

where, as we will see in Section 3, the factor µ
(k)
βi

(Gi) can be recursively approximated
using a SMC simulation. An adaptive version of this procedure, known as adaptive
tempering, corresponds to a flow of distributions with a sequence of temperature
parameters chosen adaptively. In this work, the inverse temperature βi+1 will be
adapted using the rule

βi+1 := max{β : Ent
(
µ
(k)
β | µ(k)

βi

)
≤ c2 , βi ≤ β ≤ β(k)}, (2.5)

where c2 > 0 is some given prescribed level. This one dimensional problem is easily

solved since β 7→ Ent
(
µ
(k)
β | µ(k)

βi

)
is increasing.3 The entropic criterion used in (2.5)

may be viewed as an extension to smooth distributions of the criterion used in adaptive
multilevel splitting [11]. However, other criteria are possible, see for example [3].

2.4. Snapshot sampling. As defined Section 2.1, only the snapshots sampled
at and after iteration Kj0 + 1 are used to build the importance sampling estimator
γ̂Hβ∞

and η̂Hβ∞
. The idea here is that the snapshots should be first used to refine

the reduced score S(k) around the regime of interest. The snapshots can be used
for importance sampling once the reduced score is sufficiently accurate in the sense

of a limited variance for importance sampling with distribution µ
(k)

β(k) of the target

3Some simple calculation shows that ∂βEnt
(
µ
(k)
β | µ(k)

βi

)
= (β − βi)var

µ
(k)
β

(S(k))
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η∗
β(k) . We choose to define the trigger index Kj0 (random index independent of the

future snapshots) as the first iteration index k for which among the set of already
computed critical inverse temperatures {β(k′), k′ ≤ k}, at least j0 of them are equal
to the targeted inverse temperature β∞, for some prescribed j0 ≥ 1. This snapshot
sampling approach corresponds to some extent to a particular setting of the so-called
learning function in the active learning literature. [28].

In summary, in the first iterations new snapshots are sampled using a large penalty
favoring high error bounds:

Xk+1 ∼ 1

Z
(k)
τ

eτE
(k)(x)µ

(k)

β(k)(dx) if k < Kj0 .

In practice in the SMC implementation, for not too large sample size N , we may pick
τ large enough to be virtually equivalent to +∞. Then, once the reduced score is
related to a temperature close to the target one, new snapshots are sampled according
to the importance distribution:

Xk+1 ∼ µ
(k)

β(k) if k ≥ Kj0 .

2.5. Bridging reduced scores. Given an inverse temperature β(k) and an as-

sociated importance distribution µ
(k)

β(k) related to the reduced score S(k), the problem

is to determine a new initial inverse temperature denoted by βbridge(k + 1), “suited”
to the updated reduced score S(k+1) related to the updated importance distribution

µ
(k+1)
βbridge(k+1). In order to set this temperature in consistency with the critical tem-

perature constraint (2.3) and the adaptive tempering constraint (2.5), it is natural to
consider the problem

Find: β ∈ C(k), (2.6)

where

C(k) def= {β : Ent
(
η̌
(k+1)
β | µ(k+1)

β

)
≤ c1 , Ent

(
µ
(k+1)
β | µ(k)

β(k)

)
≤ c2 , β

(k) ≤ β ≤ β∞}.
(2.7)

However the feasible set C(k) might be an empty set. The idea is thus to extend
problem (2.6) to indices k′ ∈ J0, kK, and search for the largest index k′ such that the

set C(k′) ̸= ∅, by keeping in memory the past proposal distributions {µ(k′)

β(k′)}k′≤k. In

order to set a feasible bridging inverse temperature βbridge(k + 1), it is then natural
to consider the problem

Find: β ∈ C(kbridge) where kbridge
def
= largest k′ : k′ ∈ J0, kK s.t. C(k′) ̸= ∅. (2.8)

In practice, the set C(kbridge) is not a singleton and we need to define βbridge(k + 1)
as a particular element of this set. One possible choice for βbridge(k + 1), which we
will use, is to select the largest element of C(kbridge). Note that for k′ = 0, the initial
proposal distribution is related to a vanishing inverse temperature β(0) = 0. Therefore
C(0) = {0}, which shows that a solution of (2.8) always exists.

It is straightforward to show that, at the bridging temperature solution βbridge(k+

1), the normalization constant Z
(k+1)
βbridge(k+1) related to the distribution µ

(k+1)
βbridge(k+1)

satisfies

Z
(k+1)
βbridge(k+1) = Z

(kbridge)

β(kbridge)
µ
(kbridge)

β(kbridge)

(
eβbridge(k+1)S(k+1)(x)−β(kbridge)S(kbridge)(x)

)
. (2.9)
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The adaptive tempering procedure discussed in Section 2.3 can then be deployed:
the recursion is initialized at iteration k + 1 using the reduced score for S(k+1) as
β0 := βbridge(k + 1) (see definition (2.5)), and is run up to the critical parameter
βn := β(k+1)(c1, βbridge(k + 1)) (as given by definition (2.3)).

2.6. Stoppping criterion. In principle, the algorithm can continue as long as
one wishes, for instance until the budget of snapshot samples is exhausted. However, in
practice, we stop updating the reduced score of the algorithm if the divergence between
the surrogate target and the reduced proposal is very small and if the associated
critical inverse temperature equals β∞. More precisely, no update of the reduced
model is performed if the following condition is satisfied:

Ent
(
η̌
(k)

β(k) | µ
(k)

β(k)

)
≤ ϵ & β(k) = β∞, (2.10)

where ϵ > 0 is a given threshold parameter close to the machine precision. In that
case the algorithm amounts to a standard importance sampling procedure based on
the proposal µβ∞ computed with the same, final, reduced model.

2.7. The algorithm. The algorithm presented below gathers the ingredients
presented in the previous sections. It is an idealized pseudo-code and, in practice, it
is not directly implementable. Indeed, it assumes exact evaluation of expectations and
exact sampling according to the proposals. In Section 3, we will propose a practical
implementation of this idealized algorithm using a sample of N clones (or particles)
SMC methodology. The latter will simulate the flow of proposals for diminishing
temperatures using Monte Carlo samples with approximately correct distributions for
large sample sizes N → +∞.

As shown in Appendix A with a martingale argument, the unormalized estima-
tor (2.1) computed by the algorithm below is unbiased

E γ̂Hβ∞
= γ∗

β∞
,

and its variance scales in O(H−1). Note that in this idealized setup, samples are
assumed to be drawn exactly from the sequence of importance distributions. In prac-
tice, as detailed in Section 3, this assumption will not hold exactly because of the
adaptive features used in the sampling of the proposals by the SMC routine, yielding
a small bias of order the inverse of the sample size.

Algorithm (ART)

Require: inverse temperature target β∞, initial reduced score S(1) and error E(1), budget of
snapshots K, worst-case log cost threshold c1, adaptive tempering parameter c2, reduced
score precision ϵ≪ c1, trigger parameter j0, learning intensity τ .

▷ (initialization)
1: Set βbridge(1) = 0, H = 0, j = 0, k = 0, Zβ

(1) = 1
2: while K > 0 do
3: k ← k + 1

▷ (critical temperature and adaptive tempering, see Section 2.2 & 2.3)

4: Simulate the flow of proposals µ
(k)
βi

for i = 0, . . . , n using the recursion{
β0 = βbridge(k)

βi+1 = min{β : Ent
(
µ
(k)
β | µ(k)

βi

)
> c2 , βi ≤ β ≤ β∞},

(2.11)

where the index of the final inverse temperature βn is

n = min{i : Ent
(
η̌
(k)
βi+1

| µ(k)
βi+1

)
> c1 or βi = β∞}. (2.12)
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5: Set β(k) = βn and compute the associated normalisation Z
(k)

β(k) with (2.4).

▷ (snapshot sampling, see Section 2.4)
6: if β(k) = β∞ then j ← j + 1 end if

7: if j ≥ j0 then draw X ∼ µ
(k)

β(k) , else X ∼ eτE
(k)

µ
(k)

β(k)/Z
(k)
τ .

8: Compute the snapshot S∗(X) = score(Ψ(X))
▷ (stopping criterion, see Section 2.6)

9:

10: if Ent(η̌
(k)

β(k) | µ
(k)

β(k)) > ϵ or β(k) < β∞ then

11: Update reduced model: build (S(k+1), E(k+1)) by enriching (S(k), E(k)) with (X,S∗(X)).
12: else
13: Don’t update the reduced model: set (S(k+1), E(k+1))← (S(k), E(k)).
14: end if

▷ (importance sampling, see Section 2.1)
15: if j > j0 then
16: H ← H + 1
17:

γ̂H
β∞ ←

(H − 1)

H
γ̂H−1
β∞ +

1

H
Z

(k)

β(k)e
β∞S∗(X)−β(k)S(k)(X)δX ,

18: end if
19: Set K ← K − 1

▷ (bridging, see Section 2.5)
20: Find the largest k′ ∈ J0, kK such that exists β′ ∈ C(k′) where:

C(k′) = {β′ : Ent
(
η̌
(k+1)

β′ | µ(k+1)

β′

)
≤ c1 , Ent

(
µ
(k+1)

β′ | µ(k′)

β(k′)

)
≤ c2 , β

(k′) ≤ β′ ≤ β∞}

and denote a solution pair by (kbridge(k + 1), βbridge(k + 1)).

21: Simulate the proposal µ
(k+1)

βbridge(k+1) starting from µ
(kbridge(k+1))

β
kbridge(k+1)

22: Compute using (2.9) the normalization Z
(k+1)

βbridge(k+1).

23: end while
24: Return γ̂H

β∞/γ̂H
β∞( ll)

3. Algorithm in Practice: SMC Simulation. We describe now how an itera-
tion of the idealized ART algorithm presented above may be implemented in practice.
Suppose we start the k-th iteration of the ART algorithm with a given sample of size

N approximately distributed according to the law µ
(k)
βbridge(k)

, as well as with a given

estimate of the associated normalization Z
(k)
βbridge(k)

. We will use in practice a SMC

sampling methodology [3] to approximate the adaptive tempering step introduced
in Section 2.3 and the bridging procedure proposed in Section (2.5). The following
sections describe these approximations, with the other steps in the algorithm approx-
imated using SMC flowing directly from them.

3.1. Approximation of a flow of tempered distribution. The SMC simu-
lation generates a finite sequence of N -samples approximately distributed according

to a sequence of distributions {µ(k)
βi

}1≤i≤n, as well as estimators of the related nor-

malizations
{
Z

(k)
βi

}
1≤i≤n

. The i-th empirical distribution related to the N -sample

(Ξ
(i)
1 , . . . ,Ξ

(i)
N ) (we omit in notation the dependence to the current iteration k) gen-

erated by SMC will be denoted

µ
N,(k)
βi

def
=

1

N

N∑
ℓ=1

δ
Ξ

(i)
ℓ

≃ µ
(k)
βi

,
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and the estimator of the normalization constant Z
(k)
βn

will be denoted Z
N,(k)
βn

.

The sequence of inverse temperatures β0 = βbridge(k) < β1 < . . . < βn = β(k)

will be redefined in this SMC simulation framework as an approximation targeting the
sequence defined in (2.11), with the final element being an approximation of the critical
inverse temperature (2.12) . However, before going into the latter approximations, let

us begin by describing how starting form µ
N,(k)
βi

, SMC simulates at the i-th iteration

the empirical distribution µ
N,(k)
βi+1

. SMC performs sucessively: i) a weighting and

selection step of the N particles, and ii) a mutation step of each individual particle.

The weighting step i) assigns weights to the empirical distribution µ
N,(k)
βi

so that it

approximates µ
(k)
βi+1

µ
N,(k)
βi+1

=

N∑
ℓ=1

w
(i)
ℓ δ

Ξ
(i)
ℓ

with w
(i)
ℓ =

Gi(Ξ
(i)
ℓ )∑N

ℓ′=1 Gi((Ξ
(i)
ℓ′ ))

,

where Gi(x) is given by (2.4). It is straightforward to show that the associated
normalizations follow the recursion

Z
N,(k)
βi+1

= Z
N,(k)
βi

µ
N,(k)
βi

(Gi).

The above weighting step is followed by a selection step, where the particles are re-

sampled according to their weights w
(i)
ℓ . For this purpose, we choose the efficient sys-

tematic resampling scheme among the multiple available resampling techniques [18].

The mutation step ii) then consists of a Markovian transition that leaves µ
(k)
βi+1

invari-
ant and is applied individually and independently a certain number of times to the N
particles. In practice, the Markovian transitions are performed using a Metropolis-
Hasting algorithm, with an adaptive Markovian kernel in order to maintain a given
Metropolis acceptance rate [19].

We emphasize that tempering with SMC typically involves many evaluations of
the score function underlying the sequence of targeted distributions. This paper
precisely focuses on cases where the true score S∗ too expensive for so many evaluation,
is substituted by but a reduced score S(k), much cheaper to evaluate.

3.2. Approximation of critical temperature and adaptive tempering.
The simulation starts from an i.i.d. sample with the reference distribution (βbridge(1) =

0 so that µ
(1)
βbridge(1)

= π). We recall that after k iterations, the algorithm provides

a current reduced score S(k), an associated pointwise error estimate E(k), an ini-
tial inverse temperature βbridge(k) and a sample of size N approximately distributed

according to µ
(k)
βbridge(k)

, denoted using a sample-size superscript by µ
N,(k)
βbridge(k)

.

The ART algorithm needs in practice an approximation of the critical inverse
temperature β(k) given by the final inverse temperature of index determined by the
criterion (2.12). We approximate this criterion by substituting the continuous distri-
butions by sample-based empirical approximations. More precisely, at the i-th itera-

tion of the tempering scheme, we use the empirical distribution µ
N,(k)
βi

to approximate
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the worst-case log cost for an inverse temperature β close to βi as

Ent
(
η̌
(k)
β | µ(k)

β

)
= log

Z
(k)
β

Ž
(k)
β

− βη̌
(k)
β (E(k)),

≈ log
µ
N,(k)
βi

(e(β−βi)S
(k)

)

µ
N,(k)
βi

(e(β−βi)S(k)−βE(k))
− β

µ
N,(k)
βi

(e(β−βi)S
(k)−βE(k)

E(k))

µ
N,(k)
βi

(e(β−βi)S(k)−βE(k))
,

(3.1)

where we have used the definitions of the proposal (1.4) and the surrogate target (1.6).
The ART algorithm also needs in practice a Monte-Carlo approximation of the

sequence of temperature given in (2.11). Analogously to what was done previously,

at the i-th iteration of the tempering scheme, we use the empirical distribution µ
N,(k)
βi

to approximate the adaptive criterion for β close to βi as

Ent
(
µ
(k)
β | µ(k)

βi

)
= log

Z
(k)
βi

Z
(k)
β

+ (β − βi)µ
(k)
β (S(k)),

≈ − logµ
N,(k)
βi

(e(β−βi)S
(k)

) + (β − βi)
µ
N,(k)
βi

(e(β−βi)S
(k)

S(k))

µ
N,(k)
βi

(e(β−βi)S(k))
, (3.2)

Now, using these two approximations, the SMC simulation proceeds as explained
in Section 3.1: it creates a random sequence (βi)i≥0 of increasing inverse temperature

starting from β0 = βbridge(k), related to a sequence of empirical distributions µ
N,(k)
βi

for i ≥ 0, until it reaches the critical inverse temperature β(k)(c1, βbridge(k)). More
precisely, at the i-th iteration of the tempering scheme, we propose an increase for βi
by δβ given as the solution of an optimization problem defined with the approximation
(3.2)

δβ = min{δβ′ : δβ′µ
N,(k)
βi

(eδβ
′S(k)

S(k))

µ
N,(k)
βi

(eδβ′S(k))
− logµ

N,(k)
βi

(eδβ
′S(k)

) > c2, 0 ≤ δβ′ ≤ β∞−βi}.

This one-dimensional problem can be efficiently solved using a standard bisection
method. The increase δβ is accepted if it is below or equal the critical inverse tem-
perature, i.e., using approximation (3.1) if

log
µ
N,(k)
βi

(eδβS
(k)

)

µ
N,(k)
βi

(eδβS(k)−(βi+δβ)E(k))
− (βi + δβ)

µ
N,(k)
βi

(eδβS
(k)−(βi+δβ)E

(k)

E(k))

µ
N,(k)
βi

(eδβS(k)−(βi+δβ)E(k))
≤ c1.

(3.3)

Therefore if (3.3) holds then βi+1 = βi + δβ, else the critical inverse temperature is
reached, i.e., β(k)(c1, βbridge(k)) = βi.

3.3. Approximation for bridging. As exposed in Section 2.5, the bridging
procedure at the end of iteration k consists in selecting a past index = kbridge ≤ k and a
new initial inverse temperature βbridge(k + 1) which will be used to initialize the SMC
simulation with the new score approximation S(k+1) starting from the past, recorded,

empirical distribution µ
N,(kbridge)

β(kbridge)
. In line with the definition of problem (2.8), we select
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for this purpose the largest lexicographic pair (k′, β) ∈ J0, kK × C(k′). However, in
order to provide an implementation of this step of the ART algorithm, it is necessary
to define an empirical counterpart to this optimization problem. As done previously,

using µ
N,(k′)

β(k′) , the worst log-cost is approximated for β close to β(k′) by

Ent
(
η̌
(k+1)
β | µ(k+1)

β

)
≈ log

µ
N,(k′)

β(k′) (eϕβ,k′ )

µ
N,(k′)

β(k′) (eϕβ,k′−βE(k+1)
)
− β

µ
N,(k′)

β(k′) (eϕβ,k′−βE(k+1)

E(k+1))

µ
N,(k′)

β(k′) (eϕβ,k′−βE(k+1)
)

,

(3.4)

while the entropic adaptive criterion is approximated for β close to β(k′) by

Ent
(
µ
(k+1)
β | µ(k′)

β(k′)

)
≈ − logµ

N,(k′)

β(k′) (eϕβ,k′ ) +
µ
N,(k′)

β(k′) (eϕβ,k′ϕβ,k′)

µ
N,(k′)

β(k′) (eϕβ,k′ )
, (3.5)

with

ϕβ,k′ = βS(k+1) − β(k′)S(k′).

A SMC approximation of the bridging procedure (2.8) consists then in solving a
sequence of one-dimensional constrained optimization problem of the form

β′ = max{β : (3.4) ≤ c1, (3.5) ≤ c2, β
(k′) ≤ β ≤ β∞},

starting from index k′ = k and decreasing the index until the problem above admits
a solution, in which case

(kbridge, βbridge(k + 1)) = (k′, β′).

We remark that the set of constraints related to this problem is not necessarily con-
vex. However, we can efficiently solved this one-dimensional problem with standard
optimization techniques. We choose to use an interior point method. Analogously to
the procedure detailed in Section 3.1, the normalization estimate is then updated as

Z
N,(k+1)
βbridge(k+1) = Z

N,(kbridge)

β(kbridge)
µ
N,(kbridge)

β(kbridge)
(Gbridge), (3.6)

where

Gbridge(x) = eβbridge(k+1)S(k+1)(x)−β(kbridge)S(kbridge)(x).

The N -sample (Ξ1, . . . ,ΞN ) related to the empirical distribution µ
N,(kbridge)

β(kbridge)
is resam-

pled according to the weights
Gbridge(Ξi)∑N

i′=1
Gbridge((Ξi′ ))

, and mutated to target the new initial

distribution µ
(k+1)
βbridge(k+1) serving at the next iteration.

We omit to comment the SMC approximation for snapshot sampling or com-
puting the stopping index in the ART algorithm as they follow naturally from the
above discussion or from the simple substitution of distributions by their empirical
equivalents. This concludes the k-th iteration of the algorithm.
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3.4. SMC-based estimators. Using the sequence of empirical distributions

{µN,(k)
β(k) }Kk=1 generated by SMC simulations along the ART algorithm iterates, we

can write a closed-form approximation of the importance sampling estimator given
in (2.1) - (2.2). The SMC approximation of the IS estimator γ̂Hβ∞

of the the unnor-
malized distribution γ∗

β∞
is given by

γ̂N,Hβ∞,IS =
1

H

Kj0
+H∑

k=Kj0
+1

Z
N,(k)

β(k) eβ∞S∗(Xk+1)−β(k)S(k)(Xk+1)δXk+1
. (3.7)

Moreover, SMC simulation also provides as by-products an estimator of γ∗
β∞

, which
we will call reduced SMC (RSMC) estimator because based solely on the reduced
score, given by

γ̂N,Hβ∞,RSMC =
1

H N

Kj0
+H∑

k=Kj0+1

Z
N,(k)

β(k)

N∑
i=1

e(β∞−β(k))S(k)

δ
Ξ

(k)
i

, (3.8)

where (Ξ
(k)
1 , . . . ,Ξ

(k)
N ) denotes the N -sample related to the empirical distribution

µ
N,(k)

β(k) . γ̂N,Hβ∞,RSMC is expected to be increasingly accurate in the case where the

reduced score S(k) converges to S∗ as k increases. However, we will see in our numer-
ical experiments that the RSMC estimator can nevertheless retain a significant bias
in some cases, even if the reduced score converges to the true one. The SMC-based
estimates of the normalized distribution η∗β∞

are

η̂N,Hβ∞,IS = γ̂N,Hβ∞,IS/γ̂
N,H
β∞,IS( ll) and η̂N,Hβ∞,RSMC = γ̂N,Hβ∞,RSMC/γ̂

N,H
β∞,RSMC( ll). (3.9)

4. Numerical Simulations. Our numerical simulations focus on target dis-
tributions of the form (1.1), where S∗ implies the high-dimensional solution of an
elliptic PDE parametrized by some random input vector. We propose to evaluate
numerically the ART algorithm for sampling these distributions, where the PDE
solution is approximated by a popular reduced basis (RB) approach. The evalu-
ation is completed by a study of the ART’s performance in the context of a one-
dimensional yet challenging toy problem. Our numerical simulations are carried out
using an implementation of the ART algorithm in the Julia language, available at
https://gitlab.inria.fr/pheas/adaptive-reduced-tempering. After introduc-
ing the models, namely the PDE and it high-fidelity and reduced solutions, we will
study two related problems: a rare event estimation problem and a Bayesian inverse
problem.

4.1. Model #RB: heat diffusion and reduced basis approximations. Let
Ψ∗(x) be the high-fidelity numerical approximation of the solution of a bi-dimensional
PDE on the spatial domain Ω = [0, 1]2 parametrized by a 4-dimensional random vector
x = (x1 · · ·x4)

⊺ ∈ X = R4
+. The chosen PDE corresponds to the well-studied thermal

block problem, which models heat diffusion in an heterogeneous media.
We begin by describing the parametric PDE and the high-fidelity numerical ap-

proximation of its solution. The temperature function Ψ over Ω is ruled by the elliptic
problem {

−∇ · (κ(·;x)∇Ψ) =1 in Ω

Ψ =0 on ∂Ω
,
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Fig. 4.1. Illustration of the thermal block problem (Model #RB). High-fidelity solution
Ψ∗(X) of the PDE for 4 different samples X of the reference log-normal distribution (images taken
from [11]).

where the function κ(·;x) : Ω → R+ represents a parametric diffusion coefficient
function.

The high-fidelity solution Ψ∗(x) of this diffusion problem entails the solution of
a variational problem. Precisely, let V denote the Hilbert space H1

0(Ω) and ∥ν∥V =
∥∇ν∥L2 the norm induced by the inner product defined over V. For any x ∈ X , we de-
fine the solution Ψ⋆(x) ∈ V of the variational problem a(Ψ(x), ν;x) =

∫
Ω
νdΩ, ∀ν ∈

V, where a : V × V → R is the bilinear form a(u, ν;x) =
∫
Ω
κ(·;x)∇u · ∇νdΩ. We

consider the piecewise constant diffusion coefficient κ(·;x) =
∑4
q=1 llΩq

(·)xq with the

partition Ω = ∪4
q=1Ωq and Ωq’s being non-overlapping squares. Setting the param-

eter space X = (R+)
4 implies that the bilinear form is strongly coercive, and the

Lax-Milgram lemma ensures the variational problem has a unique solution.
Consider next a finite h-dimensional subspace Vh ⊂ V. The high-fidelity approx-

imation Ψ∗(x) ∈ Vh of the solution Ψ⋆(x) is defined for any x ∈ X by

Ψ∗(x) = arg min
ν∈Vh

∥Ψ⋆(x)− ν∥2,

with the energy norm induced by the bilinear form ∥ν∥ =
√
a(ν, ν;x). The high-

fidelity approximation Ψ∗(x) is obtained in practice by solving a large system of h
linear equations. [29] Figure 4.1 shows several high-fidelity solutions Ψ∗(x) of the PDE
for samples drawn according to the reference distribution.

We are interested in the construction of an inexpensive approximation to the set
of high-fidelity solutions

M = {Ψ∗(x) ∈ Vh : x ∈ X},

by evaluating only some of its elements. By selecting a well-chosen set of K snapshots
{Ψ∗(xi)}Ki=1, the RB framework approximates M in a well-chosen linear subspace
VK ⊂ Vh of much lower dimension K ≪ h. Using this framework yields i) an ap-
proximation Ψ of the high-fidelity solution Ψ∗, ii) a so-called a posteriori error upper
bound on the finite element version of the reference H1

0(Ω) norm ∥Ψ∗(x) − Ψ(x)∥Vh

denoted by

∥Ψ∗(x)−Ψ(x)∥Vh
≤ ∆Ψ(x).
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The high-fidelity solution, the RB approximation and the a posteriori error bounds
are computed via the “pymor” Python® toolbox [27] available at https://github.
com/pymor/pymor.

The computation of the RB approximation and error bound relies on the affine
parametric dependence of the RB approximation by splitting the assembly of the re-
duced matrices and vectors in an off-line and on-line phases. The former, which is per-
formed once for all at each RB update, entails the computation of all the h-dependent
and x-independent structures based on the snapshots4. It requires O(Kh2 + K2h)
operations. Besides, one must add the evaluation of the snapshot, which is O(h3). In
the latter, on-line phase, for a given parameter x ∈ X , we assemble and solve the RB
system and provide the error bound in O(K3), with a cost depending only on K. For
further details, we refer the reader to the introductory book on RB [29].

For sampling problems involving this PDE model, the reference distribution π
for x will be a log-normal distribution of independent components with ln(xq) ∼
N (0.6, 0.82), for q = 1, . . . , 4.

4.2. Model #S: closed-form score. From an evaluation perspective, it is
difficult to obtain closed-form reference posterior distributions in the context of the
previous PDE model. In order to further evaluate the proposed algorithm with a
closed-form characterizable reference probability distribution, we rely on the one-
dimensional closed-form function proposed in [11]. In this toy model, the previous
high-fidelity PDE solution Ψ∗ is substituted by a a one-dimensional function Ψ∗ :
R+ → R, the RB approximation Ψ is replaced by a cubic spline approximation Ψ :
R+ → R and we assume that the error |Ψ(x) − Ψ∗(x)| is directly available. For
x ∈ X = R+, the one-dimensional function is

Ψ∗(x) =

{
ℓ if x ≤ 1/ℓ

1/x+ f(x) else
, (4.1)

where f(x) = 15
(
llx0≤x<x1

sin(x− x0)
2 + llx1≤x(sin(x1 − x0)

2 − 0.1(x− x1))
)
with

parameters x0 = 0.5 and x1 = 5.
For sampling problems involving this toy model, the reference distribution π will

be a log-normal distribution such that ln(x) ∼ N (1.5, 1.52).

4.3. Sampling problems.

4.3.1. Problem #RE: rare event simulation. In these numerical experi-
ment, we consider a target distribution η∗β∞

of the form (1.1) with score(·) = 1 −
max(ℓ− ∥ · ∥p, 0)/ℓ and p > 0 yielding the score function

S∗(x) = 1−max(ℓ− ∥Ψ∗(x)∥p, 0)/ℓ, ℓ > 0. (4.2)

The rare event problem is the estimation of the probability limβ∞→∞ π(eβ∞S∗
) =

π ({S∗ ≥ 1}). In practice, we set β∞ = 50. The function Ψ∗(x) is either
• the high-fidelity approximation of the PDE solution for parameter x defined

in Section 4.1 (model #RB),
• the closed-form function (4.1) defined in Section 4.2 (model #S).

4With regard to the snapshots used to enrich the RB approximation space, it should be noted
that the sampling of snapshots in the first iterations of ART corresponds to the popular weak greedy
algorithm. However, once the target temperature has been reached (j0 times), the weak greedy
algorithm is replaced by drawing snapshots according to the importance distribution.
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high-fidelity sol. Ψ∗ RB approx. Ψ (initial) RB approx. Ψ (final)

Error approx. EΨ (initial) Error approx. EΨ (final)

Fig. 4.2. Problems #RE with model #RB. Illustration of the need for an adaptive ap-
proach to construct relevant reduced-score approximations of the PDE solution Ψ∗. The RB approx-
imation Ψ and its error |Ψ−Ψ∗| are displayed for a sample X in the rare event {x : ∥Ψ∗(x)∥∞ ≥ 3},
at the start and end of the algorithm (notice the different error scales in the colorbar).

Fig. 4.3. Problem #RE with model #S. Illustration of the need for an adaptive approach
to construct relevant approximations of Ψ∗ as defined in (4.1). Function Ψ∗ (blue curve), its spline
approximation Ψ (red curve) and the snapshots used to build it (green dots) are displayed at the start
and end of the algorithm. The rare event is {x : Ψ∗(x) ≥ 90} (the “plateau” around x = 1e− 2).

Let p∗ = π(eβ∞S∗
) denote the target rare event probability. In the case of model #RB,

this probability corresponds to the occurrence of reaching the critical temperature ℓ,
e.g. a melting temperature, on average in the domain (p = 1) or in some point of
the domain (p = ∞). For this model, we perform standard adaptive SMC simulation
with a score based on the high-fidelity solution Ψ∗(x) and using 1000 particles. By
averaging over 10 runs, we obtain after an intensive calculation empirical approxima-
tions of the target rare event probabilities: p∗ ≈ 6.07e − 04 (for p = 1 and ℓ = 0.5)
and p∗ ≈ 1.47e − 04 (for p = ∞ and ℓ = 3). In the case of model #S, the target
probability p∗ ≈ 2.18e − 8 (for ℓ = 90) is closed-form and analytically computable.
We use the ART algorithm to estimate probability p∗, evaluating the unnormalized
estimates γ̂N,Hβ∞,IS( ll) and γ̂N,Hβ∞,RSMC( ll) defined in (3.7) and (3.8).

As needed by the ART algorithm, we design the error bound E(x) on the absolute
error on the score |S∗(x)− S(x)|, relying on the available error quantification. More
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precisely, in the case of model #S, as Ψ(x) ∈ R and as we have assumed the error is
directly available, we simply have that |S∗(x) − S(x)| ≤ |Ψ(x) − Ψ∗(x)| = E(x). In
the case of model #RB with p = 1, an error function defined with the a posteriori
error ∆Ψ(x) as E(x) = π−1∆Ψ(x) satisfies

|S∗(x)− S(x)| ≤ |∥Ψ∗(x)∥L1 − ∥Ψ(x)∥L1 |,
≤ ∥Ψ∗(x)−Ψ(x)∥L1 ,

≤ ∥Ψ∗(x)−Ψ(x)∥L2 ≤ π−1∥Ψ∗(x)−Ψ(x)∥Vh
≤ E(x),

where we have used the definition of the score function, the triangular inequality,
the Cauchy-Schwarz inequality, the Poincaré inequality with the constante π−1 on
the unit square domain and finally the a posteriori error inequality. As the finite
element basis is an interpolating one, we will assume h sufficiently large so that we
can compute the L1-norm as the average of the finite element coefficients. In the
case of p = ∞, one can not in general rigorously derive an upper bound on the error
relying on the a posteriori estimate ∆Ψ(x). However, as the ART algorithm has the
advantage of not requiring a rigorous error bound, we simply define the approximate
error bound as

|S∗(x)− S(x)| ≈ ∆Ψ(x) = E(x). (4.3)

Figure 4.2 illustrates a high-fidelity approximation related to the rare event (i.e.,
{x : S∗(x) ≥ 1} = {x : ∥Ψ∗(x)∥∞ ≥ 3}) obtained by our algorithm in the context of
model #RB. We use an initial RB approximation built with 5 snapshots drawn accord-
ing to the reference density. The same figure shows that this initial RB approximation
is insufficiently accurate to discriminate this rare event since {x : ∥Ψ(x)∥∞ ≥ ℓ} = ∅.
Figure 4.3 shows that similarly, in the case of model #S, the initial spline approxima-
tion built with 10 snapshots is insufficiently accurate to discriminate the rare event.

For these low-temperature problems, ART performance is quantified by evalu-
ating the relative expected square error as a function of the expected cost over R
independent runs. More specifically, let p̂r be a short-hand notation for either the
estimate γ̂N,Hβ∞,IS( ll) or γ̂N,Hβ∞,RSMC( ll) at the r-th run. After exhausting the budget
K of snapshots, the relative expected square error of the IS or RSMC estimator is
approximated over runs by the empirical average

1

R

R∑
r=1

(p̂r − p∗)
2

p∗2
, (4.4)

and their expected cost (in units of the cost of evaluating S∗) is approximated by

K +
1

R

R,K∑
r=1,k=1

N (k)
r gain(k) (4.5)

with gain(k) representing the ratio of the cost of evaluating the reduced score S(k) to

the cost of the true score S∗, and where N
(k)
r represents the number of evaluations of

the reduced score at the k-th iteration and r-th execution of the ART algorithm.
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noisy Ψ∗ random set of observed points

Fig. 4.4. Problem #BI with model #RB. Illustration of the observations of the inverse
problem. The high-fidelity solution Ψ∗ for a sample X in the rare event set (obtained at the end of
the algorithm for the sampling problem #RE) is observed on a random set of points up to Gaussian
noise.

4.3.2. Problem #BI: Bayesian inverse problem. In this numerical exper-
iment, we want to sample a Bayesian posterior distribution η∗β∞

of the form (1.1)
at the inverse temperature β∞ = 1, for π being the log-normal prior distribution of
model #RB, and given a set of observations following a Gaussian likelihood model.
Let the supremum norm of the PDE solution and of its RB approximation evalu-
ated at the diffusion parameter vector x be denoted respectively by the functions
φ∗(·) = ∥Ψ∗(·)∥∞ and φ(·) = ∥Ψ(·)∥∞. The objective of this Bayesian sampling
problem is to estimate the posterior distribution of X, given the PDE solution on a
finite set of points corrupted by noise. For evaluation purposes, we will focus in this
experiment in the distribution of the scalar observables φ∗(X) and φ(X). In order to
generate the observations, we consider the high-fidelity PDE solution Ψ∗(x⋆) evalu-
ated at x⋆, where the latter parameter is sampled in the tail of the prior distribution
π (using a sample of the low-temperature simulation experiment, see Section 4.3.1).
Let Ψ∗

z ∈ R be the PDE solution Ψ∗ taken at point z ∈ Ω. Given a finite set of
points Z ⊂ Ω, the set {Ψ∗

z(x
⋆)}z∈Z is corrupted by an independent Gaussian noise

of variance σ2
obs to generate the set of observations {Ψobsz }z∈Z . The log likelihood of

the Gaussian observation model is given by the score function

S∗(x) = − 1

σ2
obs

∑
z∈Ωobs

(Ψ∗
z(x)−Ψobsz )2.

We perform standard adaptive SMC simulation with a score based on the high-
fidelity solution Ψ∗(x) and using 500 particles. By averaging over 10 runs, we obtain
after an intensive calculation an empirical reference approximation of the distribu-
tion of φ∗(X), whose cumulative distribution function will be denoted by Fφ∗(x).
We perform R independent runs of the ART algorithm to estimate the latter func-
tion, using the normalized distribution estimates defined in (3.9). More precisely,

Fφ∗(x) is approximated using the IS estimate η̂N,Hβ∞,IS where the sample Xk+1 is re-

placed by φ∗(Xk+1), or using the RSMC estimate η̂N,Hβ∞,RSMC where the N -sample

(Ξ
(k)
1 , . . . ,Ξ

(k)
N ) is replaced by (φ(Ξ

(k)
1 ), . . . , φ(Ξ

(k)
N )). We will adopt in the following

the short-hand notation FN,Hφ,r for the cumulative distribution function related to the
IS or RSMC estimates of Fφ∗(x), obtained at the r-th run.

In this experiment, we rely on the reduced score S(x) = −
∑
z∈Ωobs

(Ψz(x) −
Ψobsz )2/σ2

obs where Ψz(x) is the value of the RB approximation Ψ(x) at the point
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z ∈ Ω. Using (4.3), an approximate majoration is

|S∗(x)− S(x)| = 1

σ2
obs

|
∑

z∈Ωobs

(Ψz(x)−Ψ∗
z(x))(Ψz(x) + Ψ∗

z(x)− 2Ψobsz )| ≈ E(x),

with the bound

E(x) =
1

σ2
obs

∑
z∈Ωobs

Eψ(x)(Eψ(x) + 2|Ψz(x)−Ψobsz |).

In this Bayesian sampling experiment, ART performance is quantified by eval-
uating the expected Kolmogorov-Smirnov statistic for the cumulative distribution
function Fφ∗(x)

1

R

R∑
r=1

sup
x

|FN,Hφ,r (x)− Fφ∗(x)|, (4.6)

as a function of the expected cost (4.5).

4.4. Numerical results.

4.4.1. Experimental setup for evaluation. ART is configured as follows for
the different problems and models. The mutation proposal is based on an Ornstein-
Uhlenbeck [19] adaptive state movement. The worst-case log cost threshold c1, the
adaptive tempering parameter c2, the snapshot budget of K, the trigger parameter
j0, the number M of Markov transitions at each mutation step, the number R of runs
and the number N of particles are given, for each experiment, in the table below.

c1 c2 K j0 M R N ∈
problem #RE & model #RB 1e-2 1e-3 200 5 30 50 [1e2, 3e3]
problem #RE & model #S 1e-3 1e-3 200 5 100 100 [1e3, 1e4]
problem #BI & model #RB 1e-2 1e-3 200 5 30 100 [1e1, 5e2]

For problem #BI (which uses model #RB), we draw uniformly on the square Ω
a set Z of 20 random points z, where we observe the solution Ψ∗

z up to a Gaussian
noise of variance 1e− 2. The observations are displayed in Figure 4.4.

For problems#RB (resp. for problem #BI), we evaluate the empirical relative
square error (4.4) (resp. the expected Kolmogorov-Smirnov statistic (4.6)) versus
the average cost and compare to results obtained for several dozen of runs with the
true score S∗ and for a varying number of particles, using either the standard AMS
algorithm [8] (except for problem #BI, which can not be solved by AMS) or adaptive
SMC simulation [3]. In the case of problem #RE, we also compare to performances
obtained for several dozen of runs of the ARMS algorithm [11] with a varying number
of particles.

4.4.2. Rare event simulation (Problem #RE). Figure 4.5 and 4.6 compare
the performances of the ART algorithm with those of the state-of-the-art methods.

We note that the reduced sampling methods (ARMS and ART’s IS estimate) share
similar performances in the case of our rare event simulations. We nevertheless remark
that depending on the model, there exists a slight gain or loss of the order of a few
units for ART in comparison to ARMS (a gain in the case of model #RB for p = 1 and
a loss in the case of model #S). Discriminating the most performant reduced method
(ART or ARMS) is not obvious as performances appear in our experiments to be model
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Fig. 4.5. Problem #RE (rare event simulation) & model #RB (PDE-based score).
Relative expected square error as a function of the expected cost for ART’s IS and RSMC estimates,
for a score function (4.2) with p = 1 (left) and p = ∞ (right), and for a varying number of particles
N . Comparison to the performance of adaptive tempering with S∗ and to results of AMS and ARMS
computed in [11].

Fig. 4.6. Problem #RE (rare event simulation) & model #S (closed-form score).
Relative expected square error as a function of the expected cost for ART’s IS and RSMC estimates
for a varying number of particles N . Comparison to the performance of adaptive tempering with S∗

and to results of AMS and ARMS computed in [11].

dependent and sensitive to the setting of the free parameters (given in table above).
However, we emphasize that the ART algorithm has the advantage of being simpler
to implement as it does not require the use of the nesting and domination conditions
of the ARMS algorithm. Furthermore, unlike ARMS, to maintain consistency (at
least in an idealized case) ART only requires the use of an approximate error bound
in cases where a rigorous one is not available (e.g., in the case of model #RB with
p = ∞). Last but not least, the performances of the two reduced sampling methods
are far beyond the standard ones in terms of square error times cost: we observe a
gain of the order of a decade or two of the expected square error for a given cost.

Although ART’s RSMC and IS estimates are almost indistinguishable for model #RB,
we note that ART’s RSMC estimate (which relies solely on the reduced score) deteri-
orates in the case of model #S, the square error tending to be constant with respect
to the cost. For this case, using the spline approximation S rather than the true
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score S∗ induces a significant bias. Indeed, the non-differentiability of S∗ at the rare
event boundary leads to high-frequency oscillations (which tend to decrease with the
number of interpolation points, but never disappear completely) in the spline model.
The consequence is that a significant proportion of particles in the rare event set
{x ∈ X : S∗(x) ≥ 1} are to be excluded from the set {x ∈ X : S(x) ≥ 1}, leading to a
negative bias. On the contrary, we observe that ART’s IS estimate is not biased and
retains its good performance in this case, independently of the problem of convergence
of S to S∗.

For both standard and reduced estimates (ARMS and ART’s IS estimate), we
observe approximately a unitary negative slope (on a logarithmic scale) of the variance
as a function of cost, implying that the product of variance and cost is constant. Such
a behavior suggests asymptotic normality of the proposed IS estimate, as it has been
demonstrated for AMS [9].

Fig. 4.7. Problem #BI (Bayesian inversion) & model #RB (PDE-based score).
Kolmogorov-Smirnov distance as a function of the expected cost for ART’s IS and RSMC estimates
for a varying number of particles N . Comparison to the performance of adaptive tempering with
S∗.

4.4.3. Bayesian inversion (Problem #BI). We next turn to the Bayesian
inverse problem. Figure 4.7 shows that the ART algorithm decreases the cost of
simulation in comparison to adaptive tempering, of about a decade to obtain a similar
sampling accuracy according to the Kolmogorov-Smirnov distance (4.6).

We observe a sub-unitary negative slope (of minus one half on a logarithmic scale)
of this distance as a function of cost for ART’s RSMC estimate, implying that the
product of the square of the Kolmogorov-Smirnov distance and the cost is constant,
and suggesting that the product of the estimator’s variance and the cost is constant
for any test function. Again this behavior supports the conjecture of asymptotic
normality for the proposed estimate.

In contrast to the case of problem #RB with model #S, we find that ART’s IS
estimate performs slightly worse than ART’s RSMC estimate. Indeed, its slope is
less than the slope minus one half observed for the RSMC estimate. In this case, we
conjecture that for sufficiently large N and a sufficiently accurate approximation S,
the bias of the ART’s IS and RSMC normalized estimates are negligible in comparison
to their variances, and furthermore, the variance of ART’s IS estimate will be greater
than that of ART’s RSMC estimate. Indeed, let’s assume that S(k) ≃ S∗ for iterations
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k > Kj0 (which is a plausible assumption based on the illustrations in figures 4.2 and
4.3). The RSMC estimate should then have a variance of at best 1/NH [15, Prop.
9.5.6] and a negligible bias [17]. On the other hand, based on the Appendix A,
the IS estimate should have a variance of the order of 1/H and a negligible bias.
Consequently, considering N tending to infinity and H fixed, the mean square error
of the RSMC should tend towards zero with a speed at best inversely proportional to
the cost (4.5) (of the order of KN), while the mean square error of the IS estimate
will tend at best towards a constant (of the order of 1/H).

In summary, our numerical experiments have demonstrated that a computational
saving of over a decade is achieved with the ART algorithm, compared with state-of-
the-art standard approaches. In addition, the product of variance and cost appears
to be constant for these estimates in some regimes, suggesting asymptotic normality.
The results also show that, for a particular problem, the RMSC estimate can be biased
even in the case where the reduced score tends towards the true score. Conversely, on
the Bayesian inverse problem, the RSMC estimate seems to perform slightly better
than the IS estimate for a fixed budget of snapshots.

5. Conclusions and Perspectives. This work proposes an adaptive algorithm
called ART that reduces the cost of adaptive SMC simulation when the score function
S∗ is very expensive to compute. Riemann

The general idea of ART is to perform iterative importance sampling of a se-

quence of target distributions of the form ∝ eβ
(k)S∗

dπ parametrized at iteration k
by the inverse temperature β(k) ∈ R+, using a sequences of proposals of the form

µ
(k)

β(k) ∝ eβ
(k)S(k)

dπ, much cheaper to simulate with SMC. As the algorithm is iter-

ated, the proposals are adapted by adjusting the inverse temperature β(k) and refining
the approximation of the reduced score S(k) using the history of score evaluations pre-
viously calculated for importance sampling.

As S(k) gains in accuracy and β(k) increases, the reduced score approximation
should be refined using samples of the state space in regions closer and closer to the
low-temperature event of interest. However, an essential ingredient in achieving this
desirable convergence is to determine the first non-achievable inverse temperature β(k)

suitable for the accuracy of the current reduced score approximation S(k). Justified
by theoretical arguments, this problem is addressed in ART using an entropy con-
straint: β(k) is chosen such that the relative entropy between a surrogate target and
the proposal corresponds to a given logarithmic cost of importance sampling. The
surrogate target is constructed using an approximation of the quantification of the
worst-case error associated with the reduced score approximation.

A final point addressed by ART is the adaptation of the proposal to a new ap-
proximation of the reduced score S(k+1). To achieve this, ART searches among past
simulation indexes kbridge < k+1 for an approximation S(kbridge) and an initial param-

eter βbridge(k+1) such that the relative entropy between the new proposal µ
(k+1)
βbridge(k+1)

at its initial inverse temperature and the past proposal µ
(kbridge)

β(kbridge)
at its critical inverse

temperature is kept below a certain standard threshold and, in addition, such that
relative entropy between the surrogate target and the proposal is below the given log-
arithmic cost of importance sampling. The algorithm then bridges the two proposals
in a single SMC simulation step.

In addition to demonstrating their consistency in an idealized setting, we evaluate
in our numerical experiments the empirical convergence of the two proposed estima-
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tors, an importance sampling estimator and a reduced SMC estimator, in the context
of rare-event simulation and for a Bayesian inverse problem based on a PDE. We
exhibit empirically that we significantly reduce simulation cost of order of a decade
while achieving a comparable accuracy.

Appendix A. Consistency. We show the consistency of the unnormalized IS
estimator γ̂Hβ∞

in the idealized setting, see Section 2.1.

Proposition A.1. For any test function φ, the estimator γ̂Hβ∞
is unbiased, i.e.,

E γ̂Hβ∞
(φ) = γ∗

β∞
(φ), and its relative variance is

Var
[
γ̂Hβ∞

(φ)
]

γ∗
β∞

(φ)
2 =

1

H2

Kj0
+H∑

k=Kj0
+1

E(Z(k)

β(k)π(e
2β∞S∗−β(k)S(k)

φ2))

γ∗
β∞

(φ)
2 − 1,

where the expectation is with respect to the random variable β(k)S(k).

Proof. We first show that the random sequence

H 7→ Mφ
H

def
= H (γ̂Hβ∞

(φ)− γ∗
β∞

(φ)),

is a martingale with respect to the filtration generated by the snapshots FH =
σ(X1, . . . , XKj0

+1+H). Indeed, defining the density ratio

f
(k)
β∞

(x) = Z
(k)

β(k)e
β∞S∗(x)−β(k)S(k)(x),

the IS estimator (2.1) is rewritten as

γ̂Hβ∞
(φ) =

1

H

Kj0
+H∑

k=Kj0+1

f
(k)
β∞

(Xk+1)φ(Xk+1),

and we have

E[Mφ
H |FH−1] = E[

Kj0+H∑
k=Kj0

+1

f
(k)
β∞

(Xk+1)φ(Xk+1)−Hγ∗
β∞

(φ)|FH−1],

= Mφ
H−1 + E[f (Kj0

+H)

β∞
(XKj0

+H+1)φ(XKj0
+H+1)|FH−1]− γ∗

β∞
(φ),

= Mφ
H−1,

where the last equality is due to the fact that the snapshot XKj0
+H+1 is drawn

according to the proposal

µ
(Kj0

+H)

β
(Kj0

+H) = eβ
(Kj0

+H)
S

(Kj0
+H)

dπ/Z
(Kj0

+H)

β
(Kj0

+H) .

Now, since Mφ
H is a martingale, the estimator is unbiased E γ̂Hβ∞

(φ) = γ∗
β∞

(φ), and
its variance is given by the average of the quadratic variations of the sequence. The
Kj0 +H-th element of the sequence, the expectation of the quadratic variation is (in
this ideal setup the normalization constant can be computed exactly given some β(k)

and S(k))

Var
µ
(Kj0

+H)

β
(Kj0

+H)

(
dγ∗
β∞

dµ
(Kj0

+H)

β
(Kj0

+H)

(X)φ(X)|FH−1) = Z
(k)

β(k)π(e
2β∞S∗−β(k)S(k)

φ2)− γ∗
β∞

(φ)
2
,
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where β(k)S(k) is a variable depending on the randomness of the previous snapshots.
Therefore, the variance is

Var
[
γ̂Hβ∞

(φ)
]
=

1

H2

Kj0+H∑
k=Kj0

+1

E(Z(k)

β(k)π(e
2β∞S∗−β(k)S(k)

φ2))− γ∗
β∞

(φ)
2
. □
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[21] Patrick Héas. Selecting reduced models in the cross-entropy method. SIAM/ASA Journal on
Uncertainty Quantification, 8(2):511–538, 2020.
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