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Achieving precise control over self-propelled undulatory swimmers requires a deep understanding of their intricate
dynamics. This paper presents a method for addressing optimal control problems in this context by leveraging surro-
gate models. We develop a Navier-Stokes solver using a volume penalization method to simulate the fluid-structure
interaction inherent in swimming dynamics. An offline phase generates training data through open-loop simulations
across a defined range of control inputs, enabling the training of a surrogate model. This model significantly reduces
computational costs, particularly in optimization and control contexts. Utilizing these surrogate models, we compute
control strategies to address two key challenges: precise velocity tracking and optimizing swimmer efficiency. Firstly,
we employ model predictive control (MPC) to enable velocity tracking against a reference signal, allowing swift ad-
justments of the swimmer’s frequency and amplitude. Secondly, we tackle the minimization of the swimmer’s cost of
transport, resulting in a solution akin to a burst-and-coast strategy. Despite achieving energy performance comparable
to continuous swimming cases, mismatches between the surrogate model and the high fidelity simulation significantly
impact the quality of the obtained solution. This work sheds light on the potential of surrogate models in optimizing
self-propelled swimming behavior and underscores the importance of addressing model mismatches for more accurate
control strategies in the future.

I. INTRODUCTION

Aquatic animals employ different control mechanisms to
enhance hydrodynamic performance. These flow control
methods are either passive, involving anatomical and morpho-
logical changes driven by evolution, or active, where mus-
cles are used to alter body shape and manipulate the flow1.
Among animals relying on undulations for thrust generation,
examples of active flow control include adjusting swimming
frequency, amplitude, and body curvature. Active flow con-
trol has been a long standing topic in the fluid mechanics
literature2,3. The use of actuators coupled with robust control
laws has the potential to improve the hydrodynamic perfor-
mance of many engineering systems of interest. Drag reduc-
tion, lift augmentation, improved energy efficiency are just
some of many benefits that could be achieved. In compu-
tational contexts, active flow control is broadly categorized
into two approaches: model-based and model-free control. In
the first one, a mathematical model of the dynamics is known
a priori and used to compute control laws. Model-free ap-
proaches on the other hand, do not rely on a model. Con-
trol laws are computed using data generated from the real sys-
tem. Both methods have their own advantages and drawbacks.
As an example, mismatches between the real system and the
model is one important limitation of model-based approaches.
Model-free approaches circumvent this problem by directly
optimizing the real system. Nonetheless, without the use of
a model, the search for a good control law becomes compu-
tationally demanding and exhibits poor sample efficiency4–6.
Furthermore, the incorporation of constraints on control in-
puts and states is easier in model-based approaches because
these constraints can be formulated mathematically and added
to the optimization problem. Recent advances in the field of
machine learning (ML) have brought many tools that can com-

plement and improve classical approaches in active flow con-
trol. In model-free methods, genetic programming7, deep re-
inforcement learning8–10 and cluster based methods11,12 have
all been used to control several interesting flows. In model-
based approaches, the most obvious use of ML is to learn
the model using a supervised learning algorithm. The learned
model is then used in a model-based method such as model
predictive control. The dimension of the state space in ac-
tive flow control problems is often very high . Reduced or-
der models, obtained with methods such as Proper Orthogo-
nal Decomposition (POD)13,14, are commonly employed for
model-based control to alleviate computational concerns.

For most aquatic animals, deriving mathematical models
from first principles is far from an easy task. Many aquatic
animals propel themselves through water by generating pe-
riodic undulatory motions. The hydrodynamic forces that are
applied on the swimmer result from complex interactions with
the surrounding fluid. In the 1960s, Lighthill pioneered the de-
velopment of analytical expressions for these forces through
his renowned elongated-body theory15. In his theory, Lighthill
makes the assumption that the fluid is potential and derives
formulas for both the thrust and the energy cost. Dynamical
models based on Lighthill’s theory have been used to predict
and control the motion of bio-inspired aquatic robots16–18.
Due do the above mentioned difficulty, many studies
have focused on combining high fidelity simulations with
model free methods to solve control tasks for undulatory
swimming8,19,20. In this study, we explore an alternative ap-
proach by combining high-fidelity numerical simulations with
modern machine learning techniques for model-based control.
Our strategy involves utilizing data generated from computa-
tional fluid dynamics simulations to perform nonlinear system
identification. The obtained models are then utilized for con-
trol. One notable advantage of this approach is its reduced
reliance on simplifying assumptions when compared to the



Data-driven optimal control of undulatory swimming 2

conventional analytical approach typified by Lighthill’s the-
ory. In our approach, we solve the incompressible Navier-
Stokes equations numerically to accurately calculate the hy-
drodynamic forces acting on the swimmer. The computed
forces account for viscous effects, which are not considered
in the model relying on Lighthill’s theory because of the po-
tential flow assumption.

Many nonlinear system identification methods exist in the
literature. They can be classified into two categories: para-
metric and nonparametric methods. For both of these ap-
proaches the goal is the same: learn the system dynamics
during an offline phase to build a model that adequately rep-
resents the system’s behavior. The model is then used for
control. Recent years have seen a significant upsurge in the
exploration of machine learning techniques for system iden-
fication and control. For instance, in the work by Hewing,
Kabzan, and Zeilinger 21 , gaussian process regression is used
to learn model uncertainties with respect to a nominal model.
The resulting stochastic dynamics are then used for safe model
predictive control. Similarly in a study by Wu et al. 22 , a
recurrent neural network is trained using open loop simula-
tions to obtain the system dynamics. In Ref. 23, a para-
metric method known as the sparse identification of nonlinear
dynamics (SINDy)24 is used to learn a model to control the
plasma in a tokamak. What distinguishes SINDy is its ability
to provide interpretable models, making it an attractive option,
especially when a nominal model is unavailable. Additionally,
SINDy needs significantly less data than methods like neural
networks25.

In this work, for the reason mentioned above, we decided
to use SINDy to model the swimming dynamics. The data re-
quired to train the model is obtained by performing a certain
number of high fidelity numerical simulations. The remainder
of the paper is organized as follows: In the following section,
the numerical modelling procedure required for the simula-
tion is introduced. Then in section III, the SINDy framework
used for system identification is presented. The numerical op-
timal control methods that are used are detailed in section IV.
Section V is devoted to the presentation of results on both ve-
locity tracking and cost of transport optimization. Finally, a
brief conclusion is drawn.

II. NUMERICAL MODELLING

A. Swimming kinematics

The kinematics of most undulatory swimming aquatic ani-
mals can be approximated by a backward traveling wave26 of
the following form:

y(x, t) = a(x)sin
(
kx−ω f t

)
. (1)

The wavenumber k is related to the wavelength λ by the fol-
lowing formula: k = 2π

λ
. The angular frequency, ω f , is given

by: ω f = 2π f , where f is the frequency of the wave. The
curve envelope, a(x) is approximated by a quadratic function:

a(x) = c0 + c1x+ c2x2. (2)

The constants (c0, c1 and c2) are defined according to the un-
dulatory swimming mode. There are four types of undulatory
swimming modes: anguilliform, subcarangiform, carangi-
form and thunniform. A detailed review of these modes can
be found in Ref. 27. In this work, the values of c0 = 0.02,c1 =
−0.12 and c2 = 0.2 were chosen. They correspond to the
carangiform mode of swimming. Equation (1) is only valid
if the frequency, f , is constant. For a modulating frequency,
the formula for the wave can be written as a function of the
instantaneous phase:

y(x, t) = a(x)sin(kx−φ (t)) . (3)

The instantaneous phase, φ (t) depends on the instantaneous
frequency in the following way:

φ (t) = 2π

∫ t

t0
f (t)dt. (4)

The amplitude of swimming can also be changed by multiply-
ing the curve envelope by a time-varying gain b(t). The final
formula for the travelling wave, becomes:

y(x, t) = b(t)a(x)sin(kx−φ (t)) . (5)

Equation (5) models the undulation of the swimmer’s back-
bone. To complete the geometrical description of the swim-
mer, its shape should also be defined. In this work, an ap-
proach similar to the one taken in Ref.28 is used. The shape
of the swimmer is modelled by an airfoil parametrized by a
karman-trefftz transformation. The karman-trefftz transfor-
mation is defined by the following conformal map:

z = nb
(ζ +m)n +(ζ −m)n

(ζ +m)n − (ζ −m)n , (6)

Where z = xi+ y is the the complex variable in the new space
and ζ = η i+θ is the complex variable in the original space.
The constant m determines the positions where dζ

dz = 0 and
n is related to the tail angle, β , through the following for-
mula: β = (2−n)π . To set the length of swimmer to some
value l, the shape is first translated so that the leading edge
coincides with x = 0 and then the shape is re-scaled to en-
sure that the backbone satisfies 0 ≤ x ≤ l. The shape of the
swimmer can be obtained with the 5 following parameters:
(ηc,θc) ,n,m, l. The variables (ηc,θc) correspond to the coor-
dinates of the center of the circle in the original space. When
the swimmer’s backbone undulates according to equation (5),
its original shape is deformed and must be accordingly up-
dated. In this work, the shape is always deformed based on
the original shape depicted in figure 1 (c). Let Bs be the
set containing the backbone coordinates defined at N discrete
points: Bs = {(⃗xbs)i}i∈{0,...N−1}. Each backbone coordinate
corresponds to a pair of shape coordinates that are grouped
in some set Ts = {(x⃗s)i, j}i, j∈{0,...,N−1}×{1,2} (see figure 2 (a)).
At a given time t, each backbone coordinate in Bs can be
updated according to equation (5). A new set of deformed
backbone coordinates, Bt

d = {(⃗xbd)i}i∈{0,...,N−1} is then ob-
tained (see figure 2 (b)). To update the shape coordinates, the
Euler-Bernoulli beam assumption is made. This means that



Data-driven optimal control of undulatory swimming 3

FIG. 1. Karman trefftz transformation from the original space (a)
to the new space. (b) represents the shape before scaling and (c)
corresponds to the shape after scaling.

the segment connecting a pair (x⃗s)i,1 and (x⃗s)i,2, is perpen-
dicular to the backbone at all times. Hence, after computing
the local backbone angles {αi}i∈{0,...,N−1} (see figure 3), the
position of each pair is updated as follows:

(⃗xd)i, j = R(αi)
(
(x⃗s)i, j − (x⃗bs)i

)
+(x⃗bd)i

i = {1, ...,N −1} j = {1,2},
(7)

Where R corresponds to the 2D rotation matrix of angle α:

R(α) =

(
cosα sinα

−sinα cosα

)
.

Applying equation (7) at a given time t, we ob-
tain a new set of deformed shape coordinates: T t

d =
{(x⃗d)i, j}i, j∈{0,...,N−1}×{1,2}. The deformation induced by
equation (7) can cause a slight change in the location of the
center of mass. We assume that this deformation is indepen-
dent from the rigid motion. Therefore, the center of mass is
systematically reset to its previous position.

B. Governing Equations

To simulate the fluid structure interaction between a
swimmer and water, we chose to solve the 2D incompressible
Navier-Stokes equations. The simulation domain is repre-
sented by Ω. The domain is split into Ω f (for the fluid) and
Ωs (for the solid/swimmer). The interface between the fluid

FIG. 2. Shape coordinates before deformation (a) and after deforma-
tion (b)

FIG. 3. Local backbone angle

and the solid is represented by Γs. A sketch of the 2D domain
is shown in figure 4.

The incompressible Navier-Stokes equations on the do-
main illustrated in figure 4 is written as follows:{

ρ

(
∂ u⃗
∂ t +(⃗u ·∇) u⃗

)
=−∇p+µ∇2u⃗ in Ω f ,

∇ · u⃗ = 0 in Ω f ,
(8)

Where u⃗ is the fluid velocity field and p is the pressure. A
no-slip boundary condition (Dirichlet boundary condition) is
applied to the solid/fluid interface:

u⃗ (⃗x, t) = u⃗s (⃗x, t) on Γs, (9)

Where u⃗s (⃗x, t) is the body velocity field (inside Ωs). The body
velocity is decomposed into translation, rotation and deforma-
tion components:

u⃗s (⃗x, t) = u⃗G (t)︸ ︷︷ ︸
translation

+ u⃗θ (⃗x, t)︸ ︷︷ ︸
rotation

+ u⃗de f (⃗x, t)︸ ︷︷ ︸
deformation

(10)
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Additionally, appropriate boundary conditions should be pre-
scribed at the borders of the domain δΩ:

B (⃗u) = 0 on δΩ. (11)

FIG. 4. 2D computational domain

C. Volume penalization method

To solve the system of equations defined in the previous
section (Eq. (8)), one can use body-fitted grids and impose
the no-slip boundary condition explicitly. This approach in-
creases in complexity when the solid/fluid interface is moving
and deformable. In fact, the combination of a body-fitted grid
and a moving interface requires a numerical method that up-
dates the grid at each time step. To avoid these issues, an
immersed boundary method based on volume penalization is
used29 and the Navier-Stokes equation is solved on an uniform
cartesian grid. In this approach, the solid body is modelled
by adding an appropriate volume force to the Navier-Stokes
equation. The resulting equation, also known as the Navier-
Stokes Brinkman equation is written as follows:{

ρ

(
∂ u⃗
∂ t +(⃗u ·∇) u⃗

)
=−∇p+µ∇2u⃗+ χs

K (⃗us − u⃗) in Ω.

∇ · u⃗ = 0 in Ω.
(12)

Adding the underlined term in equation (12) can be interpreted
as considering the solid region, Ωs, as a porous media with
very small permeability K. The indicator function of the body,
χs, is defined as follows:{

χs (⃗x, t) = 1 if x⃗ ∈ Ωs.

χs (⃗x, t) = 0 elsewhere.

Equation (12) adds two additional unknowns to the system of
equations. The first one is the body velocity field, u⃗s (⃗x, t),
defined in the region Ωs. The second unknown is the indi-
cator function, χs (⃗x, t). The position (χs (⃗x, t)) and velocity
(⃗us (⃗x, t)) of the swimmer’s body depend on both its deforma-
tion (equation (5)) as well as on the forces and torques applied
by the fluid on the swimmer. The hydrodynamic forces and

torques are computed by integrating the total stress tensor on
the surface of the body:

F⃗ =
∫

Γs

σ (⃗u, p) n⃗dS, M⃗ =
∫

Γs

σ (⃗u, p) n⃗× r⃗dS,

r⃗ = x⃗− x⃗G,

(13)

Where σ (⃗u, p) is the total stress tensor, dS is the differential
surface element and n⃗ is the normal vector to the surface. The
total stress tensor depends on the velocity and pressure fields
through the following relation: σ (⃗u, p) = −pI + τ (⃗u). For a
Newtonian fluid, the viscous stress tensor, τ (⃗u), is written as
follows: τ (⃗u) = µ

(
∇u⃗+∇u⃗T

)
. The total torque exerted by

the fluid is calculated with respect to the swimmer’s center of
mass x⃗G. The rigid components of the swimmer’s velocity are
governed by Newton’s second law:

m
d⃗uG

dt
= F⃗ ,

d(Jω)

dt
= M⃗, (14)

Where ω = u⃗θ × r⃗ is the angular velocity of the body and J
its moment of inertia. One can see that the motion and lo-
cation of the swimmer depends on the velocity and pressure
fields which, in turn, depend on the motion and location of the
swimmer. Therefore, the fluid-structure interaction is a cou-
pled problem and its solution will be outlined in the following
section.

D. Numerical Solution

The main idea is to solve the Navier-Stokes Brinkman equa-
tion (equation (12)) and the swimmer’s kinematics (equations
(7)) and dynamics ((14)) sequentially. During a time step
∆t, the swimmer’s position is assumed to be constant. This
means that χs and u⃗s in equation (12) are known and the
Navier-Stokes Brinkman equations can be solved to obtain
the velocity and the pressure field at t +∆t. Once u⃗ (⃗x, t +∆t)
and p (⃗x, t +∆t) are computed, the forces and torques (equa-
tion (13)) are calculated and the swimmer is deformed (equa-
tion (7)), rotated and translated (equation (14)). The Navier-
Stokes solver is based on a time explicit finite difference ap-
proach, using the well established Chorin-Temam projection
scheme30,31. The method is first order in time, second order
in space for the diffusive terms and fifth order for convective
ones. Periodic boundary conditions are used in both direc-
tions. The fluid-body time integration scheme can be summa-
rized as follows:

1. Compute the velocity and pressure fields u⃗n+1 and pn+1.
u⃗n and pn are given as well as the swimmer’s position
and velocities (χn

s , u⃗n
s ):

u⃗n+1 − u⃗n

∆t
=−∇pn +µ∇

2u⃗n − (⃗un ·∇) u⃗n +
χn

s

K
(⃗un

s − u⃗n) in Ω.

∇ · u⃗n+1 = 0 in Ω.
(15)
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2. Compute the position and velocity of the swimmer at
iteration n + 1 by deforming, rotating and translating
the body.

The reader is referred to Bergmann and Iollo 28 for a complete
description of the method. Both 2D and 3D validations were
already performed in previous publications. One validation
involves the sedimentation of a sphere32 with various sphere
diameters and fluid viscosities. For bio-inspired problems in-
volving large deformations, another validation was conducted
on an eel swimming model33, initially proposed by Kern and
Koumoutsakos 34 and later studied by Bhalla et al. 35 . In both
cases, the numerical results align well with the reference data.

III. SPARSE IDENTIFICATION OF NONLINEAR
DYNAMICS

The SINDy method is a machine learning algorithm used
to identify the underlying equations that describe a dynami-
cal system from experiments/numerical data. This approach
is particularly suited in the context of optimal control where
the aim is to model and extract the dynamics of a system in
order to design effective control strategies. In fact, the SINDy
algorithm can be readily extended to systems where control
parameters drive the system’s performance36. Based on the
numerical strategies described in previous sections, simula-
tions are performed in order to gather data and system identi-
fication using SINDy is used to learn the swimming dynam-
ics. We assume that the system is governed by the following
nonautonmous dynamical system:

d⃗s
dt

= f (⃗s, c⃗) ,

Where s⃗ ∈ Rns is a vector that contains the states of the dy-
namical system and c⃗ ∈ Rnc contains the control inputs. The
variable ns stands for the dimension of the state space, while
nc represents the dimension of the control space. The SINDy
method seeks to approximate the vector field f by a nonlinear
model of the following form:

f (⃗s, c⃗)≈ Ξθ⃗ (⃗s, c⃗) ,

Where θ⃗ : Rns ×Rnc → Rn f is a library of n f candidate func-
tions and Ξ ∈Rns×n f is matrix whose rows contain the coeffi-
cients of the candidate functions. Time series of the system’s
states are collected in matrix X ∈ Rns×Nt , and control inputs
in the matrix Y ∈ Rnc×Nt . The variable Nt represents the total
number of samples. The following regularized least-squares
problem is solved to determine the coefficients:

min
ξ⃗k

∥Ẋk − ξ⃗kΘ(X,Y)∥2 +R
(

ξ⃗k

)
, (16)

The vector Ẋk corresponds to the kth row of the derivative of
the states’ time series and ξ⃗k is a vector whose components

correspond to the kth row of the coefficient matrix Ξ. To con-
struct the matrix Ẋ, the initial preprocessing step involves esti-
mating the derivatives of the state time series using smoothed
finite differences. This method is chosen due to the oscillatory
and potentially noisy nature of the time series, as illustrated in
Figure 5. Before solving the least-square problem (16), a sec-
ond preprocessing step is required to construct Θ(X,Y). The
matrix Θ(X,Y) ∈ Rn f ×Nt is obtained by applying the func-
tion θ⃗ to every state and control vector in the time series. A
visualization of the various matrices used is shown below:

X =
[⃗
s1 s⃗2 . . . s⃗Nt

]
Ẋ =

[
d⃗s1
dt

d⃗s2
dt . . .

d⃗sNt
dt

]

Y =
[⃗
c1 c⃗2 . . . c⃗Nt

]
Ξ =


ξ⃗1

ξ⃗2
...

ξ⃗ns



Θ(X,Y) =
[
θ⃗ (⃗s1, c⃗1) θ⃗ (⃗s2, c⃗2) . . . θ⃗ (⃗sNt , c⃗Nt )

]
Several methods can be used to solve the optimization prob-
lem stated in equation (16). Some examples are LASSO37,
sparse relaxed regularized regression38 (SR3) and sequential
thresholded least squares (STLS)24. The form of the regular-
izing term R

(
ξ⃗k

)
depends on the method used. In this work,

the STLS algorithm is used. The method consists in repeating
the following two steps until convergence:

1. Solve problem (16) with R(ξk) = α∥ξk∥2 (ridge regres-
sion).

2. Remove all candidate functions that are associated with
a coefficient smaller than a prescribed threshold λ

The second step of STLS is key to obtaining a sparse solution
and minimizing the number of nonzero terms in the coefficient
matrix. In this work, the PySINDy open source library39 is
used to implement the method.

IV. OPTIMAL CONTROL

The optimal control problem formulation considered in this
work is the following:

min
c⃗(t),⃗s(t)

Ψ
[⃗
s
(
t f
)]

+
∫ t f

t0
L [⃗s(t) , c⃗(t)]dt.

s.t
d⃗s
dt

= f [⃗s(t) , c⃗(t)] ,

s⃗(t0) = s⃗0,

s⃗
(
t f
)
= s⃗ f ,

c⃗l (t)≤ c⃗(t)≤ c⃗u (t) .

(17)
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The total cost is divided into two components. The running
cost, L , and the final cost, Ψ. We consider four constraints:
the learned dynamical system, initial/terminal constraints and
bounds on the control inputs. Other constraints such as path
constraints on the states can be added to problem (17) but
they are not considered in this work. The terminal constraint,
s⃗
(
t f
)
= s⃗ f , defines a goal state that we want to reach at the

end of the time horizon. It will be used in the second optimal
control problem (cost of transport minimization). A vast ar-
ray of numerical methods have been developed over the years
to solve problems similar to the one related to equations (17).
They can be classified into 3 categories: direct methods, in-
direct methods and dynamic programming. Direct methods,
especially simultaneous or all-at-once approaches, have be-
come the preferred methods for the majority of real-world ap-
plications. Direct methods transform the infinite-dimensional
optimization problem (equation (17)) to a nonlinear program
(NLP) by discretizing the control space into a finite number of
control parameters. Among these methods, the most promi-
nent ones are direct collocation methods40,41, and direct mul-
tiple shooting methods42. A detailed discussion of both meth-
ods can be found in Ref. 43 and Ref. 44. In this work, we use
the CasADi library45 to facilitate the implementation of direct
methods. The resulting nonlinear program is solved using the
open source optimizer IPOPT46,47.

A. Model predictive control

The goal of model predictive control (MPC) is to compute
an approximate solution of the problem stated in equation (17)
by repeatedly solving a closed loop version for a shorter time
horizon. The modified problem is formulated as follows:

min
c⃗(t),⃗s(t)

V [⃗s(ti +∆th)]+
∫ ti+∆th

ti
L [⃗s(t) , c⃗(t)]dt

s.t
d⃗s
dt

= f [⃗s(t) , c⃗(t)] ,

s⃗(ti) = s⃗m,

c⃗l (t)≤ c⃗(t)≤ c⃗u (t) ,

(18)

Where ∆th is the time horizon and s⃗m is the state measured
from the high-fidelity simulation. The time at which the time
horizon starts is denoted by ti. The function V [⃗s(ti +∆th)],
known as the value function, approximates the tail of the cost
beyond the prediction horizon. After solving the optimization
problem in equation (18), a discrete optimal control sequence,
c⃗ 0:Nh−1 =

[⃗
c 0 c⃗ 1 · · · c⃗ Nh−1

]
, is obtained and only the first

element (⃗c 0) is applied. In this work, the do-mpc48 open-
source python library is used to solve equation (18) . The
library is built on top of CasADi and makes use of the direct
collocation method to solve the optimal control problem nu-
merically.

V. RESULTS

The results section will comprise three parts: 1) Description
of data generation and SINDy model; 2) Demonstration of
velocity tracking via model predictive control; 3) Presentation
of findings on minimizing cost of transport.

A. SINDy model

The rigid motion of the swimmer is governed by Newton’s
second law (equations (14)). For the rest of the paper, we
assume that the swimmer’s motion is constrained in the x di-
rection. This is done by removing the contribution of the force
in the y direction and the torque from equation (14). The rea-
son for this is that frequency and amplitude gain alone are not
enough to effectively control the torque applied by the fluid
on the swimmer. A body curvature control input can be added
for maneuvering purposes as done in Ref. 49. The explicit
relationship between the thrust and the kinematic parameters
is not known. To overcome this issue, the SINDy framework
is used. The data is generated from the numerical simulation
presented in section 2. The data correspond to time series of
the velocity magnitude of the swimmer, uG (t), for multiple
frequencies f , and amplitude gains b:

Dk =

{(⃗
si,

d⃗si

dt
, c⃗k

)}Nsamp

i=1
. (19)

The set Dk corresponds to the data generated by one simula-
tion. The one dimensional state, uG ∈ R, is the velocity of the

swimmer. The control vector , c⃗k =

(
fk
bk

)
∈ R2, contains the

frequency and the amplitude gain. The control vector is con-
stant during one simulation. The index i varies from 1 to the
number of samples per simulation Nsamp. The subscript k rep-
resents the kth simulation which varies from 1 to Nsim which
is the number of simulations performed. The total number
of samples, Nt , is equal to Nsamp ×Nsim. The sampling strat-
egy for the offline phase consists of running multiple high fi-
delity simulations with different constant control vectors. Fif-
teen high fidelity simulations (Nsim = 15) are run with the
following control parameters: f = {1.0,1.5,2.0,2.5,3.0} and
b = {0.5,1.0,1.5}. The length of the swimmer is chosen to
be l = 1 m. The kinematic viscosity of the fluid is set to:
ν = 0.001 m2/s. These parameters were selected to main-
tain a laminar flow. The critical Reynolds number for undu-
latory swimmers is Recritical ≈ 300050. Based on the swim-
ming speeds obtained in the dataset, the flow Reynolds num-
ber, Re = us

Gl
ν

is between 100 and 2000. The swimming speed
reached at steady-state is denoted by us

G. The basis functions
chosen in the SINDy model are polynomials of degree up to
4. The optimization problem (equation (16)) results in the fol-
lowing one state dynamical system:
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duG

dt
=−0.209uG −0.276u2

G −0.436u3
G −0.067 f b−0.109 f 2b2

+0.148uG f b−0.261u2
G f b−0.071uG f 2b−0.344uG f b2.

(20)

The model’s fit on the training data is illustrated in figure 5.
The dashed lines correspond to the solution of the SINDy
model whereas the solid lines correspond to the data obtained
from the high fidelity simulations.

FIG. 5. Sindy model’s fit on the training data

B. Velocity tracking

In this section, the goal for the swimmer is to track a pre-
defined reference velocity. This velocity tracking problem is
solved with MPC. The discrete version of the optimal control
problem is written as follows:

min
uG

0:Nh ,⃗c 0:Nh−1

(
uNh

G −uNh
re f

)2

+
Nh−1

∑
l=0

[(
ul

G −ul
re f

)2
+ ∆⃗c lR∆⃗c l

]
s.t ul+1

G = G
(

ul
G, c⃗

l
)
,

u0
G = (uG)m

fmin ≤ f l ≤ fmax,

bmin ≤ b l ≤ bmax.

(21)

The variable Nh represents the number of time intervals within
the given time horizon. The time step for each interval is de-
noted by ∆τ . The index l specifies the time, t = ti + l∆τ , at
which a given variable is evaluated. The function G

(
ul

G, c⃗
l
)

corresponds to the time integration of the learned model
(equation (20)). The optimal control sequence, c⃗ 0:Nh−1, is
the result of solving problem 21. As mentioned before, only
the first element of the sequence is applied. A test case with
the following parameters is solved: t0 = 0 s, t f = 6 s, fmin =
0 Hz, fmax = 3 Hz,bmin = 0, bmax = 1.5. The same bounds on
the control inputs will be used for the rest of this study. The
time step for the MPC scheme is chosen to be ∆τ = 0.03 s and
Nh is set to 19. This corresponds to a time horizon of 0.6 sec-
onds. The weighting matrix R is set to the identity matrix. A
change in reference velocity, ure f (t), is also considered in this
case:

{
ure f (t) = 0.5 m/s 0 ≤ t ≤ 3.
ure f (t) = 1.0 m/s 3 < t ≤ 6.

FIG. 6. Trajectory tracking with MPC. First two plots are the control
inputs. Last plot is the speed of the swimmer

The results are illustrated in figure 6. It shows a good track-
ing with respect to the reference velocity. Additionally, the
predictive nature of MPC allows the swimmer to anticipate
the change in ure f (t) at 3 seconds. To quickly reach the de-
sired reference speed, the swimmer adjusts its frequency and
amplitude gain to their maximum allowable values and then
decreases them to some constant value to stay at the desired
speed.
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C. Cost of transport optimization

The cost of transport of the swimmer is a measure of how
much energy is spent to travel a certain distance. The cost of
transport8 is expressed as :

CoT
(
t f
)
=

∫ t f
t0 Pde f dt∫ t f
t0 |uG|dt

=
e
(
t f
)

d
(
t f
) , (22)

Where e
(
t f
)

is the total energy spent and d
(
t f
)

is the total
distance traveled during time t f . The instantaneous deforma-
tion power, Pde f , is a measure of the mechanical power spent
by the swimmer to deform its body in order to fulfill the kine-
matic law (5):

Pde f =−
∫ ∫

Γs

max
(⃗

ude f ·dF⃗ , 0
)
. (23)

The deformation velocity, u⃗de f , is estimated by a finite dif-
ference between two sets of deformed shape coordinates
(T t

d and T t−∆t
d ). The hydrodynamic force applied on a dif-

ferential surface area element of Γs is denoted by dF⃗ . To find
a control law that minimizes the cost of transport, it is first
necessary to learn an appropriate dynamical model for the
evolution of the total energy e(t). We assume that e(t) and
uG (t) are independent. Moreover, if either the frequency or
amplitude gain is zero, the derivative of e with respect to time
( de

dt ) should be 0. Thus, polynomials solely involving e are
not utilized. The SINDy algorithm is then applied using the
same dataset, resulting in the following three-state dynamical
system:



dxG

dt
= uG.

duG

dt
=−0.209uG −0.276u2

G −0.436u3
G −0.067 f b

−0.109 f 2b2 +0.148uG f b−0.261u2
G f b

−0.071uG f 2b−0.344uG f b2.

de
dt

=0.073 f b−0.068 f 2b−0.050 f b2 +0.050 f 2b2

+0.017 f 3b+0.031e f b+0.013e2 f b

−0.018e f 2b−0.018e f b2.

(24)

The following optimal control is solved to minimize the cost

of transport:

min
s⃗ 0:Nf ,⃗c 0:Nf −1

e
(
t f
)
+

N f −1

∑
l=0

[
∆⃗c lR∆⃗c l +

(⃗
c l
)T

Q⃗c l
]
,

s.t s⃗ l+1 = G
(⃗

s l , c⃗ l
)
,

s⃗(t0) = s⃗0,

x f − ε ≤ x
(
t f
)
≤ x f + ε,

fmin ≤ f l ≤ fmax,

bmin ≤ b l ≤ bmax.

(25)

The dynamical system constraint used in the optimal control
problem corresponds to the one learned with SINDy (equation
(24)). Problem (25) is more difficult to solve with model pre-
dictive control than the tracking problem tackled in the pre-
vious section. This is due to the terminal cost, e

(
t f
)
, and

the terminal constraint, x f − ε ≤ x
(
t f
)
≤ x f + ε . In fact,

utilizing a shorter time horizon could result in infeasible so-
lutions

(
x
(
t f
)
> x f + ε or x

(
t f
)
< x f − ε

)
. Additionally,

this shorter horizon necessitates an accurate value function
(V in equation (18)). For these reasons, an open-loop solu-
tion to the optimal control problem (25) will be computed and
compared to two baseline solutions. In what follows, all so-
lutions that are compared are verified to satisfy the terminal
constraint. A test case is solved for the following parameters:
s⃗0 = (0, 0, 0), x

(
t f
)
= 4 m, t0 = 0 s, t f = 12 s, N f = 60,

ε = 0.04, R =

(
0.001 0

0 0.01

)
and Q =

(
0.001 0

0 0.001

)
.

The open loop solution, c⃗ ∗(t), shown in figure 7(b) leads to a
different trajectory when used in the high fidelity simulation.
As depicted in figure 8, we observe a discrepancy between the
high fidelity results in which the open loop solution has been
applied and the SINDy solution. Indeed, it is not guaranteed
that the resulting trajectory will satisfy the terminal constraint
(even though it does in this case). This discrepancy primar-
ily stems from the generalization error that arises when utiliz-
ing out-of-sample control inputs. We suspect that using time-
varying control parameters to obtain the training data could
reduce the discrepancies between the SINDy model and the
numerical high-fidelity results.
Figure 7(b) illustrates that the open loop solution closely
resembles a burst and coast strategy which is a well-
documented technique observed in fish to minimize energy
consumption51,52. It consists of a phase of active undula-
tion followed by a gliding phase. It has been shown that
this strategy results in higher energy savings at lower aver-
age velocities52. However, the effectiveness depends on the
specific frequency and amplitude of the burst phase, and un-
optimized burst and coast swimming can be less efficient than
continuous swimming52. In the simulation, the swimmer ac-
tively undulates during 6 seconds ( f > 0, b > 0) and glides
for the remaining 6 seconds ( f ≈ 0, b ≈ 0). During the active
phase the swimmer progressively accelerate to a velocity that
is greater than 0.33 m/s (constant velocity required to travel
a distance of 4 m in 12 s). The swimmer spends most of the
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FIG. 7. Open loop solution of problem (25). Part (a) represents
trajectories for states e and uG and part (b) shows control inputs tra-
jectories

FIG. 8. Discrepancy between CFD and SINDy results

energy during the acceleration phase and uses the acquired in-
ertia to glide for the rest of the simulation while spending no
energy at all. A visual representation of the vorticity field is
illustrated in figures 10 and 11. Three snapshots of the vor-
ticity field are shown during the burst phase (figure 10) and 3
other ones are shown during the coast phase (figure 11). One
can see clearly that vortex shedding stops during coasting due
to the absence of active undulation. We compare the results
shown in figure 7 (a) with two cases of continuous swimming
(constant frequency and amplitude gain). Control inputs are
determined through trial and error to meet the terminal con-
straint. The state and control trajectories are shown in figure
9. Table I compares the burst-and-coast solution to the two
continuous cases.
All compared trajectories meet the terminal constraint. The
continuous case with high frequency and low amplitude ( f =
1.55, b= 0.5) performs the worst in terms of energy consump-

FIG. 9. Continuous swimming cases. Part (a) represents trajectories
for states e and uG and part (b) shows control inputs trajectories

tion. The burst-and-coast solution and the low frequency/high
amplitude gain case ( f = 1, b = 0.85) exhibit comparable en-
ergetic performance (around 1% difference). It is important
to note that the burst and coast solution is a local optimum
to the optimization problem (25). This optimization problem
uses the learned SINDy model. Therefore, the local optimum
differs from that of the high-fidelity simulation due to model
mismatches.

TABLE I. Table comparing burst-and-coast with the two continuous
swimming cases

Cases Total energy e
(
t f
)
(J) Terminal position x

(
t f
)
(m)

Burst-and-coast 0.164 3.96
f = 1.55, b = 0.5 0.19 3.98
f = 1, b = 0.85 0.162 3.96
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FIG. 10. Vorticity field during burst phase: active undulation during
the first half of the simulation

FIG. 11. Vorticity field during the coast phase: the swimmer stops
undulating until the simulation ends

VI. CONCLUSION

This paper introduces a simple approach for computing
numerical solutions to optimal control problems in self-
propelled swimming. A high-fidelity Navier-Stokes solver
based on a volume penalization method has been developed
to simulate the fluid-structure interaction problem associated
with self-propelled swimming. During an offline phase, train-
ing data is generated by carrying out several open loop sim-
ulations for a particular range of control inputs. The data
gathered is used to train a surrogate model. Once the model
is trained, the use of the model instead of the high-fidelity
solver considerably reduces the computational cost, especially
in many query contexts such as optimization and control.
Besides solving trajectory optimization problems for self-
propelled undulatory swimmers, the proposed framework can

potentially be used for the design and control of bio-inspired
aquatic robots. Access to accurate high-fidelity simulations
for such systems can significantly aid in developing effec-
tive control policies by learning simple models from data. In
this study, two model-based control problems have been ex-
plored. In both, direct methods are used to transform the op-
timal control problem into a finite dimensional optimization
one. First, we have considered a velocity tracking problem in
which model predictive control (MPC) has been used to allow
the swimmer to accurately track a reference velocity signal.
The MPC method allows the swimmer to quickly reach the
desired speed by adjusting its frequency and amplitude. In
the second problem, the swimmer’s cost of transport has been
minimized. By solving the optimal control problem, a solu-
tion similar to a burst-and-coast strategy has been obtained.
For the test case considered, the intermittent solution shows
comparable energy performance to one of the two continu-
ous swimming cases. However, certain limitations must be
acknowledged. The discrepancies between the SINDy model
and the high-fidelity simulations can impact the optimality of
the open-loop solution. Additionally, The current sampling
strategy poses challenges. Increasing the number of control
inputs, results in a large augmentation in required simulations
for model training. Future research can explore several av-
enues to address these limitations. Methods such as modi-
fier adaptation53 can potentially improve the open loop solu-
tion by using high-fidelity simulation data to modify the opti-
mization problem. Using online data to refine and retrain the
surrogate model23 also has the potential to improve the solu-
tion. The sampling strategy could also be improved. Instead
of using constant control inputs, generating training data with
time-varying control inputs could be more effective. Active
learning strategies54 to select control inputs can enhance both
the sample efficiency and the quality of the trained model.
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