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We prove an extended Granger–Johansen representation theorem (GJRT) for finite- or infinite-order integrated autoregressive
time series on Banach space. We assume only that the resolvent of the autoregressive polynomial for the series is analytic on
and inside the unit circle except for an isolated singularity at unity. If the singularity is a pole of finite order the time series is
integrated of the same order. If the singularity is an essential singularity the time series is integrated of order infinity. When
there is no deterministic forcing the value of the series at each time is the sum of an almost surely convergent stochastic
trend, a deterministic term depending on the initial conditions and a finite sum of embedded white noise terms in the prior
observations. This is the extended GJRT. In each case the original series is the sum of two separate autoregressive time series
on complementary subspaces – a singular component which is integrated of the same order as the original series and a regular
component which is not integrated. The extended GJRT applies to all integrated autoregressive processes irrespective of the
spatial dimension, the number of stochastic trends and cointegrating relations in the system and the order of integration.
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1. INTRODUCTION

We wish to establish an extended form of the Granger–Johansen representation theorem (GJRT) for vector autore-
gressive (AR) time series taking values in a Banach space. These series are often referred to as functional time
series because, for instance, each real-valued integrable function on the unit interval of the real line can be repre-
sented by an infinite-dimensional vector whose components are the coefficients of the Fourier sine series. In this
particular, case the sum of the magnitudes of the vector components will be finite. Thus we can study the space of
integrable functions on the unit interval by considering the vector space of all infinite-dimensional vectors where
the sum of the magnitudes of the components is finite. Consequently the study of vector AR processes on Banach
space can be regarded as a generalized form of the study of AR time series for functions.

An important early contribution to the analysis of functional time series is Bosq (2000), where a theoretical
treatment of linear processes in Banach and Hilbert spaces is developed. In particular the derivation of laws of
large numbers and central limit theorems allows estimation and inference for infinite-dimensional stationary AR
models. These models also enable direct representation of the dynamics of infinite-dimensional objects, such as a

∗Correspondence to: Phil Howlett, Scheduling and Control Group (SCG), Centre for Industrial and Applied Mathematics (CIAM), UniSA
STEM, University of South Australia, Mawson Lakes, SA, Australia.
E-mail: phil.howlett@unisa.edu.au

© 2024 The Author(s). Journal of Time Series Analysis published by John Wiley & Sons Ltd.
This is an open access article under the terms of the Creative Commons Attribution-NonCommercial-NoDerivs License, which permits
use and distribution in any medium, provided the original work is properly cited, the use is non-commercial and no modifications or
adaptations are made.

https://orcid.org/0000-0003-2382-8137
https://orcid.org/0000-0001-9146-131X
https://orcid.org/0000-0002-3745-2233
https://orcid.org/0000-0003-1132-7589
https://orcid.org/0000-0002-8124-8272
http://creativecommons.org/licenses/by-nc-nd/4.0/


2 P. HOWLETT ET AL.

time series of continuous functions on a compact spatial domain, and they allow greater generality for modelling
of conditional means and variances (Horváth and Kokoszka, 2012).

Economic applications of functional time series include studies on the term structure of interest rates (Kargin
and Onatski, 2008), intraday volatility (Gabrys et al., 2013; Hörmann et al., 2013) and the human influence on
climate (Chang et al., 2020). Additional applications can be found in the recent monograph by Kokoszka and
Reimherr (2017).

One might expect the analysis of functional time series to begin by testing for stationarity. In this regard Horváth
et al. (2014); Kokoszka and Young (2016) and Kokoszka and Reimherr (2017) suggest extended forms of the
Kwiatkowski-Phillips-Schmidt-Shin (KPSS) test of stationarity proposed originally for single variable series by
Kwiatkowski et al. (1992) while Aue and van Delft (2020) devise a test of stationarity in the frequency domain.
However, the literature on this topic is somewhat sparse. An alternative approach by Chang et al. (2016) proposed
a test of non-stationarity based on the generalized eigenvalues for the covariance operator of the observed values
and on the long-run covariance operator for the associated first differences. If the dimension of the non-stationary
subspace is finite then the dimension is called the number of common stochastic trends. In a subsequent working
paper, Hu and Park (2016) consider an infinite-dimensional AR(1) process with a compact operator and show that
the common trends representation comprises a finite number of stochastic trends each integrated of order one and
an infinite-dimensional cointegrating space. Hu and Park also propose an estimator for the functional autoregres-
sive operator. More recently Nielsen et al. (2022) suggest a statistical procedure to determine the dimension of the
non-stationary subspace of cointegrated functional time series taking values in a Hilbert space of square-integrable
functions defined on a compact interval. As in Chang et al. (2016) they assume that the cointegrated series has
a finite-dimensional non-stationary subspace while the stationary subspace is infinite dimensional. That is, there
are infinitely many linearly independent cointegrating relations. The test is applied to several empirical examples:
age-specific US employment rates, Australian temperature curves and Ontario electricity demand. For more details
of functional time series we refer to extended reviews in Beare and Seo (2020), Franchi and Paruolo (2020) and
Nielsen et al. (2022).

Our primary concern here is to review the development of the GJRT for AR processes. According to
Hansen (2005) the GJRT for a finite-dimensional cointegrated vector AR(1) time series x ∼ I(1) can be stated
informally as follows.

A cointegrated vector autoregressive process can be decomposed into four components: a random walk, a
strictly stationary process, a deterministic part, and a term that depends on the initial conditions.

The original theorem proposed by Engle and Granger (1987) was a representation theorem for finite-dimensional
cointegrated vector processes x ∼ I(1) that connected the moving average, autoregressive, and error correction
forms. The focus for Johansen was to find a more explicit representation for finite-dimensional AR(p) processes
x = {x(t)}t∈Z satisfying

x(t) = Φ1x(t − 1) + · · · + Φpx(t − p) + 𝝃(t), (1.1)

for all t ∈ Z where Φ1, … ,Φp ∈ Rn×n are matrix coefficients and 𝝃(t) ∈ Rn is a strong white noise process.
The specific focus on AR(p) processes enabled Johansen to find necessary and sufficient conditions for x ∼ I(1)
(Johansen, 1991) and for x ∼ I(2) (Johansen, 1992). In each case the conditions depend only on the properties of
the matrix coefficients Φ1, … ,Φp.

Beare et al. (2017) used the model described in (1.1) for a process taking values in a Hilbert space H. In this
case x(t), 𝝃(t) ∈ H for all t ∈ Z and Φ1, … ,Φp ∈ (H) are bounded linear operators. Beare et al. defined an
autoregressive polynomial Φ ∶ C → (H) by the formula

Φ(z) = I −
p∑

i=1

Φiz
i, (1.2)
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GRANGER–JOHANSEN REPRESENTATION THEOREM 3

for each z ∈ C. For p = 1 they show that if the spaces Φ(1)(H) and Φ′(1)Φ(1)−1({0}) are closed complementary
subspaces in H then the resolvent Φ(z)−1 has a simple pole at z = 1 and x ∼ I(1). For p > 1 they reach the
same conclusion using the additional assumption that Φ1, … ,Φp are compact. In a subsequent paper, Beare and
Seo (2020) assume that Φ1, … ,Φp are compact and show that Φ(z) has a simple pole at z = 1 if and only if
Φ(1)(H) and Φ′(1)Φ(1)−1({0}) are closed complementary subspaces in H. They also show that if Φ(z)−1 is analytic
for z ∈ D1+𝜖(0) ⧵ {1} = {z ∈ C||z| < 1 + 𝜖} ⧵ {1} for some 𝜖 > 0 and has a pole of order two at z = 1 with

Φ(z)−1 = Υ−2∕(z − 1)2 + Υ−1∕(z − 1) +
∑

𝓁∈N−1

Υ𝓁(z − 1)𝓁 , (1.3)

for all z ∈ D0, 𝜖(1) = {z ∈ C|0 < |z − 1| < 𝜖} then x ∼ I(2). They use the Moore–Penrose inverse to derive
a formula for the coefficient Υ−2 and a more complicated formula for Υ−1. Franchi and Paruolo (2020) extend
these results to show that if Φ(z)−1 has a pole of order d at z = 1 with a corresponding unit root of finite type
then x ∼ I(d). The assumption that Φ1, … ,Φp are compact and the alternative assumption that the unit root
for Φ(z) is of finite type are each sufficient to ensure that the subspace Υ−1(H) ⊂ H is finite dimensional. Thus
determination of the generalized eigenspace for Φ(1) and the associated Laurent series coefficients is reduced to a
matrix problem. The procedure proposed by Franchi and Paruolo (2020) is essentially equivalent to earlier work
by Avrachenkov et al. (2001), Avrachenkov et al. (2013), Franchi and Paruolo (2016) and Howlett (1982) on the
inversion of matrix power series. See also Howlett et al. (2009). The works by Beare et al. (2017), Beare and
Seo (2020) and Franchi and Paruolo (2020) are restricted to Hilbert spaces where Υ−1(H) is finite dimensional.

Seo (2023) extends the results in Beare and Seo (2020) to AR processes x ∼ I(1) ∨ I(2) taking values in a
Banach space X. The main results depend on two critical assumptions – for x ∼ I(1) ∨ I(2), that the subspaces
Φ(1)(X) and Φ(1)−1({0}) can each be complemented in the space X and, for x ∼ I(2), that certain additional key
subspaces in X can also be complemented. Complementation of closed subspaces is not guaranteed in Banach
space. Consequently, Seo (2023) leaves major theoretical questions unanswered. Seo considers only first and
second-order poles of the resolvent operator at z = 1 and does not consider isolated essential singularities.

It is well known that a necessary and sufficient condition for an AR process x to be integrated of order d < ∞
is that Φ(z)−1 has a pole of order d at z = 1. In the early papers on cointegration a plethora of seemingly ad hoc
conditions were used collectively to determine the order of integration. In some sense, the collective nature of
these conditions obscured the fact that the underlying necessary and sufficient condition was simply the order of
the pole.

The aim of this article is to obtain an extended form of the GJRT that is valid for all AR processes on Banach
space. In this regard it is sufficient to establish the extended form for first-order vector autoregressive AR(1)
processes1 on Banach space. We will use recent research on the inversion of operator pencils (Albrecht et al., 2014;
Albrecht et al., 2020) that has not previously been used for the analysis of integrated time series.

By confining our attention to the naturally complemented subspaces defined by the spectral projections for
the autoregressive polynomial at z = 1, we remove the need for restrictive assumptions about complementation
of certain subspaces or their finite dimensions as in Beare et al. (2017), Beare and Seo (2020), Franchi and
Paruolo (2020), and Seo (2023). The theory presented in this article applies to all integrated autoregressive
processes irrespective of the dimension of the space, the number of stochastic trends and cointegrating relations
in the system, and the order of integration. Hence the present results are a substantial extension of those reported
in Beare et al. (2017), Beare and Seo (2020), Franchi and Paruolo (2020), and Seo (2023). We provide several
particular examples to illustrate the key structural issues including a composite graph showing the simulated
evolution of an archetypal I(∞) process.

The rest of the article is organized as follows. Section 2 outlines the key components of the new representation
and summarizes the significance of our contribution, Section 3 describes the mathematical tools used in the solution
procedure and in Section 4 these tools are applied to solution of the time series model. Section 4 also includes

1 Any AR(p) process on a space X can be modeled as an AR(1) process using augmented autoregressive coefficients on the product space Xp.
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4 P. HOWLETT ET AL.

formal statements of the main results. Section 5 shows that existing I(1) and I(2) representations are special cases
of the extended GJRT. The general structures are illustrated in Section 6 via three examples and in Section 7 the
new methods are applied to solve a non-autonomous problem for dynamic control of electrical power generation
in a wind farm. In Section 8, we draw some brief conclusions. In the Appendix A our notation and terminology are
listed and explained in Section A, the proofs of all formally stated results are given in Section B and the relevant
properties of the weighted Volterra (integral) operator used in the wind farm problem are justified in Section C.

2. MAIN RESULTS

Our main contribution, presented formally as Proposition 4.2, is an extended GJRT on Banach space that applies
to integrated AR(1) series of any spatial dimension, any number of stochastic trends and cointegrating relations,
and any order of integration. Let A0,A1 ∈ (X,Y) and suppose that x = {x(t)}t∈Z ∈ XZ satisfies

A0x(t) + A1x(t − 1) = 𝝃(t), (2.1)

for all t ∈ N− 1 where x(−1) = c and 𝝃 = {𝝃(t)}t∈Z ∈ YZ is a strong white noise. The autoregressive polynomial
is A(z) = A0 +A1z = B0 +B1(z−1) ∈ (X,Y) for all z ∈ C where B0 = A0 +A1 ∈ (X,Y) and B1 = A1 ∈ (X,Y)
and the resolvent is R(z) = A(z)−1 ∈ (Y ,X) for all z ∈ C ⧵ 𝜎 where 𝜎 is the spectral set for A(z).

Assumption 2.1. The resolvent R(z) = A(z)−1 is analytic for z ∈ [D1(0)a ⧵ {1}] ∪ D0,𝛿(1) = {z ∈ C||z| ≤ 1 or
0 < |z − 1| < 𝛿} ⧵ {1} for some 𝛿 > 0 and has an isolated singularity at z = 1.

The extended representation: The series x = {x(t)}t∈N−1 is the sum of a stochastic trend∑
k∈N

(−1)kT−kΔ−k𝝃+(t), T−k = (−1)k−1(T−1B0)k−1T−1, (2.2)

where Δ is the difference operator, Δ−1 is the inverse difference or cumulation operator, 𝝃+(t) = 𝝃(t) for t ∈ N− 1
and 𝝃(t) = 0 otherwise, and T−1 is the residue of R(z) at z = 1, a deterministic component

(−1)RtB1c, Rt = (−1)t(A−1
0 A1)tA−1

0 , (2.3)

and a finite weighted sum of strong white noise terms

t∑
s=0

Ws 𝝃(t − s), Ws = Rs + (IX − T−1B0)−s−1T−1. (2.4)

Additional observations: Our new results extend the GJRT in various ways.

1. If R(z) has an isolated singularity at z = 1 then Lemma 3.1 shows that R(z) is analytic for z ∈ [D1(0)a⧵{1}]∪
D0,𝛿(1) for some 𝛿 > 0 if and only if there is some 𝜖 > 0 such that R(z) is analytic for z ∈ D1+𝜖(0) ⧵ {1}.

2. The Laurent series R(z) =
∑

j∈Z Tj(z − 1)j for z ∈ D0,𝜖(1) is found by solving the fundamental equations (3.1)
and (3.2) for {Tj}j∈Z subject to the magnitude constraints (3.3). The resolvent R(z) is analytic for z ∈ D0,𝜖(1) if
and only if the fundamental equations have a basic solution {T−1,T0}. The resolvent is completely determined
by the basic solution. A general solution procedure for the fundamental equations is available in separable
Banach space but simpler methods can always be used in finite dimensional problems.

3. There is a closed formula R(z) = [(z − 1)IX + T−1B0]−1T−1 + [IX + T0B1(z − 1)]−1T0 for the resolvent when
z ∈ D0,𝜖(1). The singular part is Rsin(z) = [(z − 1)IX + T−1B0]−1T−1 =

∑
k∈N T−k∕(z − 1)k when z ≠ 1 where

T−k = (−1)k−1(T−1B0)k−1T−1. The regular part is R reg(z) = [IX + T0B1(z − 1)]−1T0 =
∑

𝓁∈N−1 T𝓁(z − 1)𝓁
when z ∈ D𝜖(1) where T𝓁 = (−1)𝓁(T0B1)𝓁T0. These formulae are new to time series analysis.

wileyonlinelibrary.com/journal/jtsa © 2024 The Author(s). J. Time Ser. Anal. (2024)
Journal of Time Series Analysis published by John Wiley & Sons Ltd. DOI: 10.1111/jtsa.12766
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GRANGER–JOHANSEN REPRESENTATION THEOREM 5

4. The coefficients (−1)kT−k for the loadings on the stochastic trend components, Rt for the deterministic com-
ponents and Ws for the weights of the embedded noise terms are easily calculated using (2.2), (2.3) and
(2.4).

5. The resolvent R(z) may have a pole of order d ∈ N at z = 1 with x ∼ I(d) or an isolated essential singularity
at z = 1 with x ∼ I(∞). In the former case T−1B0 is nilpotent of degree d and the stochastic trend reduces to a
finite sum. In the latter case T−1B0 is quasi-nilpotent with (T−1B0)k ≠ 0 for all k ∈ N but with ||(T−1B0)k||1∕k →
0 as k → ∞.

6. The operators P = T−1B1 ∈ (X) and Q = B1T−1 ∈ (Y) are the spectral separation projections for A(z) at
z = 1. The direct sum decompositions X = P(X)⊕ Pc(X) and Y = Q(Y)⊕ Qc(Y) separate the singular and
regular parts of R(z) with Rsin(z)A(z) = P and A(z)Rsin(z) = Q while Rreg(z)A(z) = Pc and A(z)Rreg(z) = Qc. It
follows that T−k ∈ (Q(Y),P(X)) for all k ∈ N and T𝓁 ∈ (Qc(Y),Pc(X)) for all 𝓁 ∈ N − 1.

7. The stochastic trend lies entirely in P(X) and depends only on previous values of the noise component in
Q(Y). The weighted sum of embedded noise terms lies entirely in Pc(X) and depends only on previous
values of the noise component in Qc(Y). The term RtB1c can be written as the sum of UtB1Pc ∈ P(X) and
WtB1Pcc ∈ Pc(X).

8. The AR(1) time series x ∈ XZ can be expressed as the sum of two separate AR(1) time series xsin ∈ [P(X)]Z
and xreg ∈ [Pc(X)]Z. The singular component xsin is defined by (QA0P)xsin(t)+ (QA1P)xsin(t−1) = Q𝝃(t) for
t ∈ Z with xsin(−1) = Pc and the regular component xreg is defined by (QcA0Pc)xreg(t)+(QcA1Pc)xreg(t−1) =
Qc𝝃(t) for t ∈ Z with xreg(−1) = Pcc. The resolvent Rsin(z) = PR(z)Q is analytic for all z ≠ 1 and the
extended resolvent R reg(z) = PcR(z)Qc is analytic for z ∈ D1+𝜖(0). If x ∼ I(d) for some d ∈ N ∪ {∞} then
xsin ∼ I(d). In all cases xreg ∼ I(0).

9. The key subspaces P(X),Pc(X),Q(Y),Qc(Y) need not be finite-dimensional and there are no restrictions on
the operators B0,B1 ∈ (X,Y). The subspaces T−1(Y) ⊂ P(X) and [T−1(Y)]⊥ ⊂ X∗ are the attractor space
and cointegrating space respectively.

10. If x ∈ Rn then R(z) = adj[B0 + B1(z − 1)]∕ det[B0 + B1(z − 1)] ∈ Rn×n and the form of the Laurent series
R(z) =

∑
j∈N−n Tj(z − 1)j is known with T−k = 0 for k > n. The matrix formula gives no direct indication that

R(z) is completely determined by {T−1,T0}.
11. Our decision to restrict discussion to strictly stationary noise processes is one of convenience. Analogous

results remain true if the noise process is weakly stationary. In Banach space a process 𝝃 ∈ XZ is said to be
weakly stationary (Bosq, 2000, definition 2.4, p. 65) if E[||𝝃(t)||2] < ∞ for all t ∈ Z, E[𝝃(t)] = 𝝁 does not
depend on t ∈ Z and

E

[⟨𝝃(s + t) − 𝝁, f⟩⟨𝝃(s) − 𝝁, g⟩] = cf, g(t),

depends only on t ∈ Z for each fixed pair of linear functionals f, g ∈ X∗ and all s ∈ Z.

3. REPRESENTATION OF THE RESOLVENT AND THE -TRANSFORM

We consider the AR(1) process defined in (2.1). The autoregressive polynomial is a bounded linear operator pencil
A(z) = A0 + A1z = B0 + B1(z − 1) ∈ (X,Y) for all z ∈ C. Albrecht et al. (2014) showed that the resolvent
R(z) = A(z)−1 ∈ (Y ,X) exists and can be expressed as a Laurent series R(z) =

∑
j∈Z Tj(z − 1)j for all z ∈ D0, 𝜖(1)

if and only if the coefficients {Tj}j∈Z ∈ (Y ,X)Z satisfy a system of left and right fundamental equations

Tj−1B1 + TjB0 =

{
IX if j = 0

0X if j ∈ Z, j ≠ 0,
(3.1)

and

B1Tj−1 + B0Tj =

{
IY if j = 0

0Y if j ∈ Z, j ≠ 0,
(3.2)

J. Time Ser. Anal. (2024) © 2024 The Author(s). wileyonlinelibrary.com/journal/jtsa
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6 P. HOWLETT ET AL.

where the coefficients {Tj}j∈Z also satisfy the magnitude constraints

lim
k→∞

||T−k||1∕k = 0 and lim
𝓁→∞

||T𝓁||1∕𝓁 ≤ 1∕𝜖. (3.3)

If (3.1), (3.2) and (3.3) are all satisfied then

T−k = (−1)k−1(T−1B0)k−1T−1 ∈ (Y ,X), (3.4)

for all k ∈ N and
T𝓁 = (−1)𝓁(T0B1)𝓁T0 ∈ (Y ,X), (3.5)

for all 𝓁 ∈ N − 1. Thus the series is completely determined by the basic solution {T−1,T0}. Now we can write
R(z) = Rsin(z) + Rreg(z) where the singular part of the Laurent series

Rsin(z) = [IX(z − 1) + T−1B0]−1T−1 =
∑
k∈N

T−k(z − 1)−k, (3.6)

converges for all z ≠ 1 and the regular part of the Laurent series

Rreg(z) = [IX + T0B1(z − 1)]−1T0 =
∑

𝓁∈N−1

T𝓁(z − 1)𝓁 , (3.7)

converges for all z ∈ D𝜖(1). Formal statements of these results can be found in Albrecht et al. (2014) and Albrecht
et al. (2020). The next result, Lemma 3.1, shows that the necessary and sufficient conditions for the above repre-
sentation are satisfied if and only if R(z) is analytic for z ∈ [D1(0)a ⧵ {1}] ∪ D0,𝛿(1) for some 𝛿 > 0 and has an
isolated singularity at z = 1. Lemma 3.1 is proved in Section B of the Appendix.

Lemma 3.1. Assumption 2.1 holds if and only if R(z) is analytic on a set D1+𝜖(0) ⧵ {1} for some 𝜖 > 0 and has
an isolated singularity at z = 1.

Our preferred method of solution is the Maclaurin transform, which we shall refer to as an -transform. The
-transform of the stochastic time series u ∈ XZ with E[||u(𝜔, t)||] = ∫Ω ||u(𝜔, t)||d𝜇(𝜔) ≤ c∕rt for some c, r > 0
and all t ∈ N − 1 is an almost surely convergent random power series denoted by [u](z) = U(z) ∶ Ω → X and
defined by

U(𝜔, z) =
∑

t∈N−1

u(𝜔, t)zt, (3.8)

for each z ∈ Dr(0) ⊂ C and all 𝜔 ∈ Ω. We justify the almost sure convergence as follows. Choose z ∈ Dr(0).
Now E[||U(𝜔, z)||] ≤ ∑

t∈N−1 E[||u(𝜔, t)||]|z|t ≤ ∑
t∈N−1 c(|z|∕r)t = c∕(1− |z|∕r) < ∞. Therefore ||U(𝜔, z)|| < ∞

for almost all 𝜔 ∈ Ω. See Bosq (2000, lemma 7.1, pp. 182–183). Clearly U(z) = [u](z) = [u+](z) = U+(z)
because the transform uses no information for t < 0. If the time series is only observed for t ∈ N − 1 the
-transform captures all of the observed information. Because u+(t − s) = 0 for s > t it follows from (A1) and
(A2) in Section A of the Appendix that

Δ−ku+(t) =
∑

s∈N−1

(k + s − 1
s

)
u+(t − s) =

t∑
s=0

(k + s − 1
s

)
u(t − s), (3.9)

for k ∈ N and

Δ𝓁u+(t) =
𝓁∑

s=0

(
𝓁
s

)
(−1)su+(t − s) =

min{𝓁,t}∑
s=0

(
𝓁
s

)
(−1)su(t − s), (3.10)

wileyonlinelibrary.com/journal/jtsa © 2024 The Author(s). J. Time Ser. Anal. (2024)
Journal of Time Series Analysis published by John Wiley & Sons Ltd. DOI: 10.1111/jtsa.12766
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GRANGER–JOHANSEN REPRESENTATION THEOREM 7

for 𝓁 ∈ N − 1 and all t ∈ N − 1. Therefore

 [
{Δ−ku+(t)}t∈N−1

]
(z) =

∞∑
t=0

[
t∑

s=0

(k + s − 1
s

)
u(t − s)

]
zt

=
∞∑

s=0

(k + s − 1
s

)
zs

[ ∞∑
𝜏=0

u(𝜏)z𝜏
]
= (1 − z)−kU(z),

(3.11)

for z ∈ Dr(0) and each k ∈ N and

 [
{Δ𝓁u+(t)}t∈N−1

]
(z) =

∞∑
t=0

[
min{𝓁,t}∑

s=0

(
𝓁
s

)
(−1)su(t − s)

]
zt

=
𝓁∑

s=0

(
𝓁
s

)
(−1)szs

[ ∞∑
𝜏=0

u(𝜏)z𝜏
]
= (1 − z)𝓁U(z),

(3.12)

for z ∈ Dr(0) and each 𝓁 ∈ N − 1. The -transform satisfies a standard convolution identity. Let {Vt}t∈N−1 ∈
(Y ,X)N−1 with ||Vt|| ≤ c∕rt for some c, r > 0. The corresponding -transform S(z) =

∑
t∈N−1 Vtz

t ∈ (Y ,X)
is well defined for all z ∈ Dr(0). Suppose 𝝃 ∈ YZ is a strong white noise with -transform 𝚵(z) = ∑

j∈N−1 𝝃(t)xt

for z ∈ D1(0). If we define the convolution w = V ⋆ 𝝃 ⇔ w(t) = Vt ⋆ 𝝃(t) by setting

w(t) =
t∑

s=0

Vs 𝝃(t − s), (3.13)

for all t ∈ N − 1 then W(z) = S(z)𝚵(z) ⇔ [V ⋆ 𝝃](z) = [V](z)[𝝃](z) for all z ∈ Dr(0) ∩ D1(0).

4. RESOLUTION OF THE AR(1) TIME SERIES MODEL

We consider the AR(1) process defined in (2.1) by A0x(t) + A1x(t − 1) = 𝝃(t) for each t ∈ N − 1 with x(−1) = c.
It follows from this infinite collection of equations that

A0x(0) + A1x(−1) = 𝝃(0)
A0x(1)z + A1x(0)z = 𝝃(1)z

A0x(2)z2 + A1x(1)z2 = 𝝃(2)z2

⋮ = ⋮,

for each z ∈ C. By summing the equations we can collect all observable information into a single algebraic
equation

A(z)X(z) = 𝚵(z) − B1 c, (4.1)

where A(z) = A0 + A1z is the autoregressive polynomial, X(z) = [x](z) and 𝚵(z) = [𝝃](z) are the respective
-transforms of x and 𝝃 and where we prefer to write A1 = B1 on the right-hand side. According to Lemma 3.1
we may assume that R(z) = A(z)−1 ∈ (Y ,X) is analytic on a set D1+𝜖(0) ⧵ {1} for some 𝜖 > 0 and has an isolated
singularity at z = 1. An intuitive resolution of (4.1) is therefore given by

X(z) = R(z)[𝚵(z) − B1c] = Rsin(z)[𝚵(z) − B1c] + Rreg(z)[𝚵(z) − B1c], (4.2)

for all z ∈ D1+𝜖(0) ⧵ {1}. Our main task is to justify this intuitive resolution and obtain a suitable representation
for x(t) = −1[X](t) for t ∈ N − 1.

J. Time Ser. Anal. (2024) © 2024 The Author(s). wileyonlinelibrary.com/journal/jtsa
DOI: 10.1111/jtsa.12766 Journal of Time Series Analysis published by John Wiley & Sons Ltd.
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8 P. HOWLETT ET AL.

4.1. A transform formula for the singular part of the resolvent

The function Rsin(z) defined in (3.6) is analytic for all z ≠ 1. Therefore we can write

Rsin(z) =
∑

s∈N−1

Utz
t = [{Ut}t∈N−1](z), (4.3)

as an -transform for all z ∈ D 1(0) where the coefficients {Ut}t∈N−1 are given by the formula

Ut = (1∕t!)
[
d tRsin(z)∕dzt

]
z=0

= (−1)(IX − T−1B0)−t−1T−1. (4.4)

Consequently Ut ∈ (Q(Y),P(X)) for all t ∈ N − 1.

4.2. A transform formula for the extended regular part of the resolvent

The resolvent R(z) = (A0 + A1z)−1 is analytic for z ∈ D 1(0). Therefore A−1
0 is well defined and

R(z) =
∑

t∈N−1

Rtz
t = [{Rt}t∈N−1](z), (4.5)

for all z ∈ D 1(0) where

Rt = (1∕t!)
[
d t(A0 + A1z)−1∕dzt

]
z=0

= (−1)t(A−1
0 A1)tA−1

0 , (4.6)

for all t ∈ N − 1. It follows that limt→∞ ||Rt||1∕t = 1. We can extend the function Rreg(z) defined in (3.7) to an
analytic function W(z) on D1+𝜖(0) by defining

W(z) =

{
R(z) − Rsin(z) for z ∈ D1+𝜖(0) ⧵ {1}.
T0 for z = 1.

(4.7)

We can now express the extended function Rreg(z) = W(z) as an -transform by writing

W(z) =
∑

t∈N−1

Wtz
t = [{Wt}t∈N−1](z), (4.8)

for z ∈ D1+𝜖(0) where Wt ∈ (Y ,X) and limt→∞ ||Wt||1∕t ≤ 1∕(1 + 𝜖). Now (4.7) gives

Wt = Rt − Ut = (−1)t(A−1
0 A1)tA−1

0 + (IX − T−1B0)−t−1T−1, (4.9)

for each t ∈ N − 1. The inequality limt→∞ ||Wt||1∕t ≤ 1∕(1 + 𝜖) means that ||Wt|| ≤ c∕(1 + 𝜖)t for some c > 0 and
all t ∈ N − 1. If we write 𝜁 = z − 1 and recall that Rreg(z) = W(z) then

Rreg(z) =
∑

t∈N−1

Wt(1 + 𝜁 )t =
∑

t∈N−1

Wt

[
t∑

𝓁=0

( t
𝓁

)
𝜁𝓁

]

=
∑

𝓁∈N−1

[ ∑
t∈N−1+𝓁

( t
𝓁

)
Wt

]
𝜁𝓁 =

∑
𝓁∈N−1

[ ∑
r∈N−1

(
𝓁 + r
𝓁

)
W𝓁+r

]
𝜁𝓁 , (4.10)

wileyonlinelibrary.com/journal/jtsa © 2024 The Author(s). J. Time Ser. Anal. (2024)
Journal of Time Series Analysis published by John Wiley & Sons Ltd. DOI: 10.1111/jtsa.12766
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GRANGER–JOHANSEN REPRESENTATION THEOREM 9

for all z ∈ D 𝜖(1). It follows from (4.10) that we can also calculate {T𝓁}𝓁∈N−1 using the formula

T𝓁 =
∑

r∈N−1

(
𝓁 + r
𝓁

)
W𝓁+r, (4.11)

for each 𝓁 ∈ N − 1. To solve Example 6.1 in Section 4.2 we define W(z) = R(z) − T−1∕(z − 1) for z ∈ D1+𝜖(0)
and show that Wt ∈ (Qc(Y),Pc(X)) for all t ∈ N − 1. Lemma 4.1 shows that this is true in general. The proof is
given in Section B of the Appendix.

Lemma 4.1. Let Rreg(z) = W(z) be represented by the -transform W(z) =
∑

t∈N−1 Wtz
t for all z ∈ D1+𝜖(0).

Then Wt = PcWt = WtQ
c ∈ (Qc(Y),Pc(X)) for all t ∈ N − 1.

We have shown that Rsin(z) =
∑

t∈N−1 Utz
t = [{Ut}t∈N−1](z) and Rreg(z) =

∑
t∈N−1 Wtz

t = [{Wt}t∈N−1](z).
We can also see that 𝚵(z) − B1c = [𝝃(t) − B1c 𝜹(t)](z) where the series {𝜹(t)}t∈Z is defined by 𝜹(0) = 1 and
𝜹(t) = 0 if t ≠ 0. It follows from (3.13) and (4.2) that

x(t) = xsin(t) + xreg(t) = Ut ⋆ [𝝃(t) − B1c 𝜹(t)] + Wt ⋆ [𝝃(t) − B1c 𝜹(t)], (4.12)

for all t ∈ N−1. Formula (4.12) is an implicit version of the extended GJRT. It remains to show that (4.12) can be
rewritten explicitly in the form (4.13) or in the modified form (4.17). The relevant proofs are given in Section B
of the Appendix.

Proposition 4.2 (GJRT). Under Assumption 2.1 the series x(t) in (2.1) admits the solution

x(t) = xsin(t) + xreg(t)

=

[∑
k∈N

(−1)kT−kΔ−k𝝃+(t) − UtB1c

]
+

[
t∑

s=0

Ws 𝝃(t − s) − WtB1c

]
, (4.13)

for all t ∈ N − 1, where x(−1) = c, x sin(t) = Px(t) ∈ P(X), xreg(t) = Pcx(t) ∈ Pc(X), and

T−k = (−1)k−1(T−1B0)k−1T−1,

Ut = (−1)(IX − T−1B0)−t−1T−1,

Wt = (−1)t(A−1
0 A1)tA−1

0 − Ut.

The following consequence of the GJRT is proved in Section B of the Appendix.

Corollary 4.3 Under Assumption 2.1 the series x ∈ XZ satisfies (2.1) with x(−1) = c if and only if x(t) =
xsin(t) + xreg(t) where the singular part xsin ∈ P(X)N−1 satisfies

QA0Pxsin(t) + QA1Pxsin(t − 1) = Q𝝃(t), (4.14)

for t ∈ N − 1 and xsin(−1) = Pc and the regular part xreg ∈ Pc(X)N−1 satisfies

QcA0Pcxreg(t) + QcA1Pcxreg(t − 1) = Qc𝝃(t), (4.15)

for t ∈ N− 1 and xreg(−1) = Pcc. Therefore an integrated AR(1) process x is the sum of separate AR(1) processes
on complementary subspaces.

We define the extended singular and regular parts xsin ∈ P(X)Z and xreg ∈ Pc(X)Z by supposing that (4.14) and
(4.15) are true for all t ∈ Z. It is convenient to define Ai,r = QcAiP

c ∈ (Pc(X),Qc(Y)) for each i = 0, 1. The
resolvent Rreg(z) = (A0,r + A1,rz)−1 ∈ (Qc(Y),Pc(X)) is well defined and analytic for z ∈ D1+𝜖(0). Therefore

J. Time Ser. Anal. (2024) © 2024 The Author(s). wileyonlinelibrary.com/journal/jtsa
DOI: 10.1111/jtsa.12766 Journal of Time Series Analysis published by John Wiley & Sons Ltd.
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10 P. HOWLETT ET AL.

1. A−1
0,r ∈ (Qc(Y),Pc(X)) is well defined,

2. Φ = (−1)A−1
0,r A1,r ∈ (Pc(X)) is well defined, and

3. ||Φs|| = ||(A−1
0,r A1,r

)s|| < c∕(1 + 𝜖)s for some c > 0 and all s ∈ N.

By rearranging the extended form of (4.15) it follows that xreg ∈ Pc(X)Z is an AR(1) process defined by the
equation

xreg(t) = Φxreg(t − 1) + 𝜼(t), (4.16)

for all t ∈ Z where xreg(−1) = Pcc and where the strong white noise 𝜼 ∈ Pc(X)Z is defined by setting 𝜼(t) =
A−1

0,r Q
c𝝃(t) for each t ∈ Z. Our next result, Corollary 4.4, is an alternative version of the extended GJRT. This

corollary is proved in Section B of the Appendix.

Corollary 4.4. Under Assumption 2.1 the AR(1) process x ∈ XZ satisfies

x(t) = xsin(t) + xreg(t)

=

[∑
k∈N

(−1)kT−kΔ−k𝝃+(t) − UtB1c

]
+

[
Φt+1z∞ +

∑
s∈N−1

Φs𝜼(t − s)

]
, (4.17)

for t ∈ N− 1 where z∞ = limr→∞ zr = limr→∞ Φrxreg(−1− r) = Pcc−
∑

s∈N−1 Φ
s𝜼(−1− s) ∈ Pc(X) almost surely.

If z∞ = 0 and x ∼ I(d) for d ∈ N ∪ {∞} then xsin ∼ I(d) and xreg ∼ I(0).

If Pcc =
∑

s∈N−1 Φ
s𝜼(−1 − s) then z∞ = 0 and xreg(t) is a strictly stationary standard linear process. If z∞ ≠ 0

then Φt+1z∞ → 0 as t → ∞ in which case we say that xreg(t) is asymptotically strictly stationary.

Remark 4.5. Suppose Pc(X) ≠ {0} ⇔ Pc ≠ 0. Choose p ∈ Pc(X) with p ≠ 0 and define a bounded linear
functional fp ≠ 0 on the subspace {x|x = 𝛼p for all 𝛼 ∈ C} ⊂ Pc(X) by setting ⟨𝛼p, fp⟩ = 𝛼 for all 𝛼 ∈ C. The
Hahn–Banach theorem shows that we can extend fp to a bounded linear functional fp ∈ [Pc(X)]∗. Now we can
further extend fp to a bounded linear functional fp ∈ X∗ by defining ⟨x, fp⟩ = ⟨Pcx, fp⟩ for all x ∈ X. Therefore⟨Px, fp⟩ = 0 for all x ∈ X. Hence fp ∈ P(X)⊥. By theorem 1 in Albrecht et al. (2020) one has T−1(Y) = P(X).
Therefore fp ∈ T−1(Y)⊥. If x(−1) = c = Pd+

∑
s∈N−1 Φ

s𝜼(−1− s) for some d ∈ X then Pcc =
∑

s∈N−1 Φ
s𝜼(−1− s)

and so z∞ = 0. Now (4.17) shows that ⟨x(t), fp⟩ = ∑
s∈N−1 Φ

s⟨𝜼(t − s), fp⟩ for all t ∈ N − 1. Therefore ⟨x, fp⟩ is a
standard linear process and ⟨x, fp⟩ ∼ I(0). We conclude that the condition Pc ≠ 0 is sufficient to ensure that x is
cointegrated.

Remark 4.6. The models (4.14) and (4.15) describe AR(1) processes on complementary subspaces. In an alge-
braic sense these processes are linearly independent. Any stochastic dependence is entirely due to stochastic
dependence in the noise terms. If Q𝝃 and Qc𝝃 are stochastically independent then so too are xsin and xreg.

4.3. The attractor and cointegrating spaces

We suppose Assumption 2.1 is true. In our notation the usual definition of the attractor space is P(X) = T−1(Y) ⊂ X
while the usual definition of the cointegrating space is P(X)⊥ = T−1(Y)⊥ ⊂ X∗ where X∗ is the dual space to X.
The rationale for the definition of the attractor space is that the projected process Pcx on the subspace Pc(X) is a
stable process with ||Pcx(t)|| → 0 almost surely as t → ∞. The rationale for the definition of the cointegrating
space is that if Pc(X) ≠ {0} then our earlier remarks show that there is some non-zero bounded linear functional
f0 ∈ T−1(Y)⊥ ⊂ X∗ with ⟨x, f0⟩ ∼ I(0).

If R(z) has a pole of order d ∈ N at z = 1 there is a whole hierarchy of spaces with weaker versions of the
above properties. If x ∈ T−k(Y) then we can find y ∈ Y such that x = T−ky = T−k+1[(−1)B0T−1y] = T−k+1z

wileyonlinelibrary.com/journal/jtsa © 2024 The Author(s). J. Time Ser. Anal. (2024)
Journal of Time Series Analysis published by John Wiley & Sons Ltd. DOI: 10.1111/jtsa.12766
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GRANGER–JOHANSEN REPRESENTATION THEOREM 11

where z = B0T−1y ∈ Y . Therefore x ∈ T−k+1(Y). It follows that T−1(Y) ⊃ T−2(Y) ⊃ · · · ⊃ T−d(Y) ⊃ T−d−1(Y) =
{0}. The inclusions are proper as the following argument shows. Suppose T−r−1(Y) = T−r(Y) ≠ {0} for some
r ∈ N. Then (−1)(T−1B0T−r−1(Y) = (−1)(T−1B0T−r(Y) ⇔ T−r−2(Y) = T−r−1(Y). Therefore T−r−2(Y) = T−r(Y).
An inductive argument now shows that T−k(Y) = T−r(Y) for all k ∈ N + r but this is a contradiction because
T−d−1 = {0}. A straightforward argument also shows that T−1(Y)⊥ ⊂ T−2(Y) ⊂ · · · ⊂ T−d(Y)⊥ ⊂ X∗. Once
again the inclusions are proper. If f ∈ T−r(Y)⊥ ⧵ T−r+1(Y)⊥ for some r ∈ {2, 3, … , d − 1} then f ≠ 0 and⟨x, f⟩ ∼ I(r).

If R(z) has an essential singularity at z = 1 the above inclusions are still valid but it is no longer necessary that
the inclusions are proper. Nevertheless it is still true that if f ∈ T−r(Y)⊥ ⧵ T−r+1(Y)⊥ for some r ∈ {2, 3, …} then
f ≠ 0 and ⟨x, f⟩ ∼ I(r).

5. SPECIAL CASES: THE GJRT WHEN R(Z) HAS A POLE AT Z=1

Beare and Seo (2020) consider specific results for I(d) processes when d = 1, 2. We will show that their results
are special cases of our extended results. We reiterate that our representation is also new for cointegrated AR(1)
vector processes on Rn. We suppose only that R(z) is analytic on a set [D1(0)a ⧵ {1}] ∪D0,𝛿(1) for some 𝛿 > 0 and
has an isolated singularity at z = 1.

5.1. The GJRT when R(z) has a simple pole at z = 1

If R(z) has a simple pole at z = 1 then T−k = (−1)k−1(T−1B0)k−1T−1 = 0 for k > 1 and the binomial expansion
shows that

Ut = (−1)[IX − T−1B0]−t−1T−1 = (−1)[IX + (t + 1)(T−1B0) + · · · ]T−1 = (−1)T−1,

for all t ∈ N − 1. Therefore (4.17) becomes

x(t) = (−1)T−1

t∑
s=0

𝝃(t − s) + T−1B1c + Φt+1z∞ +
∑

s∈N−1

Φs𝜼(t − s), (5.1)

for all t ∈ N − 1 where we have used the identity Δ−1𝝃+(t) =
∑t

s=0𝝃(t − s) for all t ∈ N − 1. Therefore x ≁ I(0).

Remark 5.1. If c = Pd +
∑

s∈N−1 Φ
s𝜼(−1 − s) for some d ∈ X then z∞ = 0 and (5.1) implies

Δx(t) = (−1)T−1𝝃(t) +
∑

s∈N−1

ΦsΔ𝜼(t − s),

for all t ∈ N. Therefore Δx = {Δx(t)}t∈N ∈ XN is a strictly stationary standard linear process. Thus
Δx ∼ I(0). It follows that x ∼ I(1). Our results provide a natural extension of the results obtained by Beare and
Seo (2020).

5.2. The GJRT when R(z) has a pole of order 2 at z = 1

If R(z) has a pole of order two at z = 1 then T−k = (−1)k−1(T−1B0)k−1T−1 = 0 for k > 2 and the binomial expansion
shows that

Ut = (−1)(IX − T−1B0)−t−1T−1 = (−1)[IX + (t + 1)(T−1B0) + · · · ]T−1 = −T−1 + (t + 1)T−2,

J. Time Ser. Anal. (2024) © 2024 The Author(s). wileyonlinelibrary.com/journal/jtsa
DOI: 10.1111/jtsa.12766 Journal of Time Series Analysis published by John Wiley & Sons Ltd.
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12 P. HOWLETT ET AL.

for all t ∈ N− 1. The identities Δ−1𝝃+(t) =
∑t

s=0 𝝃(t − s) and Δ−2𝝃+(t) =
∑t

s=0 (s + 1)𝝃(t − s) can then be used to
show that (4.17) becomes

x(t) =

[
T−2

t∑
s=0

(s + 1)𝝃(t − s) − T−1

t∑
s=0

𝝃(t − s) − (t + 1)T−2B1c + T−1B1c

]

+

[
Φt+1z∞ +

∑
s∈N−1

Φs𝜼(t − s)

]
, (5.2)

for all t ∈ N − 1.

Remark 5.2. If c = Pd +
∑

s∈N−1 Φ
s𝜼(−1 − s) for some d ∈ X then z∞ = 0 and (5.2) becomes

x(t) = T−2

t∑
s=0

(s + 1)𝝃(t − s) − T−1

t∑
s=0

𝝃(t − s)

−(t + 1)T−2B1d + T−1B1d +
∑

s∈N−1

Φs𝜼(t − s), (5.3)

for all t ∈ N − 1. Therefore

Δx(t) = T−2

t∑
s=0

𝝃(t − s) − T−1𝝃(t) − T−2B1d +
∑

s∈N−1

ΦsΔ𝜼(t − s),

for all t ∈ N and

Δ2x(t) = T−2𝝃(t) − T−1Δ𝝃(t) +
∑

s∈N−1

ΦsΔ2𝜼(t − s),

for all t ∈ N+1. Therefore Δ2x = {Δ2x(t)}t∈N+1 ∈ XN+1 is a strictly stationary standard linear process. Therefore
Δ2 ∼ I(0). Clearly x ≁ I(0) and Δx ≁ I(0). It follows that x ∼ I(2). Once again these results are a natural extension
of the results reported in Beare and Seo (2020).

6. THREE EXAMPLES TO ILLUSTRATE THE PROPOSED REPRESENTATION

The first example is a two-dimensional time series where R(z) has a simple pole at z = 1. We show that x is the
sum of two separate AR(1) time series. The second example is an infinite-dimensional time series where R(z) has
an essential singularity at z = 1. The third example is taken from Seo (2023, Examples 3.3, pp 757–758 and 3.4,
pp. 763–764) and concerns an infinite-dimensional series where R(z) has a pole of order two at z = 1. This example
is used to demonstrate the general solution procedure on separable Banach space. The general solution procedure
is described in Albrecht et al. (2020).

Example 6.1 (x ∼ I(1)). Let X = Y = R2 and let 𝜖 ∈ (0, 1). Let x ∈ XN−1 be an AR(1) process with
A0x(t) + A1x(t − 1) = 𝝃(t) for all t ∈ N − 1 where

A0 =

[
0 −1

1 + 𝜖 −(2 + 𝜖)

]
, A1 =

[
1 0

0 1

]
and A(z) =

[
z −1

1 + 𝜖 z − (2 + 𝜖)

]
.

wileyonlinelibrary.com/journal/jtsa © 2024 The Author(s). J. Time Ser. Anal. (2024)
Journal of Time Series Analysis published by John Wiley & Sons Ltd. DOI: 10.1111/jtsa.12766
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GRANGER–JOHANSEN REPRESENTATION THEOREM 13

We assume that x(−1) = 0 and that E[𝝃(t)] = 0 ∈ R2 and E[||𝝃(t)||2] = 𝜎2 for all t ∈ N−1. We define B0 = A0+A1

and B1 = A1. The resolvent is given by

R(z) = (z − 1)−1

[
1 + 𝜖−1 −𝜖−1

1 + 𝜖−1 −𝜖−1

]
+ (z − 1 − 𝜖)−1

[
− 𝜖−1 𝜖−1

− (1 + 𝜖−1) 1 + 𝜖−1

]
,

for all z ∈ C ⧵ 𝜎 where 𝜎 = {1, 1 + 𝜖}. Therefore R(z) has a pole of order one at z = 1 and we can write
R(z) = T−1(z − 1)−1 +

∑
𝓁∈N−1 T𝓁(z − 1)𝓁 as a Laurent series for z ∈ D0,𝜖(1) where

T−1 =

[
1 + 𝜖−1 −𝜖−1

1 + 𝜖−1 −𝜖−1

]
, T0 = 𝜖−1

[
𝜖−1 −𝜖−1

(1 + 𝜖−1) −(1 + 𝜖−1)

]
and T𝓁 = 𝜖−𝓁T0.

The spectral projection on X is P = T−1B1 = T−1 with P(X) = {x|Px = x} = sp{e1 + e2} and the complementary
projection Pc = IX − P with Pc(X) = {x|Pcx = x} = sp{e1 + (1 + 𝜖)e2}. The spectral projection on Y is
Q = B1T−1 = T−1 where similar remarks apply. The singular part of the resolvent R sin(z) ∈ (Q(Y),P(X)) can be
written directly as an -transform

Rsin(z) = T−1(z − 1)−1 =
∑

t∈N−1

(−1)T−1zt =
∑

t∈N−1

Utz
t,

for z ∈ D1(0) where Ut = (−1)T−1. The same direct approach for the regular part Rreg(z) gives

Rreg(z) =
∑

𝓁∈N−1

𝜖−𝓁T0(z − 1)𝓁 =
∑

𝓁∈N−1

(−1)𝓁𝜖−𝓁T0

𝓁∑
t=0

(
𝓁
t

)
zt

=
∑

t∈N−1

[ ∑
𝓁∈N+t−1

(
𝓁
t

)
(−1)𝓁𝜖−𝓁

]
T0 zt,

which is not valid because 𝜖 ∈ (0, 1) and each coefficient of zt involves the sum of a divergent series. However
Rreg(z) ∈ (Qc(Y),Pc(X)) can be written as an -transform using the extended definition

Rreg(z) = R(z) − Rsin(z) =
[
1 − (1 + 𝜖)−1z

]−1
𝜖(1 + 𝜖)−1T0 =

∑
t∈N−1

Wt zt,

for z ∈ D1+𝜖(0)⧵{1} and Rreg(1) = T0 where Wt = 𝜖(1 + 𝜖)−(t+1)T0 ∈ (Qc(Y),Pc(X)). We can use the relationship
R(z) = Rsin(z) + Rreg(z) and the initial condition x(−1) = 0 to rewrite (4.2) as two equations Xsin(z) = Rsin(z)Q𝚵(z)
and Xreg(z) = Rreg(z)Qc𝚵(z) where X(z) = Xsin(z) +Xreg(z). Therefore x(t) = xsin(t) + xreg(t) = Ut ⋆ [Q𝝃](t) +Wt ⋆

[Qc𝝃](t) for all t ∈ N − 1 where xsin ∼ I(1) is an AR(1) process in P(X) satisfying

(QA0P)xsin(t) + (QA1P)xsin(t − 1) = Q𝝃(t)

with xsin(−1) = 0 and xreg ∼ I(0) is an AR(1) process in Pc(X) satisfying

(QcA0Pc)xreg(t) + (QcA1Pc)x reg(t − 1) = Qc𝝃(t),

with xreg(−1) = 0. The original time series x is therefore the sum of separate AR(1) time series on complementary
subspaces. We show in Corollary 4.3 that this is true in general. □

J. Time Ser. Anal. (2024) © 2024 The Author(s). wileyonlinelibrary.com/journal/jtsa
DOI: 10.1111/jtsa.12766 Journal of Time Series Analysis published by John Wiley & Sons Ltd.
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14 P. HOWLETT ET AL.

Example 6.2 (x ∼ I(∞)). Let {𝜆j}j∈N ⊂ R with 𝜆j > 0 and 𝜆
1∕j
j ↓ 0 as j ↑ ∞ and {𝜇j}j∈N ⊂ R with 𝜇j > 0 and∑

j∈N 𝜇j = 1. Suppose that xj = {xj(t)}t∈Z ∈ RZ for each j ∈ N and that xj, xj+1 satisfy the recurrence relation

xj(t) − xj(t − 1) − 𝜆jxj+1(t) = 𝜇j𝝃(t),

with xj(−1) = 0 for each j ∈ N where 𝝃 ∈ RZ is a strong white noise. An -transform gives

Xj(z) − zXj(z) − 𝜆jXj+1(z) = 𝜇j𝚵(z),

for each j ∈ N, where Xj(z) = [xj](z) and 𝚵(z) = [𝝃](z). In vector form we can write

[(1 − z)I − U]X(z) = 𝚵(z)𝝁,

for each z ∈ C where X(z) =
∑

j∈N Xj(z)ej ∈ C∞, 𝝁 =
∑

j∈N 𝜇jej ∈ 𝓁1, I = [e1, e2, …] ∈ (𝓁1) is the identity
operator and U = [0, 𝜆1e1, 𝜆2e2, 𝜆3e3, …] ∈ (𝓁1) is a strictly upper triangular operator. We can see that

U2 = [0, 0, 𝜆1𝜆2e1, 𝜆2𝜆3e2, 𝜆3𝜆4e4, …], U3 = [0, 0, 0, 𝜆1𝜆2𝜆3e1, 𝜆2𝜆3𝜆4e2, 𝜆3𝜆4𝜆5e3, …], …

and so on. Thus Unek = 0 for k ≤ n and Unen+k = 𝜆k𝜆k+1 … 𝜆n+k−1ek for n, k ∈ N. It follows that ||Un||1∕n <

𝜆1𝜆
1∕n
n ↓ 0 as n ↑ ∞. A Neumann expansion now shows that

R(z) = [(1 − z)I − U]−1 = I∕(1 − z) + U∕(1 − z)2 + U2∕(1 − z)3 + · · · ,

for all z ≠ 1. Therefore R(z) has an isolated essential singularity at z = 1. Hence x ∼ I(∞). If we define
V = −1[R] then

V(t) =
[
I + UΔ−1 + U2Δ−2 + · · ·

]
[1](t) = I +

( t + 1
1

)
U +

( t + 2
2

)
U2 + · · · ,

where 1(t) = 1 and
(

t+n

n

)
= (t + n)(t + n − 1) … (t + 1)∕n! for all t ∈ N − 1 and n ∈ N. Because 𝚵(z) ∈ C is a

scalar it follows that

−1[R(z)𝚵(z)𝝁](t) = −1[𝚵(z)R(z)𝝁](t) = (𝝃 ∗ V)(t)𝝁,

where (𝝃 ∗ V)(t) =
∑t

s=0𝝃(t − s)V(s) for all t ∈ N − 1. Therefore

x(t) =
∑

n∈N−1

[
t∑

s=0

𝝃(t − s)
( s + n

n

)]
Un𝝁,

for all t ∈ N − 1. We can extract the component xk(t) = ⟨ek, x(t)⟩ for each k ∈ N. In this regard we note that⟨ek,U
n𝝁⟩ = 𝜆k … 𝜆k+n−1𝜇k+n for n ∈ N and so

xk(t) =

[
t∑

s=0

𝝃(t − s)

]
𝜇k +

∑
n∈N

[
t∑

s=0

𝝃(t − s)
( s + n

n

)]
𝜆k … 𝜆k+n−1𝜇k+n

= Δ−1𝝃+(t)𝜇k +
∑
n∈N

[
Δ−n−1𝝃+(t)

]
𝜆k … 𝜆k+n−1𝜇k+n,

wileyonlinelibrary.com/journal/jtsa © 2024 The Author(s). J. Time Ser. Anal. (2024)
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GRANGER–JOHANSEN REPRESENTATION THEOREM 15

Figure 1. Composite graph for the simulated values {x1(t)}t∈{0,1,… ,100} in Example 6.2

for all t ∈ N − 1. The final form shows that no finite-order difference will eliminate all of the unbounded terms.
This confirms that xk ∼ I(∞) for each k ∈ N.

We used Matlab to simulate the evolution of the component x1 ∼ I(∞) setting 𝜆j = 1∕j! and 𝜇j = 1∕2j+1

with noise defined by a pseudo-random variable with a uniform distribution on the interval (−1∕2, 1∕2). We per-
formed 20,000 independent trials for the series {x1(t)}t∈{0,1,… ,100}. The composite graph is shown in Figure 1. The
histogram for the frequency distribution of the normalized values [x1(t) − m(x1(t)]∕s(x1(t) at t = 100 is shown in
Figure 2. The mean and SD for the trials were m[x1(100)] ≈ −12.8811 and s[x1(100)] ≈ 1.0051 × 103. Although
the composite graph shows that the range of values for x1(t) increases rapidly as t increases the histogram shows
that the maximum frequency occurs when x1(t) ≈ 0. □

Example 6.3 (The general solution process). Let X = Y = c0 be the space of real-valued vectors x = [xn]n∈N

with limn→∞ xn = 0 and norm ||x||∞ = maxn∈N |xn|. The space c0 is a closed separable subspace of 𝓁∞ with basis
{en}n∈N. Let 𝜆 ∈ (0, 1) and suppose the time series x ∈ XZ satisfies A0x(t) + A1x(t − 1) = 𝝃(t) for all t ∈ Z with
x(−1) = c ∈ X where

A0 = I = [e1, e2, …] ∈ (X,Y) and A1 = (−1)[e1, e1 + e2, 𝜆e3, 𝜆
2e4, 𝜆

3e5, …] ∈ (X,Y).
The autoregressive polynomial is A(z) = A0 +A1z ∈ (X,Y) for all z ∈ C. The operator A(1) = A0 +A1 is singular
and so we write A(z) = B0 + B1(z − 1) where

B0 = A0 + A1 = [0,−e1, (1 − 𝜆)e3, (1 − 𝜆2)e4, (1 − 𝜆3)e5, …] and B1 = A1.

We wish to find a Laurent series R(z) =
∑

j∈Z Tj(z − 1)j which converges on some region z ∈ D0,𝜖(1). Thus we
need to find {Tj}j∈Z ∈ (Y ,X) satisfying the fundamental equations (3.1) and (3.2) and the magnitude constraints
(3.3). We follow Albrecht et al. (2020) and begin by finding the infinite-length Jordan chains at z = 1.

The singular Jordan chains {u−n}n∈N satisfy

B0u−n + B1u−n−1 = 0, (6.1)

J. Time Ser. Anal. (2024) © 2024 The Author(s). wileyonlinelibrary.com/journal/jtsa
DOI: 10.1111/jtsa.12766 Journal of Time Series Analysis published by John Wiley & Sons Ltd.

 14679892, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/jtsa.12766 by Inria, W

iley O
nline L

ibrary on [28/10/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense

https://onlinelibrary.wiley.com/action/rightsLink?doi=10.1111%2Fjtsa.12766&mode=


16 P. HOWLETT ET AL.

Figure 2. Histogram showing the frequency distributed of simulated values for the normalized variable [x1(t) −
m(x1(t))]∕s(x1(t)) at t = 100 in Example 6.2

for all n ∈ N with ||u−n||1∕n
∞ → 0 as n → ∞. If we set u−1 = t = t1e1 + t2e2 + t3e3 + · · · then (6.1) shows that

u−n,2 = 0 for n ≥ 2, u−n,1 = −u−n+1,2 = 0 for n ≥ 3 and u−n,j = (1 − 1∕𝜆j−2)n−1tj for all n ∈ N and all j ≥ 3. If
tj ≠ 0 for j ≥ 3 then

||u−n||1∕n
∞ ≥ (

1∕𝜆j−2 − 1
)1−1∕n|tj|1∕n →

(
1∕𝜆j−2 − 1

)
> 0,

for each j ≥ 3 as n → ∞. Thus we must choose tj = 0 for j ≥ 3. Therefore u−1 = t1e1 + t2e2, u−2 = 𝛼e1 for some
𝛼 ∈ R and u−n = 0 for n ≥ 3. This means the subspace Xsin ⊂ X is the closed subspace sp({e1, e2}) ⊂ c0.

The regular Jordan chains {un}n∈N satisfy

B0un+1 + B1un = 0, (6.2)

for all n ∈ N with ||un||1∕n
∞ → a for some a > 0. If we set u1 = s = s1e1 + s2e2 + s3e3 + · · · then (6.2) shows that

u1,2 = s2 = 0. We also have u2,2 = 0 and u2,2 = −u1,1 = −s1. Therefore s1 = 0 as well. The remaining equations
show that un,j = [1 − 1∕(1 − 𝜆j−2)]n−1sj for all n ∈ N and all j ≥ 3. If we choose u1 = ek for some k ≥ 3 then
un = [1 − 1∕(1 − 𝜆k−2)]n−1ek and hence

||un||1∕n
∞ =

[
1∕

(
1 − 𝜆k−2

)
− 1

]1−1∕n
→

[
1∕

(
1 − 𝜆k−2

)
− 1

]
= 𝜆k−2∕

(
1 − 𝜆k−2

) ≤ 𝜆∕(1 − 𝜆)

as n → ∞. It follows that Xreg ⊂ X is the closed subspace c0 ∩ sp({e3, e4, …})a ⊂ c0.
Therefore X = Xsin ⊕Xreg ≅ Xsin ×Xreg and Y = Ysin ⊕Yreg ≅ Y sin ×Yreg where Ysin = B1(Xsin) = sp({e1, e2}) and

Yreg = B0(Xreg) = c0 ∩ sp({e3, e4, …})a. The corresponding key projections are P = Q = [e1, e2, 0, 0, …] ∈ (c0)
and the basic solution is found by solving T−1B1 = P and B1T−1 = Q to find T−1 ∈ (Y ,X) and by solving
T0B0 = Pc and B0T0 = Qc to find T0 ∈ (Y ,X). Elementary algebra gives

T−1 = [−e1, e1 − e2, 0, 0, …] and T0 = [0, 0, {1∕(1 − 𝜆)}e3, {1∕(1 − 𝜆2)}e4, …].

wileyonlinelibrary.com/journal/jtsa © 2024 The Author(s). J. Time Ser. Anal. (2024)
Journal of Time Series Analysis published by John Wiley & Sons Ltd. DOI: 10.1111/jtsa.12766
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GRANGER–JOHANSEN REPRESENTATION THEOREM 17

The algebra is simply Gaussian elimination but the calculation of T0 requires consideration of both T0B0 = Pc

and B0T0 = Qc. Now we can calculate the entire Laurent series using T−k = (−1)k−1(T−1B0)k−1T−1 ∈ (Y ,X) and
T𝓁 = (−1)𝓁(T0B1)𝓁T0 ∈ (Y ,X) which gives

T−2 = [0, e1, 0, 0, …] and T−k = 0 for k ≥ 3,

and

T𝓁 = [0, 0, {𝜆𝓁∕(1 − 𝜆)𝓁+1}e3, {𝜆2𝓁∕(1 − 𝜆2)𝓁+1}e4, …] for 𝓁 ∈ N.

Therefore R(z) has a pole of order 2 at z = 1. The singular part is Rsin(z) = T−2∕(z − 1)2 +T−1∕(z−1) for z ≠ 1 and
the regular part is Rreg(z) = T0 + T1(z− 1) + T2(z − 1)2 + · · · for z ∈ D1∕(1−𝜆)(1). Thus the Laurent series converges
for z ∈ D0,1∕(1−𝜆)(1). □

7. AN APPLICATION TO THE CONTROL OF ELECTRICAL POWER GENERATION

We consider an application to the dynamic control of electrical power generation in a wind farm. The proposed
feedback control is designed to mitigate the high volatility of power generation in wind farms observed by Agrawal
et al. (2013). The time series x is a non-autonomous AR(1) process. Thus – strictly speaking – this example lies
beyond the theoretical scope of the article. However, we will show that the new methods can be used to find x(t).

Example 7.1 (Power generation). Business Managers of Australian wind-farms sign short-term contracts with
the Australian Energy Market Operator to supply an agreed number H = H of kilowatt-hours of electrical energy
during the next trading interval t ∈  = {1, … ,N}. Let w = {w(t)}t∈N−1 ∈ RN−1 be the number of kilowatt-hours
of electrical energy collected on the interval [0, t]. To moderate the observed high volatility we seek a suitable
feedback mechanism that encourages an appropriate target for the energy Δw(t) = w(t)−w(t−1) collected during
each subinterval [t − 1, t] for t ∈  . Our aim will be to ensure that

x(t) = w(t) − Ht∕N → 0

as t → N where x(t) is the notional cumulative error at time t ∈  . Intuitively we could manage the error by
setting x(t) − x(t − 1) = −px(t − 1)∕(t + q) for some p, q ∈ N with p ≤ q and all t ∈  . Thus we would set
x(t) = [1 − p∕(t + q)]x(t − 1). Now 1 − p∕(t + q) ∈ (0, 1) for all t ∈  and so either x(t − 1) ≤ x(t) ≤ 0 or
0 ≤ x(t) ≤ x(t−1). Thus the notional error must decrease in magnitude. In practice, we observe x𝝃(t) = x(t)+ 𝝃(t)
where 𝝃(t) is an inherent stochastic noise. Hence our target becomes

x(t) = [1 − p∕(t + q)]x𝝃(t − 1) ⇔ x𝝃(t) = [1 − p∕(t + q)]x𝝃(t − 1) + 𝝃(t), (7.1)

for all t ∈  . Suppose (7.1) is true for all t ∈ N and assume x𝝃(0) = 0. It follows that

∑
t∈N

x𝝃(t)zt = z
∑
t∈N

x𝝃(t − 1)zt−1 − (p∕zq)

[∑
t∈N

x𝝃(t − 1)zt+q∕(t + q)

]
+
∑
t∈N

𝝃(t)zt,

which we can rewrite in terms of the -transform as

X𝝃(z) = zX𝝃(z) − WX𝝃(z) + 𝚵(z) − 𝝃(0) ⇔ [(1 − z)I + W]X𝝃(z) = 𝚵(z) − 𝝃(0), (7.2)

where W is a weighted Volterra operator defined by the formula WF(z) = (p∕zq)∫ z

0 F(𝜁 )𝜁 qd𝜁 for all F(z) =∑
t∈N−1 f(t)zt which are analytic when z ∈ Dr(0) for some r > 0. An intuitive application of the Neumann expansion

suggests that we may have

[I(z − 1) + W]−1 =
{

I − (1 − z)−1W + [(1 − z)−1W]2 − [(1 − z)−1W]3 + · · ·
}
(1 − z)−1, (7.3)

J. Time Ser. Anal. (2024) © 2024 The Author(s). wileyonlinelibrary.com/journal/jtsa
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for z ≠ 1. This is not entirely true but a detailed justification of (7.3) for z ∈ D1(0) is given in section C of the
Appendix. Order is important because (1 − z)−1W ≠ W(1 − z)−1. The formula (7.3) suggests that [I(z − 1) + W]−1

has an essential singularity at z = 1 and that x𝝃 ∼ I(∞). If z ∈ D1(0) and we write (1 − z)−1 = 1+ z+ z2 + · · · then
straightforward calculations give

(1 − z)−1[𝚵(z) − 𝝃(0)] = 𝝃(1)z + [𝝃(1) + 𝝃(2)]z2 + [𝝃(1) + 𝝃(2) + 𝝃(3)]z3 + · · · ,

(1 − z)−1W(1 − z)−1[𝚵(z) − 𝝃(0)]
= {p𝝃(1)∕(q + 2)}z2 + {p𝝃(1)∕(q + 2) + p[𝝃(1) + 𝝃(2)]∕(q + 3)}z3 + · · · ,

[(1 − z)−1W]2(1 − z)−1[𝚵(z) − 𝝃(0)] = {p2𝝃(1)∕[(q + 2)(q + 3)]}z3

+{p2𝝃(1)∕[(q + 2)(q + 3)] +
[
{p𝝃(1)∕(q + 2) + p[𝝃(1) + 𝝃(2)]∕(q + 3)}∕(q + 4)

]
}z4 + · · ·

and so on. By collecting the coefficients of the various powers we have

[(1 − z)I + W]−1[𝚵(z) − 𝝃(0)]
= 𝝃(1)z + {[1 − p∕(q + 2)]𝝃(1) + 𝝃(2)}z2

+{[1 − p∕(q + 3)][1 − p∕(q + 2)]𝝃(1) + [1 − p∕(q + 3)]𝝃(2) + 𝝃(3)}z3 + · · ·
= x𝝃(1)z + x𝝃(2)z2 + x𝝃(3)z3 + · · · .

In general we can show that

x𝝃(t) =

{
𝝃(1) for t = 1

𝝃(t) +
∑t−1

s=1

{∏t
r=t−s+1[1 − p∕(q + r)]

}
𝝃(t − s) for t ∈ N + 1.

Therefore x𝝃(t) may grow without bound as t → ∞. It can be shown that Δkx𝝃(t) may also grow without bound for
all k ∈ N as t → ∞. Thus x𝝃 ∼ I(∞). The corresponding increment is Δw𝝃(t) = −px𝝃(t − 1)∕(t + q) +H∕N for all
t ∈  . In practice p, q could be adjusted to get the best results. The detailed calculations are justified in section C
of the Appendix. □

Remark 7.2. In retrospect we could change the dependent variable to y𝝃(t) = (t + q)(q−p)x𝝃(t) in Example 7.1.
Now y𝝃(t) − y𝝃(t − 1) = (t + q)(q−p)𝝃(t) for all t ∈ N with y𝝃(0) = 0 where the factorial power is defined by
(t + r)(s) = (t+r)(t+r−1) · · · (t+r−s+1) for all t, r, s ∈ N−1 with s ∈ [r, t+r]. Hence y𝝃 is an autonomous AR(1)
process with an unbounded I(∞) noise term. A simple recursion gives y𝝃(t) = (t + q)(q−p)𝝃(t)+(t − 1 + q)(q−p)𝝃(t−
1)+ · · · (1 + q)(q−p)𝝃(1) for all t ∈ N. Hence y𝝃(t) may grow without bound as t → ∞. It can be shown that Δky𝝃(t)
may also grow without bound for each k ∈ N as t → ∞. Therefore y𝝃 ∼ I(∞).

8. CONCLUSIONS

We have used the new formula R(z) = [(z − 1)IX + T−1B0]−1T−1 + [IX + T0B1(z − 1)]−1T0 for the resolvent of the
autoregressive polynomial to establish an extended GJRT that applies to all integrated autoregressive processes
irrespective of the dimension of the space, the number of stochastic trends and cointegrating relations, and the
order of integration, all of which may be finite or infinite. The present results are a substantial extension of those
reported in Beare et al. (2017), Beare and Seo (2020), Franchi and Paruolo (2020), and Seo (2023). Standard linear
algebra can be used to find the key spectral separation projections in finite-dimensional problems but it may be
necessary to use infinite-length Jordan chains in more general problems.

wileyonlinelibrary.com/journal/jtsa © 2024 The Author(s). J. Time Ser. Anal. (2024)
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APPENDIX A: NOTATION AND TERMINOLOGY

We use the following notation throughout. In general X,Y will denote complex Banach spaces and (Ω,Σ, 𝜇) will
denote a probability space.

• N = {1, 2, …} is the set of natural numbers, N − 1 is the set of non-negative integers, Z = (−N) ∪ (N − 1) is
the set of integers, N + m is the set {1 + m, 2 + m, …} for each m ∈ Z, R is the set of real numbers, and C is
the set of complex numbers. If z ∈ C then z ∈ C denotes the complex conjugate.

• If D ⊂ C we follow Yosida (1978, p. 3) and write Da to denote the closure of D.
• For z0 ∈ C and s, r ∈ [0,∞] ⊂ R ∪ {∞} with s < r we write D r(z0) = {z ∈ C||z − z0| < r} and D s,r(z0) =
{z ∈ C|s < |z − z0| < r}.

• A linear operator A ∶ X → Y is bounded if ||Ax||Y ≤ c||x||X for some c ∈ R with c > 0. The set of all such
bounded linear operators is denoted by (X,Y). If A ∈ (X,Y) and T ⊂ Y we write A−1(T) = {x ∈ X|Ax ∈ T}
whether or not A is invertible. The set (X,X) is denoted by (X). The identity operator IX ∈ (X) is defined by
IXx = x for all x ∈ X. If P ∈ (X) is a projection we write Pc = IX −P to denote the complementary projection.
We may write I instead of IX if X is clear from the context.

• We follow Luenberger (1969, sections 5.6, 5.7, pp. 115–118) and use the scalar product notation ⟨x, f⟩ ∈ C to
denote the value of the bounded linear functional f ∈ X∗ at the point x ∈ X. If S ⊂ X is a subset of X then
S⊥ ⊂ X∗ is the subspace defined by S⊥ = {f ∈ X∗|⟨s, f⟩ = 0 for all s ∈ S}.

• A stochastic time series on X is a sequence of strongly measurable maps from Ω to X. The stochastic time series
x = {x(t)}t∈Z ∶ Ω → XZ is a series with value x(𝝎) = {x(t)}t∈Z(𝝎) = {x(𝝎, t)}t∈Z ∈ XZ that depends on
the outcome 𝝎 ∈ Ω of some random process in the probability space (Ω,Σ, 𝜇). Thus the value of the series
is simply defined as the corresponding series of values. If A ∈ (X,Y) is a bounded linear operator then the
stochastic time series y = Ax is defined by y(𝝎) = [A{x(t)}t∈Z](𝝎) = {Ax(𝝎, t)}t∈Z ∈ YZ for each 𝝎 ∈ Ω. The
dependence on 𝝎 is normally suppressed unless it is directly relevant to the issue at hand.

• According to Doob (1953, p 94) a stochastic time series x = {x(t)}t∈Z ∈ XZ is strictly stationary if the
multi-variate joint distribution of the variables x(t1 + q), … , x(tp + q) for each finite collection of times
{t1, … , tp} ∈ Zp does not depend on q ∈ Z.

• For each stochastic time series u ∈ XZ we define the associated observable time series u+ = {u+(t)}t∈Z ∈ XZ

by setting u+(t) = u(t) for t ∈ N − 1 and u+(t) = 0 otherwise.
• For each u ∈ XZ the time series Δu ∈ XZ of first differences is defined using the (backward) difference operator
Δu(t) = u(t) − u(t − 1) and the corresponding series delayed by one unit of time Lu ∈ XZ is defined using the
lag operator Lu(t) = u(t − 1) for each t ∈ Z. The operator identity Δ = IX − L shows that

wileyonlinelibrary.com/journal/jtsa © 2024 The Author(s). J. Time Ser. Anal. (2024)
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Δ−ku(t) = (IX − L)−ku(t) =
∑

s∈N−1

(k + s − 1
s

)
Lsu(t) =

∑
s∈N−1

(k + s − 1
s

)
u(t − s), (A1)

for all k ∈ N, provided E[||u(t − s)||] ≤ c(t)∕rs for some c(t), r > 0 and all sufficiently large s ∈ N and that

Δ𝓁u(t) = (IX − L)𝓁u(t) =
𝓁∑

s=0

(
𝓁
s

)
(−1)sLsu(t) =

𝓁∑
s=0

(
𝓁
s

)
(−1)su(t − s), (A2)

for all 𝓁 ∈ N − 1. In each case
(

p

q

)
is the binomial coefficient for p, q ∈ N − 1 with p ≥ q.

• A stochastic time series 𝝃 = {𝝃(𝝎, t)}t∈Z ∈ YZ is called a strong white noise process if it is an i.i.d. process with
0 < 𝜎2 = E

[||𝝃||2] = ∫Ω ||𝝃(𝝎, t)||2d𝜇(𝝎) < ∞ and 𝝁 = E [𝝃] = ∫Ω 𝝃(𝝎, t)d𝜇(𝝎) = 0 for each t ∈ Z, where the
latter integral is a Bochner integral (Yosida, 1978, chapter V, sections 4 and 5, pp. 130–134). The noise process
is not necessarily Gaussian. A strong white noise process is strictly stationary.

• A stochastic time series x = {x(𝝎, t)}t∈Z ∈ XZ is said to be integrated of order zero, written x ∼ I(0), if there
exists a strong white noise process {𝝃(𝝎, t)}t∈Z ∈ YZ and a sequence of bounded linear operators {As}s∈N−1 ∈(Y ,X)N−1 with

∑
s∈N−1

‖‖As
‖‖ < ∞ and

∑
s∈N−1 As ≠ 0 so that x(𝝎, t) =

∑
s∈N−1 As𝝃(𝝎, t − s) for all t ∈ Z. In

Bosq (2000, p. 183) a series in this form is called a standard linear process. A standard linear process is strictly
stationary and converges almost surely. See Bosq (2000, lemma 7.1, pp. 182–183).

• A stochastic linear process x is said to be integrated of order d for some d ∈ N, written x ∼ I(d), if d is the
smallest natural number such that Δdx ∼ I(0). A stochastic linear process x ∈ XZ is said to be integrated of
order infinity, written x ∼ I(∞) if there is no d ∈ N such that Δdx ∼ I(0).

APPENDIX B: PROOFS OF THE MAIN RESULTS

Proof of Lemma 3.1. Suppose R(z) is analytic on D1+𝜖(0) ⧵ {1} for some 𝜖 > 0. Therefore R(z) is analytic on
[ D 1(0)a ⧵ {1} ] ∪ D 0, 𝜖(1) ⊂ D1+𝜖(0) ⧵ {1}. Now suppose R(z) is analytic on [ D 1(0)a ⧵ {1} ] ∪ D 0, 𝛿(1) for
some 𝛿 > 0. Define the compact set  = {z ∈ C||z| = 1 and z ∉ D 𝛿∕2(1)}. The resolvent R(z) is analytic on
 and so for each w ∈  we can find 𝜖(w) > 0 such that R(z) is analytic on the open neighborhood D 𝜖(w)(w).
Therefore  ⊂

⋃
w∈ D 𝜖(w)(w). The set  is compact so there exists a finite subcollection of open neighbourhoods

{D𝜖i
(wi)}n

i=1 with wi ∈  and 𝜖i > 0 for each i = 1, … , n such that ⊂ ⋃n
i=1 D 𝜖i

(wi). The set
⋃n

i=1 D 𝜖i
(wi) is

open so there is some 𝜖 ∈ (0, 𝛿∕2) such that N(, 𝜖) = {z ∈ C||z−w| < 𝜖 for some w ∈ }⊂ ⋃n
i=1 D 𝜖i

(wi). Thus
R(z) is analytic for z ∈ N(, 𝜖). Now D1+𝜖(0) ⧵ {1} ⊂ N(, 𝜖) ∪ [ D 1(0)a ⧵ {1} ] ∪ D 0, 𝛿(1). Consequently R(z) is
analytic for D1+𝜖(0) ⧵ {1}. ◾

Proof of Lemma 4.1. We observe that PW(z) =
∑

t∈N−1 PWtz
t for all z ∈ D1+𝜖(0). However we also know that

PT𝓁 = 0 for all 𝓁 ∈ N − 1 and so PW(z) = PR reg(z) =
∑

𝓁∈N−1 PT𝓁(z − 1)𝓁 = 0 for all z ∈ D 𝜖(1). Since
PW(z) ≡ 0 on a non-trivial open set it follows by analytic continuation that PW(z) ≡ 0 for all z ∈ D1+𝜖(0) and
hence PWt = 0 for all t ∈ N−1. A similar argument shows that W(z)Q = 0 for all z ∈ D1+𝜖(0). Therefore WtQ = 0
for all t ∈ N − 1. ◾

Proof of Proposition 4.2. Consider the term X sin(z). It follows from (3.11) that

Xsin(z) = Rsin(z)[𝚵(z) − B1c] =
∑
k∈N

T−k(z − 1)−k
[
𝚵(z) − B1c

]
=

∑
k∈N

T−k (−1)k [
{Δ−k(𝝃 − B1c 𝜹)+(t)}t∈N−1

]
(z). (B1)

J. Time Ser. Anal. (2024) © 2024 The Author(s). wileyonlinelibrary.com/journal/jtsa
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22 P. HOWLETT ET AL.

Now we can apply (3.4), (3.9) and (4.4) to deduce that

Xsin(z) = 
[{∑

k∈N

(−1)kT−kΔ−k𝝃+(t)

}
t∈N−1

]
(z)

−
[{∑

k∈N

( t + k − 1
k − 1

)
(T−1B0)k−1T−1B1c

}
t∈N−1

]
(z)

= 
[∑

k∈N

(−1)kT−kΔ−k𝝃+(t) − UtB1c

]
(z). (B2)

We justify convergence of (B2) as follows. For each 𝜂 > 0, we can find c𝜂 > 0 such that ||T−k|| ≤ c𝜂𝜂
k for all

k ∈ N. If we choose 𝜂 ∈ (0, 1) then

E

[||∑
k∈N

(−1)kT−kΔ−k𝝃+(t)||
]

= E

[ ||∑
k∈N

(−1)kT−k

t∑
s=0

( s + k − 1
k − 1

)
𝝃(t − s)||]

≤ E [||𝝃||] ⋅ ∑
k∈N

c𝜂𝜂
k ⋅

t∑
s=0

( s + k − 1
k − 1

)
≤ c𝜂 E [||𝝃||] ⋅ ∑

k∈N

( t + k
k

)
𝜂k

= c𝜂 E [||𝝃||] ⋅ [1∕(1 − 𝜂)t+1 − 1
]

is well defined and finite. Therefore Xsin(z) =  [
{xsin(t)}t∈N−1

]
(z) where

xsin(t) =
∑
k∈N

(−1)kT−kΔ−k𝝃+(t) − UtB1c ∈ P(X) (B3)

for each t ∈ N − 1. Now consider the term X reg(z). We have

Xreg(z) = W(z)[G(z) − B1c]

=
∑

s∈N−1

Wsz
s

∑
r∈N−1

(𝝃 − B1c 𝜹)+(r)zr

=
∑

t∈N−1

[ ∑
s∈N−1

Ws (𝝃 − B1c 𝜹)+(t − s)

]
zt

=
∑

t∈N−1

[
t∑

s=0

Ws 𝝃(t − s) − Wt B1c

]
zt (B4)

for all z ∈ D1+𝜖(0). Therefore Xreg(z) =  [
xreg(t)

]
(z) where

xreg(t) =
t∑

s=0

Ws 𝝃(t − s) − Wt B1c ∈ Pc(X), (B5)

wileyonlinelibrary.com/journal/jtsa © 2024 The Author(s). J. Time Ser. Anal. (2024)
Journal of Time Series Analysis published by John Wiley & Sons Ltd. DOI: 10.1111/jtsa.12766

 14679892, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/jtsa.12766 by Inria, W

iley O
nline L

ibrary on [28/10/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense

https://onlinelibrary.wiley.com/action/rightsLink?doi=10.1111%2Fjtsa.12766&mode=
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for all t ∈ N − 1. We know that ||Ws|| < c∕(1 + 𝜖)s and so convergence is straightforward with

E

[|| t∑
s=0

Ws 𝝃(t − s)||] ≤ E[||𝝃||] t∑
s=0

c∕(1 + 𝜖)s ≤ c E[||𝝃||](1 + 𝜖)∕𝜖,

for all t ∈ N − 1. Finally we set x(t) = x sin(t) + xreg(t) for all t ∈ N − 1. ◾

Proof of Corollary 4.3. We have Rsin(z) = [(z − 1)IX + T−1B0]−1T−1 =
∑

t∈N−1 Utz
t for z ∈ D1(0) where PUt = Ut

for all t ∈ N − 1. Therefore PR sin(z) = Rsin(z). The equation

Xsin(z) = Rsin(z)[𝚵(z) − B1c], (B6)

shows that we also have PXsin(z) = Xsin(z). If we multiply both sides of (B6) on the left by B1[(z − 1)IX + T−1B0]
and use the identity T0B0 + T−1B1 = IX we get

B1[(z − 1)IX + T−1B1][T0B0 + T−1B1]X sin(z) = B1T−1𝚵(z) − B1T−1c,

for all z ∈ D1(0). Now we can use the relationships B0 = A0 + A1 and B1 = A1, the identity T−1B0T0 = 0 and the
definitions P = T−1B1 and Q = B1T−1 to deduce that

[QA0P + QA1Pz]Xsin(z) = Q𝚵(z) − QB1c,

for all z ∈ D1(0). Finally we have QB1 = B1T−1[B1T−1 + B0T0]B1 = B1P2 = A1P from which it follows that
QB1 = Q2B1 = QA1P. Thus we obtain

[QA0P + QA1Pz]Xsin(z) = Q𝚵(z) − QA1Pc, (B7)

for all z ∈ D1(0). This means that xsin(t) ∈ P(X) satisfies the AR(1) equation

QA0Pxsin(t) + QA1Pxsin(t − 1) = Q𝝃(t), (B8)

for all t ∈ N − 1 with xsin(−1) = QA1Pc. We know that QBiP + QcBiP
c = Bi for each i = 0, 1. It follows that

QAiP + QcAiP
c = Ai for each i = 0, 1. Therefore

A0x(t) + A1x(t − 1) − [QA0Pxsin(t)(t) + QA1Pxsin(t − 1) = 𝝃(t) − Q𝝃(t),

for all t ∈ N−1. We have Aix(t) = (QAiP+QcAiP
c)[xsin(t)+xreg(t)] = QAiPxsin(t)+QcAiP

cxreg(t) for each i = 0, 1.
Therefore the previous equation becomes

QcA0Pcxreg(t) + QcA1Pcxreg(t − 1) = Qc𝝃(t), (B9)

for all t ∈ N − 1 with xreg(−1) = c − Qc = Qcc. If x ∈ XN−1 and Assumption 2.1 is true we have shown that

x = xsin + xreg where xsin ∈ P(X)N−1 and xreg ∈ Pc(X)N−1. Similar algebraic manipulations show that the reverse
implication is also true. ◾

Proof of Corollary 4.4. By recursive application of (4.16) we obtain

xreg(t) = Φt+r+1xreg(−1 − r) +
t+r∑
s=0

Φs𝜼(t − s), (B10)

J. Time Ser. Anal. (2024) © 2024 The Author(s). wileyonlinelibrary.com/journal/jtsa
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24 P. HOWLETT ET AL.

for all r ∈ N − 1. In particular for t = −1 we have

Pcc = Φrxreg(−1 − r) +
r−1∑
s=0

Φs𝜼(−1 − s),

for all r ∈ N − 1. We know that

E

[|| r−1∑
s=0

Φs𝜼(−1 − s)||] ≤
r−1∑
s=0

k∕(1 + 𝜖)s ≤ k(1 + 1∕𝜖),

for some k > 0 and all r ∈ N. It follows that
∑r−1

s=0Φ
s𝜼(t − s) converges almost surely as r → ∞. Therefore

zr = Φrxreg(−1 − r) also converges almost surely as r → ∞. Thus we obtain

z∞ = lim
r→∞

zr = lim
r→∞

Φrxreg(−1 − r) = Pcc −
∑

s∈N−1

Φs𝜼(−1 − s) ∈ Pc(X).

If we return to (B10) we now have

xreg(t) = Φt+1 ⋅Φrxreg(−1 − r) +
t+r∑
s=0

Φs𝜼(t − s), (B11)

for all r ∈ N − 1. By taking the limit in (B11) as r → ∞ we get

xreg(t) = Φt+1z∞ +
∑

s∈N−1

Φs𝜼(t − s),

for all t ∈ Z. If R(z) has a pole of order d at z = 1 then

Ut = (−1)(IX − T−1B0)−t−1

=
∑

k∈N−1

( t + k
k

)
(T−1B0)kT−1

=
d−1∑
k=0

( t + k
k

)
(−1)kT−k−1,

because T−k−1 = 0 for k > d − 1. If z∞ = 0 it follows from (4.13) that

x(t) =
d∑

k=0

(−1)kT−kΔ−k𝝃+(t) +
d−1∑
k=0

(−1)k+1T−k−1

( t + k
k

)
B1c +

∑
s∈N−1

Φs𝜼(t − s),

for all t ∈ N − 1. Now Δ
(

t+k

k

)
=
(

t+k

k

)
−
(

t−1+k

k

)
=
(

t+k−1

k−1

)
. An inductive argument shows that Δk

(
t+k

k

)
= 1.

Therefore Δd
(

t+k

k

)
= 0 for all k < d. Some elementary algebra gives

Δdx(t) = T−d𝝃(t) +
∑

s∈N−1

ΦsΔd𝜼(t − s),

wileyonlinelibrary.com/journal/jtsa © 2024 The Author(s). J. Time Ser. Anal. (2024)
Journal of Time Series Analysis published by John Wiley & Sons Ltd. DOI: 10.1111/jtsa.12766
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GRANGER–JOHANSEN REPRESENTATION THEOREM 25

for all t ∈ N−1+d. It follows that x ∼ I(d), xsin ∼ I(d) and xreg ∼ I(0). If z∞ = 0 but R(z) has an isolated essential
singularity at z = 1 then no finite number of differences will reduce xsin(t) to a strictly stationary standard linear
process. Therefore x ∼ I(∞), xsin ∼ I(∞) and xreg ∼ I(0). ◾

APPENDIX C: THE WEIGHTED VOLTERRA OPERATOR

The weighted Volterra operator W is defined by W[F(z)] = (p∕zq)∫ z

0 F(𝜁 )𝜁 qd𝜁 for all functions F(z) = f(0) +
f(1)z + f(2)z2 + · · · which are analytic on some region Dr(0) where r ∈ (0, 1]. We wish to justify the formula
S = [(1 − z)I + W]−1 where S is defined by

SG(z) ∶=
[
(1 − z)−1 − [(1 − z)−1W](1 − z)−1 + [(1 − z)−1W]2(1 − z)−1 − · · ·

]
G(z), (C1)

for all G(z) = g(0) + g(1)z + g(2)z2 + · · · which are analytic for z ∈ Dr(0). Consider the operator [(1 − z)I + W].
Direct calculations show that [(1 − z)I + W]F(z) = G(z) where

g(0) = f(0), g(1) = f(1) − [1 − p∕(q + 1)]f(0), g(2) = f(2) − [1 − p∕(q + 2)]f(1), · · · , (C2)

and so on. If F(z) is analytic for Dr(0) it follows that G(z) = g(0)+g(1)z+g(2)z2+· · · is also analytic for z ∈ Dr(0).
Solving (C2) gives

f(0) = g(0), f(1) = g(1) + [1 − p∕(q + 1)]g(0),
f(2) = g(2) + [1 − p∕(q + 2)]g(1) + [1 − p∕(q + 2)][1 − p∕(q + 1)]g(0), · · · (C3)

and so on. If G(z) is analytic for z ∈ Dr(0) then F(z) = f(0) + f(1)z + f(2)z2 + · · · is also analytic for z ∈ Dr(0). In
general we have

f(t) = g(t) + [1 − p∕(q + t)]g(t − 1) + · · · + [1 − p∕(q + t)] · · · [1 − p∕(q + 1)]g(0)

= g(t) +
t∑

s=1

[1 − p∕(q + t)] · · · [1 − p∕(q + t − s + 2)][1 − p∕(q + t − s + 1)]g(t − s),

for all t ∈ N − 1. Thus we now have a general formula for the desired inverse operator. To justify (C1) we argue
as follows. If z ∈ D1(0) and we write (1 − z)−1 = 1 + z + z2 + · · · then for each k ∈ N − 1 direct calculation gives
(1 − z)−1[zk] =

∑
s∈N−1 zs+k from which it follows that

[(1 − z)−1W](1 − z)−1[zk] = p ⋅
∑

s∈N−1

[ ∑
1≤i1≤s+1

1∏
j=1

(q + k + ij)−1

]
zs+1+k,

[(1 − z)−1W]2(1 − z)−1[zk] = p2 ⋅
∑

s∈N−1

[ ∑
1≤i1<i2≤s+2

2∏
j=1

(q + k + ij)−1

]
zs+2+k,

and so on. An elementary induction can now be used to show that

[(1 − z)−1W]n(1 − z)−1[zk] = pn ⋅
∑

s∈N−1

[ ∑
1≤i1<···<in≤s+n

n∏
j=1

(q + k + ij)−1

]
zs+n+k,

J. Time Ser. Anal. (2024) © 2024 The Author(s). wileyonlinelibrary.com/journal/jtsa
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26 P. HOWLETT ET AL.

for all n ∈ N provided z ∈ D1(0). If we calculate [(1 − z)I + W]−1[zk] but extract only the coefficients of zt for
some fixed value of t ∈ N − 1 we need only consider values of k ≤ t. Thus we have(

(1 − z)−1[zk]
)

t
= 1,

(
(−1)[(1 − z)−1W](1 − z)−1[zk]

)
t
= (−1)p ⋅

∑
1≤i1≤t−k

1∏
j=1

(q + k + ij)−1,

(
(−1)2[(1 − z)−1W]2(1 − z)−1[zk]

)
t
= (−1)2p2 ⋅

∑
1≤i1<i2≤t−k

2∏
j=1

(q + k + ij)−1,

(
(−1)3[(1 − z)−1W]3(1 − z)−1[zk]

)
t
= (−1)3p3 ⋅

∑
1≤i1<i2<i3≤t−k

3∏
j=1

(q + k + ij)−1,

and so on. In general

(
(−1)t−k[(1 − z)−1W]t−k[zk]

)
t
= (−1)t−kpt−k ⋅

∑
1≤i1<···<it−k≤t−k

t−k∏
j=1

(q + k + ij)−1.

Finally
(
(−1)n[(1 − z)−1W]n[zk]

)
t
= 0 for n > t − k. Collecting all of the terms shows that(

S[zk]
)

t
= [1 − p∕(q + k + 1)][1 − p∕(q + k + 2)] · · · [1 − p∕(q + t)]

=
t−k∏
s=1

[1 − p∕(q + k + s)],

for each t, k ∈ N with k ≤ t. It follows that

S[g(0) + g(1)z + g(2)z2 + · · · + g(t)zt]

→

{
g(t) +

t∑
s=1

[1 − p∕(q + t)] · · · [1 − p∕(q + t − s + 2)][1 − p∕(q + t − s + 1)]g(t − s)

}
= f(t),

for all t ∈ N − 1. Therefore SG(z) = F(z). It follows that S ≡ [(1 − z)I + W]−1 for z ∈ D1(0). If F(z) is analytic
for z ∈ D1+𝜖(0) where 𝜖 > 0 the definition of WF(z) as an analytic function remains valid on this region. The
difficulty with the definition of S = [(1 − z)I + W]−1 arises because if we define H(z) = F(z)zq and write

H(z) = H(1) + H′(1)(z − 1) + · · ·

for z ∈ D1+𝜖(0) then

W(1 − z)−1F(z) = (p∕zq)∫
z

0

[
H(1)∕(1 − 𝜁 ) + · · ·

]
d𝜁 = (−1)(p∕zq)H(1) loge(1 − z) + · · ·

contains the term loge(1 − z) which can only be defined as a single-valued analytic function if a suitable cut
terminating at z = 1 is inserted into the complex plane. For instance the cut {z ∈ C|ℜ(z) ∈ [1,∞),ℑ(z) = 0} is
suitable. Our earlier intuitive analysis suggested that [(1 − z)I + W]−1 has an essential singularity at z = 1. We can
now see that it is not an isolated singularity.
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