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Abstract: Researchers using task-fMRI data have access to a wide range of analysis tools

to model brain activity. If not accounted for properly, this plethora of analytical approaches

can lead to an inflated rate of false positives and contribute to the irreproducibility of neu-

roimaging findings. Multiverse analyses are a way to systematically explore pipeline variations

on a given dataset. We focus on the setting where multiple statistic maps are produced as

an output of a set of analyses originating from a single dataset. However, having multiple

outputs for the same research question – corresponding to different analytical approaches –

makes it especially challenging to draw conclusions and interpret the findings. Meta-analysis

is a natural approach to extract consensus inferences from these maps, yet the traditional

assumption of independence amongst input datasets does not hold here. In this work we

consider a suite of methods to conduct meta-analysis in the multiverse setting, which we call

same data meta-analysis (SDMA), accounting for inter-pipeline dependence among the re-

sults. First, we assessed the validity of theses methods in simulations. Then we tested them
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2 1 INTRODUCTION

on the multiverse outputs of two real world multiverse analyses: “NARPS”, a multiverse

study originating from the same dataset analyzed by 70 different teams, and “HCP Young

Adult”, a more homogeneous multiverse analysis using 24 different pipelines analyzed by the

same team. Our findings demonstrate the validity of our proposed SDMA models under

inter-pipeline dependence, and provide an array of options, with different levels of relevance,

for the analysis of multiverse outputs.

1 Introduction

The multiplicity of analytical methods, tools and platforms available for modeling brain activity can

have a substantial impact on neuroimaging findings (Botvinik-Nezer et al., 2020; Bowring et al., 2019;

Glatard et al., 2015; Gronenschild et al., 2012; Strother et al., 2004). This flexibility in analysis combined

with selective reporting may result in an increased occurrence of false positives and hence contributes

to the lack of reproducibility in neuroimaging results. In departure to traditional analyses in which a

single method is used, a multiverse analysis can be used to generate multiple outputs from the same

dataset (Steegen et al., 2016). These various multiverse outputs arise from executing an array of pipelines,

each representing a different framework for neuroimaging data analysis, which may include variations in

both data processing and analysis steps.

In this work we develop methods for analytical pipelines that output a test statistic map for a particular

effect of interest, i.e. maps of T-scores or F-scores, both of which can be converted to Z-scores. We are

motivated by task functional magnetic resonance imaging (fMRI) data, but our methods apply to any

pipeline outputs producing test statistic images. While ideally we would work with parameter estimates

and standard errors, across pipelines their units are often incompatible due to inconsistent scaling of the

data, model and/or contrast, and thus we confine ourselves to Z-scores. The challenge is then how to

combine these Z-scores to obtain valid and robust results.

Meta-analysis is a natural approach to extract consensus inferences from these Z maps, yet a standard

assumption of meta-analysis is independence amongst input datasets (Normand, 1999). However, when

combining outputs from different analytical approaches applied to the same dataset (i.e., a multiverse

approach), there will likely be very strong and heterogeneous dependencies between the multiverse out-

puts. We thus propose a set of dependence-adjusted meta-analysis methods – which we call “same-data

meta-analysis” (SDMA) – accounting for inter-pipeline dependence among the multiverse outputs. We

first assess the validity of the proposed SDMA methods on simulated multiverse outputs. Subsequently,

we examine their relevance on the multiverse outputs of two distinct real world multiverse analyses to
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gain deeper insights into the properties of each developed SDMA method. We conclude with a discussion

of selecting the most suitable method based on specific use cases.
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2 Methods

2.1 Theory

In the following we will develop five new same-data meta-analysis (SDMA) methods, three direct exten-

sions of the Stouffer combining method, and two based on Generalized Least Squares for the optimal

combination of dependent multiverse outputs.

2.1.1 Input data

Broadly, there are three different types of outputs from a multiverse analysis: test statistics alone

(e.g. only Z-score image), pairs of estimates and standard errors (e.g. as obtained from group task-fMRI

analyses), and arbitrary values (e.g. correlations in connectome maps, or microstructural parameters

from diffusion MRI). In this work, we consider only test statistics, leaving the other two cases for future

work. Further we assume all input maps take the form of Z-values (since other types of statistics can

be converted to Z’s). Throughout we further assume Normality, the basic assumption that would be

required for statistical inference on any individual pipeline.

In the remainder of this manuscript, we adopt the following terminology: ‘dataset’ will refer to the

original task fMRI dataset prior to any analysis; ‘multiverse outputs’ to the results of a multiverse

analysis presented as a set of Z-maps (one for each pipeline); and ‘results’ to the statistical maps derived

from applying a (same-data) meta-analysis model to the outputs of a multiverse analysis.

2.1.2 Notation

We denote by Ykj the value of the output for pipeline k = 1, ..., K, at voxel j = 1, ..., J . We assume

these values are Z-scores, having mean zero and variance one under the null hypothesis, but allow for

inter-pipeline correlation, aK×K matrix. We develop all of these methods assuming spatial homogeneity

of correlation, i.e. that all voxels share the same pipeline-to-pipeline correlation Q. This is a non-trivial

assumption that we critically test on the multiverse outputs of real world multiverse analyses (see section

2.2.4). Finally, Q consistently refers to the inter-pipeline correlation; in this work focused on test statistics

and significance testing validity, we can rely on a null hypothesis distribution of N (0, 1) for each input,

and thus focus only on correlation.
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2.1.3 Conventional fixed effects meta-analysis model: Stouffer Method

The Stouffer method (Stouffer et al., 1949) is perhaps the most straighforward Z-score combining

method, based on the sample mean of input Z-scores denoted Ȳj =
1
K

∑
k Ykj:

ZS
j =

Ȳj√
1/K

(1)

where ZS
j is again a Z score and has mean zero and variance one under the null and magnified mean

µj

√
K under the alternative where µj = E(Ȳj). This traditional meta-analytic is a fixed effect method

that is designed to powerfully combine evidence against the null. In essence, Stouffer combining creates

an average map and then standardizes to account for Var(Ȳj) = 1/K, producing a unit variance result.

2.1.4 SDMA Stouffer

The standard Stouffer result is based on an assumption of independent inputs. Given that this assump-

tions is not tenable in a multiverse setting, we propose a modification of the traditional Stouffer method,

an SDMA version that accommodates an inter-pipeline correlation Q. First, note that the variance of

an average of K variables with covariance Q is 1⊤Q1/K2, where 1 is a vector of 1’s. We thus propose

“SDMA Stouffer” ZSS as the average with standardization to account for correlation Q among the

inputs:

ZSS
j =

Ȳj√
1⊤Q1/K2

. (2)

2.1.5 Consensus SDMA methods

While both original and SDMA Stouffer methods scale the average to unit variance, it results in a scaling

of the average under the alternative when µj ̸= 0. With independent datasets this is natural – when

multiple studies all have evidence against the null, their combined evidence is yet stronger evidence than

the mean Z, as reflected by the
√
K-amplification in the magnified mean. With multiverse outputs, it is

perhaps enigmatic: the original dataset is the same, but by combining similar but not identical versions

of the multiverse outputs we can obtain results with amplified evidence against the null. Under the null

hypothesis of mean zero signal everywhere there is no concern of signal amplification, but when signal is

present it is impossible to scale a univariate (or single voxel j) average so that both mean and variance

are preserved. However, for an image of statistics, we can shift the voxel-wise mean over voxels to have
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some target or “consensus” value.

In the following consensus methods, we propose two different ways to combine K test statistic images

such that the result is based on an average while preserving the voxel-wise mean and variance, yet the

result is as similar as possible to the K multiverse outputs fed into the method. In the following we

denote µC and σC as the consensus mean and consensus standard deviation, respectively, we would like

our final map to have. These could be set arbitrarily, but we assert that the most sensible values are the

average over the K inputs

µC =
1

K

∑
k

⟨Yk⟩ (3)

σ2
C =

1

K

∑
k

⟨⟨Yk⟩⟩ (4)

of the respective voxel-wise statistics, where ⟨·⟩ denotes image-wise average, i.e. ⟨Yk⟩ = 1
J

∑
j Ykj is the

voxel-wise average for input k, and ⟨⟨·⟩⟩ is the voxel-wise variance, i.e. ⟨⟨Yk⟩⟩ = (J − 1)−1
∑

j(Yjk −
⟨Yk⟩)2, and Yk is the J-vector of Z-scores for pipeline k.

Consensus SDMA Stouffer Our first consensus method simply shifts the mean so that the image-wise

mean of the output has the consensus mean:

ZCSS
j = ZSS

j − ⟨ZSS⟩+ µC , (5)

where ZSS is the J-vector image of SDMA Stouffer statistics. Note that this is just the SDMA Stouffer

value centered image-wise to have average µC . Of course, if the null hypothesis is true everywhere, then

both ⟨ZSS⟩ and µC will be zero with high precision (since they are an average over many voxels) and

this will have no impact.

In summary, the Consensus SDMA Stouffer approach accounts for inter-pipeline correlation, but then

adjusts the resulting map so that it has the voxel-wise average equal to the average overall all pipelines

of the voxel-wise averages.

Consensus Average The preceding SDMA Stouffer methods use statistical theory to account for

the impact of dependence on the variability of the computed summary. However, alternatively, a less

technical approach is to simply compute an average and use its own voxel-wise statistics to standardize
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before scaling and shifting to have the desired consensus mean and standard deviation. Hence we define

the Consensus Average as

ZCA
j =

Ȳj − ⟨Ȳ⟩√
⟨⟨Ȳ⟩⟩

σC + µC (6)

where Ȳ is the J-vector voxel-wise average of the K inputs; note that here, we have set µc equal to ⟨Ȳ⟩,
but we maintain separate notation for µc to accommodate the possibility of different choices in future

work. While ZCSS
j uses statistical results to compute the impact of averaging K dependent inputs, ZCA

j

simply uses the naive Stouffer as a starting point, standardizing, scaling and shifting to desired consensus

values. Though this approach makes slightly weaker assumptions by not assuming homogeneous Q over

space, it is expected that the Consensus Average ZCA
j will produce values very similar to Consensus

SDMA Stouffer ZCSS
j

2.1.6 SDMA GLS methods

SDMA Generalized Least Squares (GLS) When analyzing dependent multiverse outputs, the

optimal, minimum variance estimates are obtained by generalized least squares (GLS), where both data

and model are whitened. First consider the unwhitened case: For a regression of the K-vector of input

data Yj on a design matrix X = 1, the least squares estimate is (X⊤X)−1X⊤Yj = 1⊤Yj/K (the

average) and the variance of the estimate is

(X⊤X)−1X⊤Var(Yj)X(X⊤X)−1 = 1⊤Q1/K2, (7)

exactly the variance found above, and the estimate divided by standard deviation is exactly the SDMA

Stouffer (2).

So now instead consider whitening with Q−1/2, giving GLS mean estimate

Ȳ G
j = (X⊤Q−1X)−1X⊤Q−1Yj =

1⊤Q−1Yj

1⊤Q−11
(8)

and variance

(X⊤Q−1X)−1X⊤Q−1Var(Yj)Q
−1X(X⊤Q−1X)−1 = (1⊤Q−11)−1. (9)
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Thus our SDMA GLS is the GLS estimate divided by its standard deviation:

ZSG
j =

Ȳ G
j√

(1⊤Q−11)−1
=

1⊤Q−1Yj√
1⊤Q−11

(10)

The motivation behind using GLS is that, instead of weighting each output equally as in ZSS
j , we combine

the K multiverse outputs according to 1⊤Q−1, which has the effect of down-weighting the influence of

highly dependent pipelines. To illustrate, consider a scenario where the first half of multiverse outputs are

derived from the same pipeline computed across various operating systems, resulting in virtually identical

multiverse outputs. Conversely, the second half of pipelines produce nearly independent multiverse

outputs. When calculating an unweighted average, equal weight is assigned to all inputs, while 1⊤Q−1

will down-weight the influence of the first half of pipelines reflecting their dependence.

Consensus SDMA GLS We can likewise define a Consensus SDMA GLS, ZCSG, which is shifted to

have a consensus image-wise average:

ZCSG
j = ZSG

j − ⟨ZSG⟩+ µC , (11)

where ZSG is the J-vector of SDMA GLS statistic values.

2.2 Evaluations

2.2.1 Simulated multiverse outputs

Null multiverse outputs generation We simulated a set of Z-statistic maps according to a K-

dimensional normal; at each voxel j we have

Yj ∼ N (0,Q)

In a first null scenario, “independent pipelines”, we generated multiverse outputs with µ = 0 and Q = I.

In a second null scenario, “correlated pipelines”, we set µ = 0 and considered different levels of depen-

dence, specifically using compound symmetric correlation structures where all correlations are equal. The

correlation was set to one of three possible values (0.2, 0.5, and 0.8).

In a third null scenario, three pipelines were independent and the others were correlated pipelines, con-
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sidering the same three possible values as above.

For each scenario, the number of pipelines and voxels were respectivelly varied, K ∈ {20;50;100} and

J ∈ {5,000;10,000;20,000}. This setup resulted in a total of 27 Monte Carlo realizations per scenario.

Simulations were implemented in Python (3.11.6). Summary heatmaps for each of the main scenario

can be found in Figure 1. All scripts to run the experiments and to create the figures and tables of this

paper are accessible online, https://github.com/Inria-Empenn/SDMA and in Software Heritage public

archive (Link to SWHID) (“Software Heritage Identifier”, 2024).

2.2.2 Assessment of Validity

We evaluated the false positive rate for each meta-analytic estimator using simulated null data. Each

SDMA method generated Z-scores which were converted to P-values. These P-values were left uncor-

rected for multiple comparisons to enable a direct comparison between the SDMA methods. A SDMA

method was deemed to perform well if the proportion of significant P-values less than α = 0.05 was

within the nominal 95% confidence interval; for J p-values this is 0.05± 1.96
√

0.05× 0.95/J .

To assess the validity of our method at levels other than 5%, we create comparative PP plots. While

a conventional PP plot shows the ordered p-values P(j) versus their expected value under the null

j/(J + 1), often in − log scale, divergence must be measured from the identity. To instead visualise

departures from the horizontal, we plot the difference − log10 P(j) − (− log10(j/(J + 1)) versus the

reference value, − log10(j/(J + 1)). This comparison is further aided by showing the 95% confidence

intervals for uniform order statistics, based on the Beta distribution, B(j, J−j+1), − log10 transformed

and shifted by reference value − log10(j/(J + 1)).

2.2.3 Real-data multiverse analysis outputs

NARPS multiverse outputs description The Neuroimaging Analysis Replication and Prediction

Study (NARPS) (Botvinik-Nezer et al., 2020), recently evaluated the degree and impact of analytic

flexibility on task-fMRI results. They assessed the real-world variability of multiverse outputs across

independent teams analyzing the same dataset. The dataset included task-fMRI data from 108 indi-

viduals, each performing one of two versions of a task previously used to study decision-making under

risk (Canessa et al., 2013; Tom et al., 2007). This dataset is available on OpenNeuro (K. Gorgolewski

et al., 2017) at: https://openneuro.org/datasets/ds001734/versions/1.0.4. 70 teams were provided

with the raw data and an optional preprocessed data, and were asked to analyze the data to test nine

https://github.com/Inria-Empenn/SDMA
https://archive.softwareheritage.org/browse/directory/acc582fa6a7cc9ba4c9f9a137e1d340fb8b66492/?origin_url=https://github.com/Inria-Empenn/SDMA&revision=cc6d1ba601640161f7536ba16299f15278426487&snapshot=3a7b5dddcb425fd67ac86541fa9bf05b3e13237b
https://openneuro.org/datasets/ds001734/versions/1.0.4
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hypotheses, each consisting of a yes/no question regarding significant activity in a specific brain re-

gion in relation to a particular feature of the task. Among other outputs, each team submitted the

unthresholded statistic maps supporting each hypothesis test. Access to these maps is described in

https://github.com/poldrack/narps/tree/master/ImageAnalyses. In our study, we used the unthresh-

olded statistic maps of 55 from the 70 teams included in NARPS. 15 statistic maps were excluded from

the image-based analysis due to exclusion from the NARPS study or incomplete brain mask (see Supple-

mentary Table 1 for details). We applied each of meta-analytic estimator on this set of 55 unthreshold

maps, where all results were masked using a composite mask generated from the intersection of the MNI

template and the pipelines’ brain masks, with a threshold of 0.9. This threshold was chosen because

some pipelines produced relatively sparse results maps, and using a threshold of 1 would have excluded

too many voxels. In this paper, we present our results within the first NARPS hypothesis. Results on

the remaining hypotheses can be found in the supplementary.

HCP Young Adult multiverse outputs The Human Connectome Project (HCP) Young Adult is an

ambitious 5-year effort to characterize brain connectivity and function and their variability in healthy

adults (Van Essen et al., 2012). It provides task-fMRI data for different tasks and cognitive processes.

Using the motor task-fMRI data from the HCP Young Adult, the HCP multi pipeline dataset (Germani et

al., 2023) provides multiverse outputs across 6 different contrasts and 24 different preprocessing and first-

level analyses from the same dataset (for the 1,080 participants of the HCP Young Adults S1200 release).

The 24 different pipelines differed in 4 parameters: software package (SPM or FSL), smoothing kernel

(5 or 8mm), number of motion regressors (0, 6 or 24) included in the General Linear Model (GLM)

for the first-level analysis, and presence or absence of the derivatives of the Hemodynamic Response

Function (HRF) in the GLM for the first-level analysis. Unthresholded statistic maps were obtained for

each pipeline, resulting in 24 maps per contrast. In our work, we applied each of our meta-analytic

estimators on the 24 multiverse outputs obtained for the right-hand contrast of the motor task. More

details on the dataset can be found in the corresponding data paper Germani et al., 2023. Note that

these multiverse analysis outputs were generated within a single laboratory using only two software tools,

in contrast to the NARPS multiverse outputs which involved 70 different teams and multiple software

packages. As a consequence, the unthresholded maps of these HCP Young Adult multiverse outputs are

more homogeneous than the 70 unthresholded maps of the NARPS mutliverse analysis, enabling us to

examine the impact of heterogeneity on the proposed meta-analysis estimators.

https://github.com/poldrack/narps/tree/master/ImageAnalyses
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2.2.4 Assessment of Spatial Homogeneity of Correlation Q

Given that these SDMA methods assume that the inter-pipeline correlation is the same across the brain,

we measured heterogeneity of this correlation within the multiverse outputs of the NARPS and HCP

Young Adult analysis. We thus computed the magnitude of the difference between the inter-pipeline

correlation when either using the whole brain or using subregions from a region of interest atlas.

First, we calculated the difference between correlation matrix of the whole brain and of a set of 7

brain regions (frontal, parietal, temporal,occipital, insular, cingulate and cerebellum) derived from the

AAL atlas (Tzourio-Mazoyer et al., 2002). This difference matrix highlights where and how much the

matrices differ element-wise,

QDi = Qi −Qb

where Qi is the correlation matrix using one of the 5 brain regions and Qb the correlation matrix using

the whole brain.

Then, the Frobenius norm of these difference matrices QDi is computed, the square root of the sum of

the squares of its elements, representing the magnitude of the difference between the two matrices,

∥QDi∥F =
√

Tr(Q⊤
DiQDi)

Segmented analysis Due to the relatively high Frobenius norm of the correlation difference observed

in certain brain regions, we performed a subsequent segmented analysis allowing for a more detailed

examination of spatial homogeneity.

Specifically, we applied each SDMA method separatly for each brain region, and then assessed the

discrepancies in significant activations for each brain region between the segmented and the whole brain

analysis using the Dice similarity index.

Writing significant voxels found using Qi as set A, and significant voxels found by Qb as set B, the Dice

similarity index D between is

D(A,B) =
|A ∩B|

2× (|A|+ |B|)

where ∩ denotes set intersection and | · | cardinality.
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2.2.5 Interpretability of SDMA GLS Results

As described below, we found a surprising level of divergence between GLS-based and the other methods.

To help understand these differences we developed an approach to measure the influence of each study

on two types of methods, SDMA Stouffer and SDMA GLS.

Note that the SDMA Stouffer method (Eq. (2)) can be re-written

ZSS
j =

K∑
k=1

wQYkj = wQ

(
K∑
k=1

Ykj

)
(12)

where

wQ = (1⊤Q1)−1/2, (13)

showing that every study k = 1, ..., K has equal influence on the resulting statistic ZSS
j .

Now consider rewriting SDMA GLS (Eq. (10)), as

ZCGS =
K∑
k=1

wQGC
k Ykj (14)

where

wQGC
k = (1⊤Q−11)−1/2

∑
k′

((Q−1))k′k, (15)

which shows that each pipeline has an unequal contribution, determined according to the sum of each

row of Q−1.

These expressions show that the weight of each pipeline is constant in SDMA Stouffer and equal to wQ,

while in SDMA GLS it varies as wQGC
k .

To understand the behavior of GLS we defined subgroups based on their similarities (see subgroup

definitions below). Then, we calculated the SDMA Stouffer weights (Eqn. 13) as well as the SDMA

GLS weights (Eqn. 15) assigned to each pipeline. We evaluated two key indicators:

1. The contribution of each subgroup, defined as the sum of contributions across all pipelines

within the subgroup.

2. The average weight for each subgroup, which represents the mean of the weights assigned to

each pipeline within the subgroup.
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Subgroups within the NARPS multiverse outputs The authors of the NARPS study (Botvinik-

Nezer et al., 2020) calculated Spearman correlations between whole-brain unthresholded statistic maps

between each team and then clustered the pipelines based on similarities. The authors performed this

clustering analysis for the nine hypotheses tested in NARPS. To assess and directly compare the perfor-

mance of both the SDMA Stouffer and the SDMA GLS methods, we utilized their three subgroup solutions

obtained within the first hypothesis, encompassing majority (highly correlated pipelines), opposite (anti-

correlated pipelines), and unrelated (independent pipelines) subgroups (Supplementary Table 2). Given

that SDMA GLS downweights the contribution of highly dependent pipelines, comparing the weight and

contribution of various sets of pipelines might help visualizing SDMA GLS method behavior.

Subgroups within the HCP Young Adult Similarly to the approach taken in NARPS, we computed

Spearman correlations among whole-brain unthresholded statistical maps from each of the 24 pipelines

from (Germani et al., 2023), revealing highly correlated maps. Subsequently, we performed pipeline

clustering based on these similarities and adopted the 2-cluster solution (Supplementary Figure 8). We

thus divided the 24 pipelines into into 2 subgroups, namely FSL and SPM. Again, the weight and

contribution of these two sets of pipelines were computed.
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3 Results

3.1 Simulations Results

Illustrative 1D simulated data are shown as images for each of the main scenarios are shown in Figure 1.

In simulations under the null scenario, where no effect was present, we find that when pipelines are

independent (Figure 2, upper row), all meta-analysis methods performed well (i.e. within the confidence

bounds). However, in the correlated settings, we find that Stouffer method has a dramatically inflated

false-positive rate whereas the SDMA estimators worked as expected (Figure 2, middle row). The SDMA

methods also control false positives when few independent pipelines were included in the correlated

multiverse outputs (Figure 2, bottom row). These results are shown for the 3 main simulations, with

K = 20 pipelines, J = 20, 000 voxels, and the correlation value is 0.8. Results were essentially identical

for other combinations of J , K, and correlation values (Supplementary Figure 1-4).
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Figure 1: Illustration of the three different simulation scenarios (under the null hypothesis) using 1D
images, each row corresponding to one 50-voxel image. The first setting has independent voxels and
pipelines (left); in the second setting, there is dependence across pipelines (middle), and in the third
mixed setting, some pipelines are dependent while others are independent.

3.2 Real Data: Homogeneity of Q

To assess the assumption that the correlation Q is the same over the whole brain, we used normalised

Frobenius norm on the difference between Q computed over the whole brain vs. individual brain regions.

We found that these difference Frobenius norms were quite low for various brain regions in the HCP

Young Adult multiverse outputs (Table 1), generally falling below 0.1. The only exception was white

matter, which had a relatively higher score of 0.17, but shouldn’t be a concern for fMRI where results
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Figure 2: Comparative P-P plots for each meta-analysis estimator in the independent (upper row),
correlated pipelines (middle row), and mixed (bottom row) simulations, where the y-axis is the difference
in observed and expected -log10 ordered P-value, and the x-axis is the sorted expected -log10 ordered
P-value. The blue shading depicts the nominal 95% confidence interval for each expected ordered P-
value. At the bottom of each plot is the false positive rate for nominal α = 5%, displayed in red
when significantly different from nominal, black when slightly outside the confidence intervals, and green
otherwise. As expected, only the SDMA methods (all methods on the right of the ”Stouffer”) performed
well in the dependent multiverse setting.
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are only interpreted in gray matter regions. For the NARPS multiverse outputs, the difference Frobenius

norm scores remained consistently low across four brain regions (frontal, parietal, temporal, and insular)

in all NARPS hypotheses (Table 1), while they were relatively higher in eight other regions (occipital,

cingulate, cerebellum, and white matter).

Difference Frobenius score
Brain region NARPS HCP

Hyp 1 Hyp 2 Hyp 5 Hyp 6 Hyp 7 Hyp 8 Hyp 9
Frontal 0.07 0.07 0.10 0.09 0.10 0.08 0.07 0.07
Occipital 0.18 0.13 0.13 0.20 0.14 0.20 0.12 0.03
Parietal 0.11 0.09 0.08 0.08 0.09 0.08 0.09 0.06
Temporal 0.10 0.06 0.09 0.07 0.10 0.07 0.07 0.03
Insular 0.06 0.06 0.06 0.07 0.06 0.07 0.06 0.04

Cingulate 0.11 0.11 0.09 0.14 0.09 0.14 0.11 0.03
Cerebellum 0.16 0.12 0.13 0.09 0.13 0.09 0.14 0.03
White matter 0.18 0.20 0.23 0.15 0.23 0.15 0.20 0.17

Table 1: Assessing the spatial homogeneity of Q in NARPS and HCP Young Adult multiverse outputs
via the normalized Frobenius norm of the difference of regional vs. whole-brain computed Q. While
HCP has low values for all regions but white matter, most NARPS hypotheses have values above 0.1 for
occipital, cingulate, and cerebellum in addition to white matter.

Given the relatively high Frobenius norm observed in some brain regions, we undertook a segmented

analysis to more thoroughly investigate the impact of spatial heterogeneity. Specifically, for each SDMA

method using Q, we separately conducted the analysis within each region, and then assembled the results

into a single image.

In the HCP multiverse outputs, we found a high level of overlap (Table 2) between the whole-brain results

and individual brain regions results for methods based on the sample mean (SDMA Stouffer, Consensus

SDMA Stouffer, and Consensus Average). Conversely, the Dice index showed a moderate level of overlap

for methods involving whitening (SDMA GLS and Consensus SDMA GLS).

In the Narps multiverse outputs, the overlap (Table 3 and Supplementary Tables 3-8) between whole-

brain results and individual brain regions was more heterogeneous. For most NARPS hypotheses, meth-

ods based on the sample mean (SDMA Stouffer, Consensus SDMA Stouffer, and Consensus Average)

demonstrated a high level of overlap while the Dice index indicated a moderate to low level of overlap

for methods involving whitening. We observed a very high level of overlap for the SDMA Stouffer across

all hypotheses and most brain regions, except for white matter, which consistently exhibited lower Dice

values.

In summary, our findings indicate spatial homogeneity across gray matter, which is the area of primary
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interest. However, the heterogeneity observed in NARPS highlights the need for additional investigation

to thoroughly understand and address this variability in a flexible and comprehensive way.

Impact of regional vs. whole-brain Q for HCP results. Dice

Brain region SDMA Stouffer
Consensus

SDMA Stouffer
Consensus
Average

SDMA GLS
Consensus
SDMA GLS

Frontal 0.97 0.96 0.96 0.75 0.75
Occipital 0.99 0.95 0.94 0.65 0.58
Parietal 0.99 0.99 0.99 0.96 0.96
Temporal 1.00 1.00 1.00 0.89 0.87
Insular 0.99 1.00 1.00 0.84 0.85

Cingulate 1.00 0.99 0.99 0.71 0.70
Cerebellum 1.00 0.98 0.98 0.67 0.62
White matter 0.87 0.89 0.89 0.59 0.58

Table 2: Dice similarity of SDMA results maps for HCP data, comparing a global correlationQ assumption
and regionally specific Q, by region. Images were thresholded at α = 0.05 uncorrected.. The methods
based on the average (first three columns of results) all have high similarity, while GLS-based methods
have poor similarity, reflecting the unstable influence of GLS’s whitening.

3.3 NARPS multiverse

The meta-analysis estimators were calculated using the statistical maps from each of the 55 NARPS

teams, producing Z-value and P-value maps. Significant Z-values (P<0.05 uncorrected) are displayed in

MNI space. Figure 3 (left) shows the results for the first NARPS hypothesis; see Supplementary Figure 7

for additional hypotheses. These maps are publicly available on NeuroVault (K. J. Gorgolewski et al.,

2015) at https://neurovault.org/collections/18197/.

Areas of significant activations were plotted in Figure 3 (left column). The percentage of significant

voxels within the anlaysis mask was similar in the SDMA Stouffer (9.13%), in the Consensus SDMA

Stouffer (11.07%), and in the Consensus Average (14.16%). However, the GLS methods exhibited

divergent outcomes, with a substantially higher proportion of significant voxels (48.39% and 60.27%).

Note that unlike simulation scenarios, we are no longer operating under the null hypothesis and there

is unknown true signal. Proportion of voxels detected greater than 5% are expected and indicate the

relative empirical power of each method.

https://neurovault.org/collections/18197/
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Impact of regional vs. whole-brain Q for NARPS Hypothesis 1 results. Dice

Brain region SDMA Stouffer
Consensus

SDMA Stouffer
Consensus
Average

SDMA GLS
Consensus
SDMA GLS

Frontal 0.98 0.6 0.61 0.88 0.83
Occipital 0.83 0.76 0.79 0.86 0.77
Parietal 0.97 0.96 0.99 0.85 0.85
Temporal 0.98 0.93 0.93 0.84 0.85
Insular 0.99 0.91 0.88 0.9 0.89

Cingulate 0.78 0.77 0.61 0.88 0.89
Cerebellum 0.8 0.82 0.8 0.93 0.95
White matter 0.78 0.98 0.88 0.81 0.47

Table 3: Dice similarity of SDMA results maps for NARPS data, comparing a global correlation Q
assumption and regionally specific Q, by region. Images were thresholded at α = 0.05 uncorrected.
SDMA Stouffer has the best similarity, indicating a relative robustness to the assumptions onQ, while still
having reduced similarity on occiptal, cingulate, cerebellum and white matter (consistent with difference
Frobenius norm results in Table 1). Consensus methods show greater impact of regional Q, and GLS
methods even more so.

3.4 HCP Young Adult multiverse

Combining the statistic maps from each of the 24 pipelines created a Z-value and P-value maps.

Significant Z-values (P<0.05 uncorrected) are plotted in the same MNI space as NARPS (Figure 3

right). These maps are publicly available on NeuroVault (K. J. Gorgolewski et al., 2015) at https:

//neurovault.org/collections/18197/. In contrast to the findings of NARPS, all estimators yielded com-

parable results, ranging from 28.29% to 31.37% of significant voxels.

3.5 Comparison between SDMA Stouffer and SDMA GLS

Motivated by the differences observed in the results in the NARPS multiverse outputs, between equally

weighted and whitened SDMA methods, we examined the weight and contribution assigned by SDMA

Stouffer and SDMA GLS across three distinct pipeline subgroups in the NARPS multiverse outputs:

majority, opposite (signed result), and unrelated subgroups. Our results showed that using the SDMA

Stouffer method, the final significance map closely resembles the contribution map of the majority

subgroup, which contains most of the pipelines (Figure 4, left section). Equal weighting is allocated to

every pipeline and consequently to each subgroup, resulting in the majority group exerting the greatest

influence. Examination of weights and contributions per pipeline subgroup reveals that GLS attributed

greater importance to the unrelated and opposite subgroups (Figure 4, right section), with the majority

of significant voxels originating from the opposite subgroup, a surprising result as the significant effects

https://neurovault.org/collections/18197/
https://neurovault.org/collections/18197/
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Figure 3: Relative comparison of meta-analysis estimators with significant Z-scores (P<0.05 uncorrected).
Each row shows a different SDMA methods using the statistic maps from the NARPS study (first
hypothesis, left panel) and using the statistic maps from Germani et al., 2023 (HCP Young Adult, right
panel). Name of the SDMA model and percentage of significant voxels are displayed on each map.
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are in fact in the opposite direction of the largest collection of studies.

Figure 4: Characteristics of the SDMA Stouffer and the SDMA GLS methods illustrated on the NARPS
multiverse outputs first hypothesis. The left panel illustrates the aggregated SDMA Stouffer contributions
within each subgroup in MNI space, along with the mean SDMA Stouffer weight per subgroup (colored
square). Likewise, the right panel showcased the aggregated contributions and average weights per
subgroup, assigned by the SDMA GLS estimator. The bottom row displays the significance levels for
each method. Our results indicate that SDMA Stouffer’s equal weighting benefits the majority group,
whereas SDMA GLS emphasizes opposite subgroups.
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4 Discussion

The primary objective of this paper is to introduce and assess several same-data meta-analysis (SDMA)

techniques for combining test statistic images. As expected, we find that the traditional Stouffer method

produces dramatically inflated false positive rates in the presence of correlation among pipelines. Con-

versely, we show that our SDMA Stouffer, Consensus SDMA Stouffer and Consensus Average methods

are valid, robust and suitable for multiverse settings. However, while the SDMA GLS methods are

valid in simulation, our findings with the NARPS multiverse outputs show that complex and negative

dependencies among pipelines can lead to unexpected behaviour.

The conventional Stouffer method fails to address the dependency structure within the multi-

verse outputs The conventional Stouffer method is grounded in an assumption of independent inputs,

and as expected we found greatly inflated false positive rates in the presence of dependence. This inad-

equacy motivated the creation of the five different SDMA methods for combining multiverse outputs.

SDMA methods are valid in both independent and multiverse simulations. Every SDMA meth-

ods developed in this work worked as expected in simulations of both independent and dependent mul-

tiverse outputs under the null scenario, producing nominal false positive rates. The correlation degree

among pipelines did not influence these findings, nor did the number of voxels and pipelines included

in the analysis. Our simulation results indicate that the developed SDMA methods are suitable in the

context of a multiverse setting.

Application of SDMA methods on homogeneous multiverse outputs In our analysis using mul-

tiverse outputs of real world multiverse analysis, all proposed SDMA methods produced nearly identical

results when applied to homogeneous multiverse outputs. On the HCP Young Adult multiverse outputs

– which are relatively homogeneous – we found that all five of our methods produced nearly identical re-

sults. Notably, the methods that should be theoretically optimal (using GLS whitening instead of equally

weighted average) were most sensitive, detecting more voxels than the other methods. Overall, these

results indicate that the five developed methods are robust and consistent across scenarios with minimal

variability. We also note that while the motivation for the Consensus SDMA Stouffer method was to

reduce the magnification of the significance from combining distinct information across the different

pipelines, there was not a substantial difference between Consensus and SDMA Stouffer (regarding the

results obtained using HCP Young Adult multiverse outputs).
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Application of SDMA methods on heterogeneous multiverse outputs On the NARPS multi-

verse outputs – which exhibit appreciable heterogeneity with some teams exhibiting negligible or even

negative correlation with the main subgroup – the SDMA Stouffer, the Consensus SDMA Stouffer and

the Consensus Average methods yielded virtually identical results but the GLS-based SDMA methods

produced susbtantially different result maps. We investigated the source of these differences and found

that they can be attributed to the presence of anticorrelated pipelines (opposite subgroup) in the NARPS

multiverse outputs. Our examination of weights and contributions within each subgroup of pipelines in-

dicates that GLS assigns more weight to the unrelated and opposite subgroups, while diminishing the

impact of pipelines from the majority subgroup. In instances involving highly heterogeneous pipelines,

interpreting the resulting outcomes can be difficult and could be unstable in the presence of anticorrelated

or otherwise outlier pipelines.

Interpipline dependence may vary spatially With the HCP data we found that results were largely

the same whether we assumed global or region-specific interpipeline correlation Q when using equally-

weighted SDMA methods (Table 2, first 3 columns). The similarity was lower when using GLS-based

methods (Table 2, last 2 columns). With NARPS we found that some regions did have slightly different

results, these were minimised for SDMA Stouffer (Table 3).

Overall Recommendations In theory, combining not-very-dependent inputs could result in SDMA

Stouffer producing Z values larger than any input, which motivated our Consensus methods. In practice,

we found that the Consensus results were quite similar to SDMA Stouffer and thus this ‘amplifying’ effect

was not apparent in the two datasets we considered. Thus, among these five methods we recommend

the SDMA Stouffer as the basic go-to method that is robust and easy to interpret. We also recommend

using the SDMA Stouffer if there is suspicion that inter-pipeline dependence may vary spatially. If there

is a concern that effects are being amplified, either Consensus SDMA Stouffer or Consensus Average can

be used. Finally, if one has a relatively homogeneous set of multiverse outputs and wants to maximize

the statistical power, SDMA GLS should produce the optimal inference.

5 Conclusion and future works

Multiverse analyses offer a systematic approach to practically address analytical variability, an important

driver of irreproducibility in neuroimaging research, by exploring and integrating variation across different

analysis pipelines applied to the same dataset. In this study, our emphasis was on meta-analysis methods
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for combining statistic maps in the multiverse setting, which considers inter-pipeline dependence among

multiverse outputs. Through simulations and assessments on two real-world multiverse analysis outputs,

we verified the effectiveness of our proposed SDMA models. We found some evidence of heterogeneity

of interpipeline correlation, motivating the need for methods that can adapt to spatial variation in Q.

Furthermore, our findings underscored that GLS methods in scenarios with high heterogeneity may result

in unclear and difficult-to-interpret outcomes, suggesting they may not be appropriate for application in

a multi-expert context like NARPS.

Data and Code Availability

Access to the NARPS multiverse outputs is described in https://github.com/poldrack/narps/tree/master/

ImageAnalyses. Access to the HCP Young Adult multiverse outputs can be found in the corresponding

data paper (Germani et al., 2023). All scripts to run the experiments and to create the figures and

tables of this paper are accessible online, at https://github.com/Inria-Empenn/SDMA and in Software

Heritage public archive (“Software Heritage Identifier”, 2024). The result maps of the SDMA esti-

mators in NARPS and HCP are publicly available on NeuroVault (K. J. Gorgolewski et al., 2015) at

https://neurovault.org/collections/18197/.
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S1 Supplementary Tables

S1.1 Supplementary Table 1

NARPS Team name Reasons of exclusion
1K0E Excluded by the Narps study
L1A8 Excluded by the Narps study
VG39 Excluded by the Narps study
X1Z4 Excluded by the Narps study
16IN Excluded by the Narps study
5G9K Excluded by the Narps study
2T7P Excluded by the Narps study
I07H Incomplete brain mask
X19V Artefact in masking
K9P0 Incomplete brain mask
XU70 Incomplete brain mask

Table S1: Teams Rejected from Narps Study
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S1.2 Supplementary Table 2

Subgroup name Included teams name
Majority AO86, 43FJ, O21U, 3PQ2, 0JO0, I9D6, 51PW, 94GU,

0ED6, R5K7, SM54, B23O, O03M, DC61, X1Y5, UI76,
2T7P, 2T6S, 27SS, T54A, 1KB2, 08MQ, V55J, 3TR7,
Q6O0, E3B6, L7J7, 9Q6R, U26C, 50GV, B5I6, R9K3,
C88N, J7F9, 46CD, C22U, I52Y, E6R3, R7D1, 0C7Q,
6VV2, 98BT, 6FH5, 3C6G, L3V8, 0I4U, 0H5E, 9U7M

Opposite 80GC, 1P0Y, P5F3, IZ20, Q58J, 4TQ6, UK24
Unrelated 9T8E, R42Q, L9G5, O6R6, 4SZ2

Table S2: Teams included in each NARPS subgroup
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S1.3 Supplementary Table 3

DICE (NARPS Hypothesis 2)

Brain region SDMA Stouffer
Consensus

SDMA Stouffer
Consensus
Average

SDMA GLS
Consensus
SDMA GLS

Frontal 0.99 0.94 0.93 0.86 0.8
Occipital 0.96 0.96 0.95 0.89 0.89
Parietal 0.97 0.97 0.96 0.9 0.9
Temporal 0.99 0.96 0.95 0.89 0.76
Insular 0.99 0.96 0.94 0.89 0.85

Cingulate 0.99 0.99 0.98 0.78 0.82
Cerebellum 0.93 1 0.99 0.85 0.71
White matter 0.84 0.75 0.78 0.37 0.65

Table S3: Like Table 3 in the main text, we find that SDMA Stouffer has the best similarity, indicating a
relative robustness to the assumptions on Q, while still having reduced similarity on cerebellum and white
matter. GLS-based methods have poor similarity, reflecting the unstable influence of GLS’s whitening
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S1.4 Supplementary Table 4

DICE (NARPS Hypothesis 5)

Brain region SDMA Stouffer
Consensus

SDMA Stouffer
Consensus
Average

SDMA GLS
Consensus
SDMA GLS

Frontal 1 0.96 0.99 0.47 0.39
Occipital 0.97 0.98 0.98 0.41 0.58
Parietal 1 0.89 0.89 0.52 0.52
Temporal 0.98 0.76 0.79 0.6 0.02
Insular 0.99 0.99 0.99 0.65 0.8

Cingulate 1 0.87 0.85 0.59 0.04
Cerebellum 0.93 0.65 0.57 0.5 0.42
White matter 0.83 0.91 0.97 0.48 0.01

Table S4: Like Table 3 in the main text, we find that SDMA Stouffer has the best similarity, indicating a
relative robustness to the assumptions on Q, while still having reduced similarity on cerebellum and white
matter. GLS-based methods have poor similarity, reflecting the unstable influence of GLS’s whitening
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S1.5 Supplementary Table 5

DICE (NARPS Hyp 6)

Brain region SDMA Stouffer
Consensus

SDMA Stouffer
Consensus
Average

SDMA GLS
Consensus
SDMA GLS

Frontal 0.93 0.87 0.87 0.64 0.80
Occipital 0.83 0.97 0.98 0.27 0.53
Parietal 0.89 0.69 0.63 0.76 0.48
Temporal 0.98 0.79 0.80 0.87 0.21
Insular 0.96 0.89 0.87 0.72 0.55

Cingulate 0.87 0.79 0.75 0.63 0.81
Cerebellum 0.98 0.88 0.90 0.30 0.65
White matter 0.69 0.63 0.72 0.66 0.72

Table S5: Like Table 3 in the main text, we find that SDMA Stouffer has the best similarity, indicating
a relative robustness to the assumptions on Q, while still having reduced similarity on occipital, parietal,
cingulate, and white matter. GLS-based methods have poor similarity, reflecting the unstable influence
of GLS’s whitening
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S1.6 Supplementary Table 6

DICE (NARPS Hypothesis 7)

Brain region SDMA Stouffer
Consensus

SDMA Stouffer
Consensus
Average

SDMA GLS
Consensus
SDMA GLS

Frontal 0.98 0.95 0.95 0.65 0.53
Occipital 0.97 0.96 0.95 0.67 0.40
Parietal 0.98 0.96 0.95 0.59 0.50
Temporal 0.98 0.86 0.84 0.64 0.16
Insular 1.00 1.00 0.99 0.73 0.66

Cingulate 0.99 0.95 0.96 0.48 0.13
Cerebellum 0.94 0.94 0.95 0.74 0.04
White matter 0.81 0.74 0.72 0.62 0.38

Table S6: Like Table 3 in the main text, we find that SDMA Stouffer has the best similarity, indicating a
relative robustness to the assumptions on Q, while still having reduced similarity on cerebellum and white
matter. GLS-based methods have poor similarity, reflecting the unstable influence of GLS’s whitening
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S1.7 Supplementary Table 7

DICE (NARPS Hypothesis 8)

Brain region SDMA Stouffer
Consensus

SDMA Stouffer
Consensus
Average

SDMA GLS
Consensus
SDMA GLS

Frontal 0.94 0.99 0.99 0.63 0.41
Occipital 0.93 0.91 0.88 0.64 0.26
Parietal 0.94 0.97 0.99 0.59 0.67
Temporal 0.98 0.89 0.86 0.68 0.40
Insular 0.96 1.00 0.98 0.63 0.56

Cingulate 0.88 0.92 0.91 0.56 0.50
Cerebellum 1.00 0.91 0.89 0.69 0.66
White matter 0.69 0.75 0.89 0.64 0.48

Table S7: Like Table 3 in the main text, we find that SDMA Stouffer has the best similarity, indicating a
relative robustness to the assumptions on Q, while still having reduced similarity on cingulate and white
matter. GLS-based methods have poor similarity, reflecting the unstable influence of GLS’s whitening
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S1.8 Supplementary Table 8

DICE (NARPS Hypothesis 9)

Brain region SDMA Stouffer
Consensus

SDMA Stouffer
Consensus
Average

SDMA GLS
Consensus
SDMA GLS

Frontal 0.95 0.84 0.83 0.50 0.05
Occipital 0.95 0.91 0.87 0.41 0.45
Parietal 0.86 0.93 0.92 0.57 0.21
Temporal 0.98 0.79 0.77 0.79 0.15
Insular 0.93 0.87 0.83 0.64 0.40

Cingulate 0.89 0.86 0.87 0.44 0.03
Cerebellum 0.83 0.67 0.63 0.62 0.08
White matter 0.69 0.96 0.91 0.58 0.00

Table S8: Like Table 3 in the main text, we find that SDMA Stouffer has the best similarity, indicating a
relative robustness to the assumptions on Q, while still having reduced similarity on cerebellum and white
matter. GLS-based methods have poor similarity, reflecting the unstable influence of GLS’s whitening
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S2 Supplementary Figures

S2.1 Supplementary Figure 1
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Supplementary Figure S1: Comparative P-P plots for each meta-analysis estimator in the independent
(upper row), correlated pipelines (middle row), and mix (bottom row) simulations with 5000 voxels, 20
pipelines, and a correlation value of 0.8. The y-axis is the difference in observed and expected -log10
ordered P-value, and the x-axis is the sorted expected -log10 ordered P-value. The blue shading depicts
the nominal 95% confidence interval for each expected ordered P-value. At the bottom of each plot is
the false positive rate for α = 5%, displayed in red when significantly different from nominal, black when
slightly outside the confidence intervals, and green otherwise.
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S2.2 Supplementary Figure 2
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Supplementary Figure S2: See caption of Figure S1 for explanation of the plot.
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S2.3 Supplementary Figure 3
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Supplementary Figure S3: See caption of Figure S1 for explanation of the plot.
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S2.4 Supplementary Figure 4
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Supplementary Figure S4: See caption of Figure S1 for explanation of the plot.
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S2.5 Supplementary Figure 5
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Supplementary Figure S5: The initial row presents the complete brain mask alongside the masks of a
specific set of five brain regions. The subsequent row illustrates the correlation matrices calculated for
both the entire brain and these five brain regions defined by the Harvard-Oxford Atlas (frontal, occipital,
parietal, temporal, and insular). The subsequent rows exhibit the similarity matrices comparing the
correlation matrix of the entire brain with each of the brain region correlation matrices using the NARPS
team outputs, highlighting the specific discrepancies and their magnitudes on an element-wise basis. The
Frobenius norm is indicated in the title of each similarity matrix.
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S2.6 Supplementary Figure 6
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Supplementary Figure S6: See caption of Figure S5 for explanation of the plot, which displays the same
information using HCP data instead of NARPS.
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S2.7 Supplementary Figure 7

Supplementary Figure S7: Uncorrected significant P-values (indicated by their corresponding T-values)
for each meta-analysis estimator and for each NARPS hypothesis. Demonstration of different SDMA
methods using the statistic maps from the NARPS study for each hypothesis (1, 2, 5, 6, 7 8, and 9).
Maps were thresholded at p ≤ 0.05 uncorrected to allow for direct comparison. Name of the SDMA
model and percentage of significant voxels are displayed on each map.
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S2.8 Supplementary Figure 8
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Supplementary Figure S8: The correlation matrix among HCP Young Adult pipelines is shown on the
left. The clustering results based on these correlation scores are displayed on the right. Specifically, a
2-cluster solution was utilized for the analysis comparing SDMA Stouffer with SDMA GLS.


