
HAL Id: hal-04749283
https://inria.hal.science/hal-04749283v1

Submitted on 22 Oct 2024

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution 4.0 International License

RGCN for Beyond Pairwise Training: Generalizing
Monitors Selection in Network Tomography

Zahraa El Attar, Kevin Hoarau, Yassine Hadjadj-Aoul, Géraldine Texier

To cite this version:
Zahraa El Attar, Kevin Hoarau, Yassine Hadjadj-Aoul, Géraldine Texier. RGCN for Beyond Pairwise
Training: Generalizing Monitors Selection in Network Tomography. ISNCC 2024 - 11th International
Symposium on Networks, Computers and Communications, Oct 2024, Washinghton, United States.
�hal-04749283�

https://inria.hal.science/hal-04749283v1
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://hal.archives-ouvertes.fr


RGCN for Beyond Pairwise Training: Generalizing
Monitors Selection in Network Tomography

Zahraa El Attar*, zahraa.elattar@univ-rennes1.fr
Kevin Hoarau†, kevin.hoarau@univ-reunion.fr

Yassine Hadjadj-Aoul*, yassine.hadjadj-aoul@irisa.fr
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Abstract—In the dynamic field of 5G network monitoring, the
ability to generalize monitors’ placement across a network is
crucial for comprehensive coverage. This study introduces the use
of the Relational Graph Convolutional Network (RGCN) model
to meet this challenge. We conducted a comparative analysis
between the RGCN and a traditional Neural Network (NN)
across two network topologies, considering every possible node
configuration within these topologies. Our findings indicate that
the RGCN model, once trained on a specific node pair, exhibits
superior generalization ability and accuracy. It consistently trans-
fers its learning to changes in monitors’ placement and accurately
estimates links delays beyond its initial training monitors. Unlike
the NN, which showed significant limitations in generalizing
monitors’ placement and high error rates. This paper not only
demonstrates the effectiveness of the RGCN model in generalizing
the monitors’ placement problem but also paves the way for its
broader application in dynamic network monitoring contexts.

Index Terms—RGCN, Neural Networks, Monitors, Network
Tomography, 5G

I. INTRODUCTION

In the evolving world of telecommunications, the advance-
ments introduced by 5G networks bring to the forefront
the limitations of traditional network monitoring methods,
especially in terms of scalability, flexibility, and the significant
costs associated with the deployment and maintenance of
monitoring equipments. Characterized by their heterogeneity,
5G networks integrate diverse technologies, such as small
cells, macro cells, and edge computing units. This diversity,
while enabling a wide range of services and applications,
complicates the task of comprehensive network monitoring.
Moreover, 5G’s need for accurate, non-intrusive monitoring
is critical to support URLLC applications like autonomous
vehicles.

Faced with these challenges, network tomography emerges
as a viable solution. It provides network metrics estimation
based on a limited number of end-to-end measurements that
reflect network states, thus avoiding the need for extensive data
collection and an intrusive approach. This makes the network
monitoring task less costly, more scalable, and more flexible.

A typical network tomography solution involves three
phases: selecting nodes for data collection, choosing mea-

surement paths, and applying tomography techniques to infer
network metrics.

Traditionally, network tomography solutions have involved
three phases: selecting nodes for data collection, choosing
measurement paths, and applying tomography techniques to
infer network metrics. Previous research has largely focused on
optimizing node selection based on specific criteria [1], [2],
[3], [4] or on developing tomography techniques that assume
a fixed monitor placement [5], [6], [7]. These approaches,
while valuable, often lack the flexibility and adaptability
required in dynamic 5G environments.

In contrast, our research introduces a new approach to
overcome the limitations of traditional node selection and
tomography techniques. By proposing a new tomography
technique that leverages the Relational Graph Convolutional
Network (RGCN) model, we aim to generalize the place-
ment of monitors using just two monitors. Our methodology
involves the training of an RGCN model using the data
collected between two monitors, with the goal of learning
the network’s internal dynamics. We then assess the ability of
the trained model to apply the knowledge it has gained to all
other node pair configurations, thus evaluating its capability
for generalization. Our approach, compared to a standard
neural network solution across different network topologies,
demonstrates the superior efficacy of the RGCN model.

The structure of this paper is as follows: Section II revisits
the existing contributions. Section III defines the problem
and discusses the conceptual model developed to meet this
challenge. Section IV describes our proposed methodology
in detail. Section V is devoted to a thorough analysis of
the performance of our method. Finally, Section VI offers a
concluding summary of our research.

II. RELATED WORK

The field of monitor selection in network tomography has
seen significant advancements over the past two decades.
However, despite these developments, various limitations and
challenges persist across different approaches.



Early foundational work in the field, while crucial for estab-
lishing theoretical frameworks, often struggled with practical
implementations. Horton and Lopez-Ortiz (2003), for instance,
provided insights into the theoretical bounds of monitor place-
ment [8]. However, their heuristic approach didn’t guarantee
optimal solutions, particularly for irregular network topologies.
This limitation represent the gap between theoretical optimal-
ity and practical efficiency in real-world networks. Building on
this foundation, Kumar and Schwabe (2006) made significant
step in reducing the number of required monitors [9]. Yet,
their approach, didn’t address the critical trade-off between the
number of monitors and the accuracy of network inference, a
key challenge in the field.

As researchers began to explore more sophisticated math-
ematical approaches, new limitations emerged. Ahuja et al.
(2008) focused on Shared Risk Link Group (SRLG) failures
in all-optical networks [10], but their method was for high
network connectivity. This assumption limits the applicability
of their approach. Similarly, Gopalan et al. (2011) introduced
an innovative algebraic method using network decomposition
into three-edge-connected components [11]. However, this
decomposition is computationally expensive for large networks
and may not be optimal for networks that don’t naturally
decompose into such components.

The early 2010s saw a shift towards optimizing monitor
placement for maximum link identifiability, with significant
contributions from Ma et al. (2013, 2014) [12], [13], [14],
[15]. Their Minimum Monitor Placement (MMP) algorithm
and subsequent Greedy Maximal Identifiability Monitor Place-
ment (GMMP) algorithm represented important advancements.
However, they faced challenges in computational complexity
for very large networks.

As network architectures became complex and dynamic,
researchers began to address these challenges more directly.
Gao et al. (2014) introduced the Scalpel algorithm, focusing on
identifying ”interesting” links [16]. However, this approach too
is computationally intensive for large, complex networks. He
and Yao (2016, 2017) made significant progress in addressing
dynamic networks, but their approach of considering multiple
possible topologies might be computationally expensive. [17],
[18].

Recent advancements have seen the introduction of machine
learning techniques, as exemplified by Rkhami et al. (2021)
[19]. While promising, the approach didn’t work on the
generalizability of the monitors placement problem.

Our work builds upon these foundations while addressing
several key limitations. Inspired by Ma et al. (2013), who
demonstrated that up to 97% of links can be identified with
just two monitors, we focus on a cost-effective and efficient
approach using only two monitors. This strategy significantly
reduces the infrastructure required for comprehensive network
state knowledge, addressing the persistent challenge of balanc-
ing monitor numbers with inference accuracy. Furthermore, we
introduce the application of machine learning to the monitor
selection problem. While authors in [19] began exploring the
use of Graph Neural Networks for predicting the number of

monitors needed, our approach takes this further. We employ
RGCN not just for prediction, but for determining optimal
monitor placement. This represents a more comprehensive ap-
plication of machine learning to the monitor selection problem,
to overcome scalability and generalization issues in traditional
methods. We focused on the dual capacity of generalizing
monitor placement while accurately estimating link delays
beyond its initial training domain. Thus, our research aims
to bridge the gap between theoretical optimality and practical
efficiency, a challenge that has been present since the early
days of the field by leveraging machine learning techniques.

III. METHODOLOGY AND PROBLEM FORMULATION

To achieve our objective, the problem is formulated to
address the generalization of monitor placement as follows:

1) Network Representation: Consider a network repre-
sented as an undirected graph G = (V,L), where V denotes
the set of nodes and L denotes the set of links. For monitors
used, let M = {m1,m2} ⊆ V a pair of nodes used as
monitors. Let P as the set of measurement paths between the
monitors m1 and m2:

Pm1m2
= {p1, p2, . . . , pk}

where each path pi consists of a sequence of links
(l1, l2, . . . , lni). Let X = (x1, x2, . . . , x|L|) be the vec-
tor of unknown link delays, where xi represents the de-
lay of link li. For measurement paths, let Ym1m2

=
(ym1m2,1, ym1m2,2, . . . , ym1m2,k) be the vector of measured
path delays between monitors m1 and m2:

ym1m2,i =
∑
j∈pi

xj (1)

2) Links delay estimation for a given node pair: For any
pair of nodes (u, v) ∈ V , the links delay X can be estimated
using the measured path delays Ym1m2

:

X = f(Ym1m2) (2)

where f is an estimation function that calcultes link delays.
We will dive deeper into the choice of f and explain it in
details later on.

3) Links delay estimation error: To evaluate the accuracy
of our link delay estimation, we use the Mean Absolute
Percentage Error (MAPE). MAPE is defined as follows:

MAPE =
1

n

n∑
i=1

∣∣∣∣∣Xi − X̂i

Xi

∣∣∣∣∣× 100 (3)

where Xi represents the actual link delay, X̂i is the estimated
link delay, and n is the total number of link delays being
evaluated.

4) Evaluation of monitor placement generalization: The
goal is to ensure that the delay estimation accuracy is con-
sistent across all node pairs. If it is consistent then the
problem is generalized. This can be evaluated by comparing
the estimation errors of different node pairs. Specifically, the



difference in estimation errors for different node pairs should
be within an acceptable range ϵ:

|Euv − Exy| ≤ ϵ for all (u, v), (x, y) ∈ V (4)

where Euv and Exy are the estimation errors for node pairs
(u, v) and (x, y) respectively.

IV. RGCN BASED SOLUTION

A. Motivation for RGCN

In network tomography, the network is naturally represented
as graphs, the relationship between nodes and links is inher-
ently relational, making it suitable for graph-based models.
RGCN model is specifically designed to handle relational data,
where different types of nodes and edges exist. Moreover,
since we are working on generalization, RGCN known for
its ability to generalize from a limited set of training data
to new, unseen configurations. Once trained on a specific
configuration (pair of monitors), it can effectively apply its
learned knowledge to other node pairs.

B. Network representation: Relational graphs

RGCN model handles relational graphs. By definition, a
relational graph is a type of graph that includes multiple
types of nodes and edges to represent different entities and
their relationships. What the RGCN model will learn is the
relationships present in the relational graph, through various
layers.

In our use case, since we are working on monitors general-
ization and part of the solving the problem is to estimate links
delays, we need first to have our data as relational graphs and
second we need a function that that can maps the relationships
between measurement path delays and links delays. This
function is all the functions encapsulated inside the RGCN
model. What is then left is to construct the relational graphs
from the initial network graph. Having the graph G and the two
monitors m1 and m1, each measurement path in the network
graph G is represented as a node in the relational graph, same
thing for links. So each relational graph will have two types
of nodes illustrated in figure 1.

• Type 1 Nodes (Links): Representing the links within the
network having one feature representing delay.

• Type 2 Nodes (Measurement Paths): These nodes denote
measurement paths in the network having one feature
representing delay.

We also define two types of relationships between these
node types

• Relation 1: Link → Path, indicating that a specific link
is a part of a particular path.

• Relation 2: Path → Link, signifying that measurement
paths are constituted by a set of network links

C. Model process

The functions encapsulated inside the RGCN model will
serve us in estimating the links delays from path delays for a
given node pair. The model goes through the following process
to make predictions:

Fig. 1: Modelling Network Topology as Relational Graph

1) Initialization: The model begins by receiving two key
inputs:

• Node features: we define delay as a feature for each
node, denoted by a matrix X ∈ RN×D, where N is
the number of nodes and D is the dimensionality of
the feature vector for each node (delay), thus D is of
dimension 1.

• Graph structure: Represented by the adjacency matrix
A ∈ RN×N .

2) Forward Pass: The input data is processed through the
network layers to generate the desired output (estimated link
delays). The layer iterates through each unique edge type
present in the graph. For each edge type, nodes features un-
dergo a linear transformation using a weight matrix specific for
each edge type. They are then aggregated and combined with
original features. In all layers except the last, a Leaky ReLU
activation function is applied to the updated features. This
introduces non-linearity into the model, to capture complex
relationships between measurement paths and link delays.

D. Training process

The functionalities described so far explain how the RGCN
model uses graph information to estimate link delays. How-
ever, for the model to truly become capable of computing
link delays, it requires training. Thus feeding the model with
actual link delay data alongside the path delay data and graph
structure.

1) Model training: In each iteration of training, the model
performs the forward pass as described earlier, taking the node



features and graph structure as input and generating estimated
link delays as output. These estimated link delays are then
compared with the actual link delays provided in the training
data using a loss function. Based on the calculated loss, the
model’s internal parameters are adjusted. We used the L1 loss,
defined as the mean of the absolute differences between the
predicted values and the actual values. The formula for MAE
is given by equation 5 where Xestimated is the estimated link
delays, Xreal is the actual link delays and N is the number of
data points in the set.

MAE =

(
1

N

) l∑
t=1

|Xreal −Xestimated| (5)

2) Model evaluation: To monitor the model’s performance
during training and prevent overfitting, the model is evaluated
on the validation set after each training epoch using MAPE
error. The model that have the lowest MAPE on the validation
set is selected for deployment.

3) Model testing: The model is also evaluated on a separate
testing set, unseen by the model during training. This provides
a final assessment of the model’s generalizability on unseen
data.

E. Generalization assesment:
To assest the generalization monitors placement, we use the

RGCN model in testing mode. We conduct exhaustive tests
on all the possible node pairs configurations present in the
network. We collect the testing MAPE errors and compare
them with testing MAPE of the original monitoring nodes.

V. PERFORMANCE EVALUATION

A. Evaluation Setup
Our evaluation employs two distinct network topologies,

referred to as Topology A and Topology B. These topologies
are illustrated in Fig. 2 and Fig. 3, respectively.
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Fig. 2: Topology A

Topology A, consisting of 9 nodes and 22 links. In contrast,
Topology B (a mandala topology) was obtained from [20] and
has 26 nodes and 48 links. For the training phase: nodes (1, 8)
are the monitoring nodes for Topology A, and nodes (4, 8) are
the monitoring nodes for Topology B. In order to benchmark
our solution, we compare it against the work of the authors
in [21] and [22], where they implemented a classic neural
network (NN) as their solution.
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Fig. 3: Topology B

B. Topology A: Simulation Results

We trained the baseline NN model and the RGCN model on
105 graphs. The hyperparameters of these models were finely
tuned to optimize their performance.

For Topology A, we found the median MAPE over the
training dataset to be 12.00% for the NN model and at 14.1%,
for the RGCN.

Phase 1 testing results: Upon testing these models on the
testing dataset, the NN showed a median MAPE value of
12.1%, while the RGCN model exhibited a value of 13.9%
(Fig.4)
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Fig. 4: Topogoly A: Testing NN and RGCN Models on
Training node pair

Phase 2 testing results: [Generalisation]: The trained
model is then tested on all possible node pairs combinations.
For topology A, we have 36 node pair combinations, thus 36
test runs for each model. Fig.5 shows the testing results of
all node pairs configuration using RGCN model for topology
A. It illustrates the RGCN’s performance through a consistent
yellow palette. This uniformity in color across the 9x9 grid
represents stable MAPE values, ranging from 13-15%. Such
consistency demonstrates the RGCN’s ability to generalize
effectively across all possible node pairs, maintaining accuracy
levels comparable to its performance on the training pair.

On the other hand, the results for NN performance on the
same topology with a blue color scheme is in Fig. 6. The
uniform coloration across the grid indicates consistently high
MAPE values exceeding 120% for all node pair combinations.
This visual representation illustrates the NN’s failure to gen-
eralize beyond its training scenario.



Fig. 5: Topogoly A: Testing RGCN Model on all node pairs
combinations

Fig. 6: Topogoly A: Testing NN on all node pairs combina-
tions

The conclusion of these simulation results is two fold: In the
context of approximating the mapping between measurement
path delays and link delays for a fixed node pair, the results
of phase 1 demonstrate that the RGCN model achieves com-
petitive performance compared to a simpler, yet easier to train
NN model. In terms of generalizing monitor placement, the
results from phase 2 emphasize the superiority of the RGCN
model. These findings support the idea that the RGCN model
has learned patterns and relationships that are not specific to
the monitor pair used in training. Instead, the RGCN model
demonstrates its ability to generalize its knowledge to new
monitor pairs.

C. Topology B: Simulation Results

As we transition to a more complex topology, the results
gains additional depth. We replicated the evaluation method-
ology for Topology B. Training the models on the monitoring
node pair 4 and 8 resulted in a training MAPE of 25.9% for
the NN and 20.7% for the RGCN.

Phase 1 testing results: The testing results are shown in
Fig.7 with the NN showing a median MAPE of 25.5% and the
RGCN, 20.6%. So, the results of phase 1 demonstrate that the
RGCN model is better approximating at the mapping between
measurement path delays and link delays for a fixed node pair
than NN model.
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Fig. 7: Topogoly B: Testing NN and RGCN Models on
Different node pairs configuration

Phase 2 testing results: [Generalisation]: We assess
generalization on all node pairs configurations possible. For
topology B, we have 326 possible node pair combinations, thus
we conducted 326 runs of testing for each model. The results
are shown in Fig.8 and Fig.9 for RGCN and NN respectively.

Fig. 8: Topogoly B: Testing RGCN Model on all node pair
combinations

Fig. 8 show the RGCN’s performance across a larger 26x26
grid. The persistent yellow hues, now representing MAPE
values in the 20-22% range, demonstrate the model’s ability
to scale effectively to more complex network structures while
maintaining its generalization capabilities. This consistency



Fig. 9: Topogoly B: Testing NN on all node pair combinations

across a larger topology underscores the robustness of the
RGCN approach.

Fig. 9, representing the NN’s performance on Topology
B, presents NN failure to generalize. The uniform coloration
indicates MAPE values consistently surpassing 150% across
all node pairs. This visual data representation shows the NN’s
inability to adapt to different node pairs.

VI. CONCLUSION

In this paper, we investigated the problem of generalizing
monitors placement using only two monitors by proposing a
new tomography technique based on a machine learning solu-
tion. Knowing the relational nature of this problem, we choose
the Relational Graph Convolutional Network (RGCN) model
to meet this challenge. We performed a comparative evaluation
to compare our method against a baseline Neural Network
(NN) solution. We applied both models to two distinct network
topologies and tested them on all possible node pair configu-
rations. Our findings reveal that RGCN model once trained on
a specific node pair, can accurately transfer its knowledge to
changes in monitor placement, effectively estimating network
conditions beyond the nodes it was initially trained on. In
contrast to the NN solution that is incapable to do so. This
adaptability of the RGCN model highlights its potential for
broader application in network monitoring, offering a versatile
solution for dynamic network environments.
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