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Abstract—Wireless sensor networks have become increasingly
popular in recent years due to the growing demand for Internet
of Things (IoT) applications, including LoRaWAN networks.
However, the effective allocation of resources remains a crucial
challenge in LoRaWAN networks due to the limited bandwidth
and the diverse demands for multiple services. This paper
presents three novel resource allocation solutions for LoRaWAN
network slicing to address this challenge. These solutions are
based on the Multi-Armed Bandit (MAB) algorithm, which
is known for balancing the exploration of available actions
with the exploitation of optimal decisions. Our objective is to
dynamically and efficiently allocate resources to network slices
by treating the resource allocation as a MAB problem. This
approach aims to maximize Packet Delivery Rate (PDR) per-
formance while ensuring each service’s Service Level Agreement
(SLA). The first solution, UCB-MAB, uses the Upper Confidence
Bound (UCB) strategy to balance exploration and exploitation
to improve network performance. The second solution, Q-UCB-
MAB, continuously updates Q-values using the Q-learning update
equation and incorporates the UCB strategy for further optimiza-
tion. Finally, the third solution, ARIMA-UCB-MAB, leverages
the predicted reward value from the Autoregressive Integrated
Moving Average (ARIMA) model within the UCB framework
to enhance network performance. Our results demonstrate that
all three solutions offer efficient resource allocation in terms of
PDR and SLA satisfaction. Specifically, the ARMA-UCB-MAB
solution outperforms the other two solutions.

Index Terms—Internet of Things, LoRaWAN network, network
slicing, Multi-armed Bandit, Resource allocation.

I. INTRODUCTION

Today, the rapid growth of connected devices has con-
siderably complicated the task of network management. The
development of the Internet of Things (IoT) has given rise to
a wide range of devices, including smartphones, tablets, smart
home appliances, and industrial sensors, all interconnected
within networks. The exponential growth in connected devices
represents a considerable challenge for network providers, as
they must ensure continuous connectivity while maintaining
optimal network performance. As a result, network operators
are deploying advanced technologies to adapt to dynamic
scenarios and meet the diverse needs of different applications
while optimizing resource utilization.

Low-Power Wide Area Network (LPWAN) is a wireless
communication network considered as one of the most promis-
ing emerging technologies for IoT applications [1]. As part

of this class of networks, the LoRaWAN network provides
an optimal communication framework for IoT devices [2].
Its notable features include long-range wireless,low-power
consumption, and low deployment cost, facilitating efficient
and reliable connectivity across a wide range of IoT appli-
cations. To incerease the number of connected nodes in a
LoRaWan network, “Network slicing” can be considered as
a suitable alternative in this context. Indeed, Network slicing
is a technology that divides a physical network into several
virtual slices to meet various application requirements [3]. The
integration of this technology further enhances LoRaWAN’s
capabilities by enabling the virtual partitioning of resources
in a highly efficient and isolated manner. Through this inte-
gration, LoRaWAN can effectively allocate radio resources to
meet the specific needs of diverse IoT applications or network
slices. This powerful combination empowers IoT networks to
accommodate the growing influx of devices while satisfying
their varied service requirements.

In the context of LoRaWAN network slicing, as the number
of devices connected to the LoRaWAN network increases, data
collisions become significant due to simultaneous transmission
attempts [4]. This, in turn, leads to a degradation of the overall
network performance, which consequently poses a significant
challenge in guaranteeing the need for various slices, each
with its specific requirements. To overcome this problem, it’s
necessaraly to design an efficient resource allocation scheme
to dynamically allocate resources to each service according
to changes in load. In this context, the Multi-Armed Ban-
dit (MAB) algorithm emerges as a promising approach for
real-time decision-making in such a dynamic environment
[5]. Several methods utilizing Multi-Armed Bandit (MAB)
algorithms have been used to improve the performance of
various IoTnetworks. In [6], Zhu et al. introduce a novel
fair access scheme for cognitive radio-based wireless sensor
networks (CR-WSNs) in the context of the IoT. The technique
utilizes channel grouping based on an online learning method
known as modified UCB-K, a multi-armed bandit algorithm.
The scheme aims to solve the channel selection problem
in CR-WSNs where the channels’ statistical information is
completely unknown to cognitive users. The proposed method
adopts distributed learning with fairness to avoid collision
between cognitive users and embody fairness between them.



In [7], Pase et al. propose a Multi-Armed Bandit (MAB) ap-
proach for resource allocation in Ultra-Reliable Low-Latency
Communication (URLLC) scenarios in Industrial Internet of
Things (IIoT) networks. The MAB approach is effective in
allocating resources in a distributed manner in periodic and
aperiodic traffic scenarios, even in dense networks with ag-
gressive traffic. Also, the authors in [8] proposed a mean-field
multi-armed bandit algorithm, which dynamically allocates
users to different small cells based on their energy levels
and channel conditions to minimize interference and maximize
energy efficiency.

In this paper, we investigate the potential of the MAB
algorithm to address the resource allocation challenges of
LoRaWAN network slicing by proposing three solutions. Our
primary goal is to guarantee the demand for each service while
optimizing network resources. By implementing the MAB
algorithm, we explore various resource allocation options to
identify the best one that significantly improve the overall
network performance. For resource allocation, our approach
is based on two crucial dimensions: time and frequency. This
enables us to achieve highly efficient resource management
adapted to each service. The main contributions of this paper
are as follows:

• We propose the use of the Upper Confidence Bound
- Multi-Armed Bandit (UCB-MAB) algorithm, which
can balance the trade-off between the exploration of the
available scenarios of resource allocations and the ex-
ploitation of the best one to optimize the overall network
performance effectively.

• We present the Q-learning Upper Confidence Bound -
Multi-Armed Bandit (Q-UCB-MAB) solution that merges
Q-learning and UCB strategies by dynamically updating
Q-values using the Q-learning equation and achieves a
balance between exploration and exploitation through
UCB.

• We present the ARIMA Upper Confidence Bound
- Multi-Armed Bandit (ARIMA-UCB-MAB) solution,
which merges ARIMA prediction with UCB strategies.
This innovative method leverages ARIMA predictions
into the UCB, enabling more accurate and well-informed
decision-making, resulting in enhanced performance and
efficiency in resource allocation.

• The analyses and simulation results are provided to
validate the effectiveness of our proposed solutions and
demonstrate their efficiency in terms of Packet Delivery
Rate (PDR).

The rest of this paper is organized as follows. In Section II,
we present the related work. Section III discusses the system
model. Section IV elaborates on the proposed resource allo-
cation solutions. Section V shows and discusses the obtained
results of our proposed solutions. Finally, the conclusion is
given in Section VI.

II. RELATED WORK

The LoRaWAN network has been the subject of extensive
studies and discussions within the research community in

recent years. Authors in [9] proposed a decentralized decision-
making solution for IoT-LoRaWAN networks using the re-
learning EXP3 Multi-Armed Bandit (MAB) algorithm with
expert distribution advice. The approach aims to improve
network performance by optimizing transmission parameters
for successful packet transmission with optimized power con-
sumption. Authors in [10] focused on multi-arm bandit-based
channel allocation method for massive IoT systems such
as LoRaWAN networks, where devices dynamically select
the best available channel to avoid congestion and improve
communication efficiency. However, this approach may not
be sufficient for more complex LoRaWAN networks that use
network slicing, where context-based resource management of
each service is required to ensure optimal performance.

One of the significant challenges in LoRaWAN is to provide
efficient support for constrained services. To address this issue,
recent works have explored network slicing implementationin
LoRaWAN. In [11], Dawaliby et al. examine the potential of
network slicing in LoRa networks to meet the diverse service
requirements of IoT applications and services. They propose
a dynamic inter-slicing algorithm that prioritizes slices ac-
cording to their QoS requirements and reserves bandwidth on
LoRa gateways using maximum likelihood estimation (MLE),
as well as an intra-slicing strategy that maximizes the resource
allocation efficiency of LoRa slices concerning their delay
requirements. In [12], Messaoud et al. propose an approach
to address the communication challenges of Industry 4.0 by
integrating LoRaWAN and software-defined networking. The
system leverages Online Gaussian Mixture Model Cluster-
ing (OGMMC) and Mini-Batch Gradient Descent (MBGD)
algorithms to allocate network resources to devices based
on their Quality of Service (QoS) requirements. Meanwhile,
in [13], Mardi et al. propose a network slicing strategy based
on a centralized coalition game to manage LoRa nodes in
the LoRaWAN network efficiently. The initial coalitions were
formed using the K-Means clustering algorithm to move
LoRa nodes from one coalition to another in a way that
maximizes reliability while ensuring the appropriate SLA for
each network slice. Nevertheless, these proposed solutions
face challenges in adapting to the dynamic nature of real-
world traffic patterns, which can change frequently. These
fluctuations may lead to difficulties in managing evolving
device traffic loads over time, particularly when faced with
unexpected traffic increases, potentially resulting in decreased
network performance.

This paper focuses on the network slicing approach for
the LoRaWAN framework. Unlike previous solutions, this
approach involves dividing channels into smaller time inter-
vals, which allows for more efficient and effective allocation
of resources. We propose three innovative solutions utilizing
MAB algorithms to address resource allocation challenges
across three different services. Our main objective is to max-
imize network performance while ensuring the Service Level
Agreements (SLAs) of supported services. By integrating
MAB algorithms into network slicing, we enable a dynamic
and adaptive resource allocation, which efficiently adjusts to



the changing network conditions and varying demands of the
services. This approach ensures a smart resource distribution,
allowing the LoRaWAN network to optimize its overall net-
work performance.

III. SYSTEM MODEL

A. Network Model

Figure 1 shows the LoRaWAN network slicing architec-
ture, which is composed of a set of slices, denoted by
S = {1, · · · , s}, where each slice s ∈ S corresponds to a
specific service or application. Network slicing optimizes each
service individually according to its unique requirements. In
this context, and without loss of generality, the considered
network slicing architecture consists of three virtual slices. The
first slice, known as the Ultra High Reliability Slice (UHRS),
is the highest priority. This slice includes mission-critical
services, such as IoT applications for security, data protection,
and e-health. By allocating resources to UHRS, the network
ensures the efficient performance of these essential services
and improves their reliability and efficiency. The second slice
is known as the High-Reliability Slice (HRS) and holds a
medium priority among the slices. It plays a critical role in
sensing applications. Lastly, the third slice is called the Best
Effort Slice (BES), which is assigned the lowest priority. This
slice is primarily used for scale-reading applications, among
others. By dividing the network into different slices with
varying priorities, it becomes possible to allocate resources
efficiently according to the specific needs and importance of
each slice.

The slices are virtually integrated on top of LoRa Gateways.
For the sake of simplicity, we will focus on a single LoRa
gateway, denoted as GW . As shown in Figure 1, the physical
resource blocks (RBs) of the LoRa gateway GW are structured
in a 2-dimensional grid consisting of a time dimension and
a frequency dimension. The time dimension is defined by a
sequence of time slots, denoted as T = {1, · · · , t}, while
the frequency dimension is characterized by a set of resource
channels, denoted as C = {1, · · · , c}.

We represent the RBs of the LoRa gateway GW as B.
While, each RB in the grid is denoted as bij , where i ∈ T
and j ∈ C. This organization enables efficient allocation and
utilization of resources within the LoRa gateway.

B =
⋃

i∈T,j∈C
{bij} (1)

Also, the notion of a resource block is of significant
importance in the proposed framework. The definition of a
resource block in this context differs from its use in cellular
networks. While the latter systems allocate a single resource
block to each device, in our model, several devices can share
a resource block. Moreover, the size of a resource block
is also large enough to accommodate many transmissions,
eliminating the need to allocate strict time slots or ensure
exclusive access, as it is the case in Slotted-Aloha-based
models. This feature makes it more suitable for LoRaWAN

networks, which have very wide coverage and where devices
might have synchronization problems.

We consider an uplink scenario, in which a set of LoRa
nodes denoted as N = {1, · · · , n} are randomly located
around the LoRa gateway GW . To ensure efficient resource
allocation and isolation, each service s ∈ S has its set of LoRa
nodes denoted as Ns, noting that each LoRa node n ∈ N
belongs to one specific network slice, as follows:

∀k, l ∈ S,Nk ∩ Nl = ∅. (2)

Additionally, each slice s ∈ S has a certain amount of
resource blocks designated by Bsij , which represents the
available radio resources for that specific service.

∀i ∈ T, j ∈ C : B = ∪s∈S Bsij (3)

We consider that a given block b ∈ B belongs to one and
only one service, i.e.,

∀m, n ∈ S, Bm ∩ Bn = ∅. (4)

B. Path Loss and Channel Model

In our analysis, we adopt the log-distance path model with
shadowing to define the channel model as

PL(d) = PL (d0) + 10n log

(
d

d0

)
+Xσ (5)

where PL(d) is the path loss at distance d in [dB], PL (d0) is
the mean path loss at the reference distance d0, n is the path-
loss factor and Xσ ∼ N

(
0, σ2

)
, the normal distribution with

zero mean and σ2 variance to account for shadowing [14].
To achieve a successful transmission, the received signal

power Prx must exceed the sensitivity threshold Srx of the
receiver. The received signal power Prx can be expressed as
follows:

Prx = Ptx +GL− PL (6)

where Ptx is the LoRa node’s transmit power, GL combines
all general gains and losses and PL is the path loss. In the
following, the sensitivity of the LoRa receiver (S) is described
as follows [15] [14]:

S = −174 + 10 log10(BW ) + NF + SNR (7)

where –174 dBm is the thermal noise computed for 1Hz of
BW , NF is the noise figure of receiver and SNR is the signal
to noise ratio.

C. Performance Metrics

The evaluation of network performance in our paper focuses
on a critical factor: the Packet Delivery Rate (PDR).

The PDR, as formulated in equation (8), is a fundamental
metric of network efficiency. It represents the ratio of suc-
cessfully received packets to the total transmitted packets. A
high PDR indicates reliable data transmission and effective
communication within the network.



PDRbij ,s(t) = (
Ns −Nc

Ns
)× 100 ∀s ∈ S ∀t ∈ T (8)

whereby Ns denotes the packets transmitted by the LoRa
nodes associated with a particular service s ∈ S within the
designated block bij , while Nc is the number of packets that
experience collision at the gateway.

D. Problem Formulation

Our paper aims to address the resource block allocation
problem, specifically in allocating resource blocks (RBs) to
various services at each time step. Our main objective is to
optimize the network’s PDR, which reflects the efficiency of
packet delivery. However, we recognize that achieving a high
PDR is not enough. To ensure overall performance and service
quality, we take into account the Service Level Agreements
(SLAs) for each individual service. In our case, the SLA is
defined by the PDR targets for each service, representing the
desired percentage of successfully delivered packets.

Let define a binary variable, Xbij ,s,t, which represents the
resource allocation status of the service, where Xbij ,s,t = 1
indicates that service s is allocated to resource block bij at
time step t, and Xbij ,s,t = 0 otherwise.

Our goal is to optimize the network’s utility function, which
is related to the packet delivery rate (PDR) by effectively
allocating resource blocks to various services while ensuring
the SLA of each service. Then, the utility function of the
network is defined as

U =
∑
s∈S

wsPDRs(t)− Cost(t) ∀t ∈ T (9)

Here, ws represents the importance of each service. The cost
function is defined as follows:

Cost(t) =
∑
s∈S

max

(
0,

PDRTarget
s − PDRs(t)

PDRTarget
s

)
(10)

In simpler terms, this equation calculates the cost by com-
paring the target Packet Delivery Ratio (PDR) PDRTarget

s for
a service s with the actual PDR achieved PDRs(t). If the
achieved PDR is lower than the target, a cost is incurred.

The PDR of each service s ∈ S can be calculated as
follow:

PDRs(t) =
∑
bij∈B

Xbij ,s,t × PDRbij ,s(t),∀s ∈ S ∀t ∈ T

(11)
In this context, the term PDRbij ,s(t) characterizes the PDR

associated with a specific service within a designated block
bij at time step t, and its definition can be found in equation
8. Therefore, the optimization problem can be formulated as
follows:

maxU

subject to

∀bij ∈ B,∀t ∈ T :
∑
s∈S

Xbij ,s,t = 1 (12a)

∀s ∈ S,∀t ∈ T :
∑
bij∈B

Xbij,s,t ≤ 1 (12b)

∀s ∈ S,∀t ∈ T : PDRs(t) ≥ PDRtarget
s (12c)

Constraint (12a) ensures that each block must be assigned
to one and only one service. In constraint (12b), the allocation
of a resource block bij at time step t is limited to at most one
service. The constraint (12c) guarantees that the PDR for
each service is equal to or greater than its target PDR denoted
by PDRtarget

s , thus ensuring the SLA.

IV. MULTI-ARMED BANDITS BASED RESOURCES
ALLOCATION

A. MAB Basics

Multi-armed bandits (MABs) are a type of algorithm in the
field of reinforcement learning (RL) and sequential decision-
making. In MABs, an agent must repeatedly choose one of
several actions, known as arms, at each time step [16]. Each
arm has an associated reward distribution, and the goal is to
maximize the agent’s cumulative reward over time by learning
which arms are most likely to yield the highest reward.
However, the agent must balance two competing strategies:
exploration and exploitation. Exploration involves trying out
different arms to learn more about their reward distributions,
while exploitation involves choosing the arms that are cur-
rently estimated to have the highest expected rewards based
on the agent’s past experience [16].

B. MAB Resource Allocation

The Multi-Armed Bandit (MAB) framework [17] is a pow-
erful paradigm used for resource allocation in various decision-
making problems. In the context of our paper, we leverage the
MAB algorithm to efficiently allocate resource blocks (RBs)
to different services in a dynamic network environment. As
the state of the network may change over time due to factors
such as varying traffic levels, our use of the MAB framework
provides an efficient approach to adapt to these fluctuations
and ensure optimal resource allocation.

In the MAB model, we define a set of possible arms or
scenarios, denoted as A = {A1, A2, ...Ak}. At each time step
t, an action, At

k ∈ A, is chosen from the set A, leading to a
specific reward, Rt(A

t
k). The reward function is associated

with the Packet Delivery Rate (PDR) for each service, as
detailed in equation (9).

In our resource allocation framework, we have developed
a novel approach to defining each arm, where each arm is
related to a scenario of resource allocation, We achieve this
by defining each scenario (arm) as a combination of resource
allocation percentages between different services. To increase
flexibility, we divide each arm into n parts, each corresponding
to a different percent of resource allocation for a specific
service. Specifically, let pk,i denote the percentage of resources



Fig. 1. Multi-Armed Bandit LoRaWAN Network architecture

allocated to service i in arm Ak. Then, we can represent each
arm Ak as a vector of length n. Thus, the vector can be
represented as:

A(k) = (pk,1, pk,2, . . . , pk,n) (13)

where Ak ∈ A is the resource allocation vector for arm
(scenario) k, pk,i corresponds to the percentage of resources
allocated to service i in the k-th arm.

By using the equation (14), we ensure that the total per-
centage of resources allocated to all services is 100%

n∑
i=1

pk,i = 1 (14)

C. UCB Solution

As the first solution, we propose a resource allocation based
on the UCB-MAB (Upper Confidence Bound - Multi-Armed
Bandit) algorithm. UCB is a well-known technique employed
in the MAB framework. It effectively manages the trade-
off between exploration (trying out different arms to gather
information) and exploitation (allocating resources to the most
promising arms based on available information). During each
time step t, the UCB algorithm calculates the value of the
UCB for each arm a. The UCB equation is given as:

UCBt(a) = Qt(a) + c

√
2 log t

nt(a)
(15)

In this equation, UCBt(a) represents the upper confidence
bound for action a at time step t. Qt(a) represents the
estimated value of action a at time t, nt(a) denotes the
number of times action a has been selected up to time t. The
term c

√
2 log t
nt(a)

represents the exploration term in the UCB
algorithm. In which c is a parameter that balances exploration
and exploitation. It controls the degree of exploration in the
decision-making process. A higher value of c encourages more
exploration, while a lower value promotes more exploitation
of the currently best-performing options.

√
2 log t
nt(a)

is the confi-
dence interval term. It quantifies the uncertainty or confidence
in the estimated reward for action a at time step t. It reflects
the trade-off between exploring new actions and exploiting the
actions with higher expected rewards.

To make a decision at each time step t, the agent selects
the action with the highest UCB value, which is represented
by the equation:

At = argmax
a

UCBt(a) (16)

In this equation, At represents the action selected at time
step t. By choosing the action with the highest UCB value, the
UCB algorithm balances between exploiting the actions that
have shown high expected rewards and exploring the actions
that have not been selected frequently or have uncertain reward
estimates.

The learning agent aims to estimate the action values,
denoted as Q(a), which determine the potential rewards



Fig. 2. Multi-Armed Bandit architecture

associated with each arm. Through continuously updating
these estimates based on observed rewards received from
the environment and selections, the UCB algorithm strives
to identify the arm with the highest potential for long-term
cumulative reward. This estimation process guides the agent’s
decision-making by striking a balance between exploiting the
best-performing arm and exploring other arms that may offer
higher rewards.

The Q-values are iteratively updated based on the observed
rewards and the number of times each arm has been se-
lected. This iterative update enables the algorithm to refine
its estimates and make informed decisions that maximize the
cumulative reward over time. The equation used for updating
the action values is as follows:

Qt(a) = Qt−1(a) +
Rt −Qt−1(a)

Nt(a)
(17)

where Rt represents the reward obtained at time t, and Nt(a)
denotes the number of times arm a has been selected up to
time step t. The update equation calculates the new Q-value
Qt(a) by averaging the previous Q-value Qt−1(a) with the
difference between the current reward and the previous Q-
value, divided by the number of times the action has been

selected. This iterative update process allows the Q-values to
converge towards the true expected reward over time.

By iteratively updating the estimated action values and se-
lecting actions based on their UCB values, the UCB algorithm
gradually learns and improves its decision-making over time,
effectively exploring the available options while maximizing
the total reward obtained.

D. Q-UCB-MAB Solution

Algorithm 1 Q-UCB-MAB Resource Allocation
Input: Total time steps T , number of arms N , exploration
parameter c > 0, learning rate α
Output: Optimal Allocations A1, A2, . . . , AT

1: Initialize Q-values: Q(a) = 0 for all arms a
2: Initialize action counts: Nt(a) = 0 for all arms a
3: for t = 1 to T do
4: for each arm a do
5: Calculate Upper Confidence Bound:

UCBt(a) = Q(a) + c
√

2 log t
Nt(a)

6: end for
7: Choose the arm with the highest UCBt(a):

at = argmaxa UCBt(a)
8: Observe actual reward: Rt(at)
9: Update Q-value for chosen action:

Q(at) = (1− α) ·Q(at) + α ·Rt(at)
10: Increment action count for chosen action:

Nt(at) = Nt(at) + 1
11: end for

As a second solution, we propose a modified version of the
UCB-MAB algorithm that incorporates Q-learning to estimate
the action values [16]. This approach enhances the algorithm’s
ability to make optimal decisions for resource allocation,
even in complex and dynamic network environments like our
LoRaWAN networks, where rewards change over time. Q-
learning is an established reinforcement learning technique
that allows the agent to learn and develop optimal action-
selection policies by interacting with the environment [18].
It is commonly used in situations where the agent has limited
knowledge about the environment and learns through trial and
error.

By integrating Q-learning into the UCB-MAB algo-
rithm, our modified Q-UCB-MAB algorithm incorporates the
exploration-exploitation trade-off while also allowing the agent
to learn and update action values based on observed rewards
and expected future rewards. As proposed in Algorithm 1,
during each time step t, the model calculates the UCB value
for each action a (see line 5), and then, the agent selects the
action with the highest UCB value using the equation given
in line 7.

As presented in algorithm 1, the estimation of action values,
denoted as Q(a), is updated using the Q-learning equation.
The equation for updating the action values is as follows:



Qt(a) = (1− α) ∗Qt−1(a) + α∗Rt (18)

where Qt(a) represents the updated value of action a at time
step t, Rt denotes the immediate reward obtained at time t, α
(0 ≤ α ≤ 1) is the learning rate, and Qt−1(a) is the previous
Q-value for action a. The Q-value update equation combines
the previous Q-value with the newly obtained reward, allowing
the agent to gradually learn and update its estimates of the Q-
values over time.

Integrating the Q-learning equation into the UCB-MAB
framework provides a more comprehensive and adaptive ap-
proach to resource allocation. This modified algorithm offers
the potential for improved performance by incorporating both
exploration and exploitation strategies, effectively navigating
the trade-off between gathering information and exploiting
known rewards.

E. ARIMA-UCB-MAB Solution

In our proposed resource allocation scheme, we propose
a third solution that leverages the ARIMA (AutoRegressive
Integrated Moving Average) model to forecast a predicted
value of the next transmission cycle that assists the algorithm
in selecting the optimal arm. This predictive value serves as a
guiding factor, enabling the algorithm to make well-informed
choices to improve resource allocation over time.

The ARIMA model is a powerful tool used in time series
analysis to capture and forecast patterns in sequential data.
It combines three essential terms: autoregressive (AR), differ-
encing (I), and moving average (MA) [19]. The autoregressive
(AR) component, denoted as AR(p), models the relationship
between the current observation and its previous observations,
and it is characterized by the parameter ‘p’ denoting the
number of lagged series used to forecast periods ahead.
The differencing (I) component, denoted as I(d), is used to
transform non-stationary data into stationary data by removing
trends or seasonality, and it is represented by the parameter ‘d’,
indicating the number of differencing orders applied. Lastly,
the moving average (MA) component, denoted as MA(q),
captures the relationship between the current observation and
the residual errors from previous observations. It is defined
by the parameter ‘q’, which signifies the number of lagged
forecast error terms used in the prediction equation [20] [19].

As mentioned in Algorithm 2, in our resource allocation
scheme, we train the ARIMA model using historical data to
predict the rewards for each arm in the next transmission cycle,
denoted as R̂t(a). By incorporating the ARIMA model into
our resource allocation framework, we utilize the forecasted
rewards as an essential component in calculating the UCB
algorithm for each arm as follows:

UCBt(a) = R̂t(a) + c

√
2 log t

nt(a)
(19)

where R̂t(a) represents the predicted ARIMA reward for arm
a at time t, and the term c

√
2 log t
nt(a)

represents the exploration

term in the UCB algorithm. The UCB represents a measure
of uncertainty in the PDR predictions and helps balance
exploration and exploitation in your decision-making process.
By selecting the arm with the highest UCB value (see line
7), the algorithm make an informed choice that optimizes the
trade-off between exploring different arms and exploiting the
arm that seems most promising according to both historical
data and the level of uncertainty associated with its predictions.

Algorithm 2 ARIMA-UCB-MAB Resource Allocation
Input: Total time steps T , number of arms N , exploration
parameter c > 0, α, ARIMA parameters
Output: Optimal Allocations A1, A2, . . . , AT

1: Train ARIMA model using historical data to forecast
R̂t(a) for each arm a

2: for t = 1 to T do
3: for each arm a do
4: Calculate forecasted reward: R̂t(a) using ARIMA

model
5: Calculate Upper Confidence Bound: UCBt(a) =

R̂t(a) + c
√

2 log t
nt(a)

6: end for
7: Choose arm with highest UCBt(a): at =

argmaxa UCBt(a)
8: Observe actual reward: Rt(at)
9: Update ARIMA model with new data

10: end for

By leveraging the ARIMA model’s capabilities in forecast-
ing future rewards, our resource allocation scheme optimizes
the allocation of resources by considering both the historical
performance and the predicted future rewards. The integration
of the ARIMA model with the UCB framework provides
a robust approach for efficient resource allocation, allowing
the system to adapt and make informed decisions while
maximizing the cumulative rewards over time.

V. SIMULATION RESULTS AND DISCUSSIONS

In this section, we demonstrate the effectiveness of our pro-
posed resource allocation solutions based on the multi-armed
bandit (MAB) algorithm by evaluating their performance using
a model based on LoRaSim [21]. Our proposed LoRaWAN
Slicing architecture includes three dynamic resource allocation
mechanisms that optimize the utilization of resource blocks in
the LoRa gateway. These mechanisms are based on the MAB
algorithm, which enables to assignment of RBs to services in
an adaptive manner, taking into account their current demand
and performance requirements.

In this particular scenario, a LoRa gateway (GW) is installed
in a 10 x 10 km² square area, and its resource blocks are shared
among three services. Each RB is reserved exclusively for a
particular service, and all LoRa nodes associated with that
service use the assigned RBs to transmit their packets. The
LoRa nodes are uniformly assigned to these services, with
each LoRa node is assigned to one of these services. The



model operates over a period of 96 hours, divided into T =
3000 time steps in the time domain. To ensure that the LoRa
nodes can transmit their packets with frequency diversity, 16
channels are allocated in the frequency domain.

To dynamically manage the allocation of RBs, in our model,
we have implemented tree solutions based on the Multi-Armed
Bandit (MAB) algorithm that balances the exploration and
exploitation to continuously adapt the RB allocation strategy
to maximize overall service performance while ensuring the
SLA of each individual service. Table I provides a summary
of the various parameters used in our LoRaWAN network.

TABLE I
SIMULATION PARAMETERS

Parameters name Value
Simulation time 172800000 ms
Number of LoRa Gateway 1
Carrier Frequency (CF) / Channels number 868 MHz / 16
Transmission Power (TP) 14 dBm
Spreading Factor (SF) {7,8,9,10,11,12}
Bandwidth (BW) 125 KHz
Coding Rate (CR) 4/5
Exploration-exploitation parameter C 0.5
Learning rate α in Q-learning 0.5
ARIMA parameters (p, d, q) 2,1,2

In our MAB-based LoRaWAN slicing model, we employ 8
arms (scenarios) to represent the different resource allocation
options. Each arm is composed of three terms, with each
term representing the proportion of allocated resource blocks
assigned to individual services. Therefore, it’s worth noting
that the total of all resource allocations across services within
each arm always adds up to 100%. Table II provides a sum-
mary of the different arms used in the Slicing Model, which
helps to visualize the different resource allocation options
available. By using this strategy, our solutions dynamically
allocate resources to different services based on their needs,
contributing to enhanced network performance.

TABLE II
RESOURCE ALLOCATION ARMS

Arms Terms
Service 1 Service 2 Service3

1 20% 20% 60%
2 20% 40% 40%
3 20% 60% 20%
4 40% 20% 40%
5 60% 30% 10%
6 40% 60% 00%
7 60% 20% 20%
8 60% 40% 00%

A. The Arm Selection Analysis

To further analyze the performance of the Multi-Armed
Bandit algorithm, Figure 3 illustrates the arm selection fre-
quency for each of the proposed solutions. The results showed
that all three solutions selected arm 5 more often than the
other arms, indicating a clear preference for this arm. As
presented in Table II, arm 5 is the best-performing arm, with

Fig. 3. The Arm Selection Analysis

60% of the resources allocated to the first service (UHRS) as
the high priority service, 30% to the second service (HRS)
as the medium priority service, and 10% to the third service
(BE) as the best effort service. This allocation allowed the first
service to receive the largest share of resources compared to
the other services, as it is the most prioritized service. This
scenario of resource allocation contributed to obtaining the
best results compared to the other allocation resource scenarios
(arms). However, we observed that the ARIMA-UCB-MAB
solution selected arm 5 more often than the Q-UCB-MAB
solution, and the Q-UCB-MAB selected arm 5 more often
than the UCB-MAB solution. This discrepancy variation in
arm selection frequency is due to differences in the exploration
and exploitation strategies used by each solution. The ARIMA-
UCB-MAB solution, which integrates the ARIMA predictive
system and UCB decision-making framework, enables us to
embrace arm 5 more widely. In contrast, the Q-UCB-MAB
solution, which uses the integration of the Q-values-based Q-
learning helps to control its exploration strategy, leading to
a relatively greater selection of arm 5. On the other hand,
the UCB-MAB algorithm follows classic UCB principles and
assigns less frequent selections to arm 5, which means that it
explores other options.

B. Packet Delivery Rate Analysis

Our results, as shown in Figure 4, indicate that the ARIMA-
UCB-MAB solution outperformed both the Q-UCB-MAB
and UCB-MAB solutions in terms of average cumulative
reward. Specifically, the ARIMA-UCB-MAB solution consis-
tently achieved higher rewards than the other two solutions
throughout all iterations, despite not initially outperforming
them in the first 300 iterations. It is possible that the ARIMA
model required more time to learn and adjust to the data before
making accurate predictions and achieving higher rewards.
This could be due to the fact that the ARIMA solution is a



Fig. 4. The average cumulative reward over time

time-series model that needs sufficient data to make accurate
predictions.

While the Q-UCB-MAB solution performed better than the
UCB-MAB solution, as indicated in the graph, this is due to
its ability that the Q-UCB-MAB strategy leverages Q-learning
to update its Q-values based on past experiences and prioritize
arms with higher expected rewards. This tailored exploration
approach can lead to quicker identification and exploitation of
the best-performing arm, resulting in higher overall rewards.
In contrast, the UCB-MAB solution evenly explores all arms,
which may not be the most efficient way to identify the
best-performing arm. However, the UCB solution may not be
the most efficient way to identify the best-performing arm,
especially in scenarios where some arms have higher expected
rewards than others.

Figure 5 displays the average Packet Delivery Ratio (PDR)
of three services over time for the three solutions. It is evident
that service 1 consistently maintains a PDR above its target
threshold (80%). Similarly, service 2’s PDR stays higher than
its goal (50%), and service 3’s PDR remains above its target
(30%) for three solutions. This indicates that all three solutions
have effectively met the service level agreement (SLA) for
these services. Notably, the impact of prioritization based on
the weight factor is reflected in the PDR performance. Service
1, which has the highest weight, consistently achieves the
highest PDR among the services for all three solutions. Service
2, with a lower weight, demonstrates a slightly lower but still
acceptable PDR for all three solutions. Similarly, Service 3,
assigned the lowest weight, exhibits a lower but still satisfac-
tory PDR for all three solutions. This highlights the importance
of considering the weight factor when prioritizing services
in LoRaWAN networks and demonstrates the ability of all
three solutions to effectively meet the SLA requirements for
each service. In summary, figure 5 showcases the algorithm’s
effectiveness in meeting the service level agreement (SLA) for
each service, while also emphasizing the relative prioritization
among these services.

Regarding the performance of the three different algorithms:

UCB-MAB, Q-UCB-MAB, and ARIMA-UCB-MAB. While
all three solutions demonstrate effectiveness in meeting the
SLA for each service, the ARIMA-UCB-MAB solution, shown
in Figure 5(c), stands out as the best performer. This is
due to its unique approach of using time-series analysis to
make predictions and adjust parameters accordingly, resulting
in optimal performance from the start. The Q-UCB-MAB
solution, shown in Figure 5(b), shows a gradual improvement
in PDRs as learning occurs. This solution is based on the
Q-learning algorithm, which requires a learning process to
adjust the Q-values and optimize performance. The UCB-
MAB solution, shown in Figure 5(a), achieves satisfactory
PDR results for each service from the beginning. This solution
is based on the Upper Confidence Bound algorithm, which
efficiently balances between explore and exploit actions with
high estimated rewards.

VI. CONCLUSION

This paper presents three approaches for resource allocation
schemes for LoRaWAN network slicing based on a multi-
armed bandit (MAB) algorithm. In this context, we explored
the performance of these approaches and their efficacy in
addressing the resource allocation challenge. The simulation
results show that the ARIMA-UCB-MAB solution delivers
the best results due to its adeptness in capturing intricate
time series patterns, enabling accurate predictions based on
historical data. Subsequently, the Q-UCB-MAB solution ef-
fectively demonstrates the advantages of continuous learning
and adaptability, and finally the UCB solution due to its
ability to effectively balance actions by taking into account the
trade-off between exploration and exploitation. Overall, these
three solutions demonstrate that MAB algorithms hold great
promise for efficiently handling the complexities of allocating
resources to network slices dynamically while maximizing the
packet delivery rate (PDR) and guaranteeing the service level
agreement (SLA) of each service.
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