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Abstract

Elastic Degenerate (ED) strings and Elastic Founder (EF ) graphs are two versions of acyclic
components of pangenomes. Both ED strings and EF graphs (which we collectively name variable
strings) extend the well-known notion of indeterminate string. Recent work has extensively investig-
ated algorithmic tasks over these structures, and over several other variable strings notions that
they generalise. Among such tasks, the basic operation of matching a pattern into a text, which
can serve as a toolkit for many pangenomic data analyses using these data structures, deserves
special attention. In this paper we: (1) highlight a clear taxonomy within both ED strings and EF

graphs ranging through variable strings of all types, from the linear string up to the most general
one; (2) investigate the problem PvarT(X, Y ) of matching a solid or variable pattern of type X

into a variable text of type Y ; (3) using as a reference the quadratic conditional lower bounds
that are known for PvarT(solid,ED) and PvarT(solid,EF ), for all possible types of variable
strings X and Y we either prove the quadratic conditional lower bound for PvarT(X, Y ), or provide
non-trivial, often sub-quadratic, upper bounds, also exploiting the above-mentioned taxonomy.
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1 Introduction

Genomic data analysis has been facing important challenges that include analyzing an
ever-increasing number of genome sequences and choosing which genome should be used as a
reference. In recent years, these two challenges were merged into the powerful opportunity
of using a pangenome – rather than a single genome – as a reference. According to [21],
a pangenome is indeed “any collection of genomic sequences to be analyzed jointly or to
be used as a reference”. As a consequence, the new -omics science pangenomics imposed a
paradigm shift: in several analysis tasks, and in particular for species like humans that enjoy a
widespread availability of sequencing data as well as a growing awareness of genomic variants,
the simple linear genomic sequence is being replaced by more complex graph-like structures
[52, 34]. As opposed to a linear reference, a pangenome reference allows a simultaneous
representation, in a compact manner, of variations and commonalities among the underlying
sequences. The most general pangenome representations are edge- and/or node-labeled
directed graphs [8], such as the variation graphs [27, 28] (with their haplotype aware version
of [64]) and sequence graphs [57]. Simpler acyclic alternatives to these representations are
Elastic-Degenerate strings [39, 42] (ED strings) and Elastic Founder graphs [58] (EF graphs),
which are slightly more haplotype-aware, as well as their non-elastic versions Degenerate
strings [3, 4, 50] (D strings) and Founder graphs [49] (F graphs).

Figure 1 shows the taxonomy of (elastic/generalised) degenerate strings, from the simple
solid pattern (left) to the most general ED string (right). The simplest case of degeneracy,
the 1-D strings, are well known as indeterminate strings in the bioinformatics literature.
They have been extensively employed and investigated [1, 61, 65, 62, 53, 43, 25, 22, 24, 36,
26, 2, 15, 44, 6, 48, 41, 54, 5] as they naturally represent the IUPAC encoding [46] of DNA
and RNA nucleotides subsets and can be used to highlight SNPs. The class k-D generalises
1-D in that all variants have length k ≥ 1, while the class GD only requires the variants at
any locus to be of the same length, without requiring them to have the same length all over.
Finally, ED strings allow variants of any size even at the same locus, including the option of
the empty string that allows explicitly representing short INDELs. ED strings correspond to
the VCF file format [23] for genomic variants. The same taxonomy holds for founder graphs
with the addition of edges that connect variants of adjacent segments according to haplotype
information, and the further difference that EF graphs cannot contain the empty string:
from left to right, we would have 1-F , k-F , F , EF . We use the term variable string/text to
mean either ED string or EF graph or any of their above-mentioned special cases.

In contrast with more general representations, ED strings support both theoretically [7,
11, 12] and practically [39, 55, 17, 16, 55, 56] fast on-line exact and approximate pattern
matching [10, 13, 14] when the pattern is a solid (i.e. non-variable) string. Moreover, it can
be efficiently decided whether two ED strings share a string [35] (intersection query). Finally,
GD strings support fast dynamic-programming-based alignment [50, 51] for approximate
matching with a solid string, and linear-time answer to the intersection query [3, 4].

k k kk

solid string 1-degenerate (1-D) k-degenerate (k-D) general degenerate (GD) elastic degenerate (ED)

Figure 1 Degenerate strings in increasing order of generality. Squares represent characters, and
segments are separated by grey bars. An analogous parallel progression can be traced for founder
graphs by adding edges between consecutive segments.
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On the other hand, ED strings cannot be indexed efficiently [37]. For EF graphs, efficient
off-line pattern matching algorithms are known under specific conditions which can be ensured
with a linear-time construction from a gapless MSA (for F graphs), or a near-linear time
construction from a general MSA (for EF graphs) [32, 33, 66, 59, 60, 49]. Here, “near-linear
time” means that the time complexity is linear when parametrized in the maximum number
of variations appearing in a single locus of the EF graph.

While supporting provably efficient and accurate methods, both ED strings and EF

graphs are acyclic structures that impose a global alignment allowing only matches, mis-
matches, and short INDELs as variants: they cannot adequately represent structural variation
such as repetitions, translocations, or inversions. Computational pangenomics must balance
efficiency, accuracy, and the complexity of representing variable strings as graphs [21]. This
paper aims to provide a clear taxonomy of matching problems involving variable strings.

Pattern matching is a basic toolkit for many (pan)genomic data analysis tasks. In this
work, we analyse the complexity of the problem, denoted PvarT(X, Y ), of matching a
pattern of type X in a text of type Y , where both X and Y can be any of the types of
variable strings described above: for instance, PvarT(1-D, k-F ) is the problem of finding
occurrences of a 1-D pattern within a k-F graph.

For the problem of matching a solid (non-variable) pattern of size M into an ED or EF

text of size N , it is known that an algorithm with complexity O(M1−εN) or O(MN1−ϵ)
with ϵ > 0 would contradict SETH [9, 11, 38, 32, 12], and the contradiction holds even if
such complexity is achieved at query time after a polynomial-time indexing step [37, 29, 30],
while quadratic-time algorithms are known. Moreover, strongly sub-quadratic algorithms
are known for PvarT(solid, 1-D) [19] and for PvarT(1-D , 1-D) [44], in the latter case
restricted to constant-size alphabets.

Table 1 Complexity chart for problem PvarT(X, Y ), where X ranges over rows and Y over
columns. Green cells are for truly subquadratic O(NM1−ϵ) (for some ϵ > 0) upper bounds, yellow
cells are for subquadratic upper bounds under special conditions, and red cells are for a quadratic
lower bound Ω((MN)1−ϵ) (for every ϵ > 0) conditioned on SETH, even with a constant-size alphabet
(our bounds are even tighter, check the referred results for details). Capital M and N denote the
total size of the pattern and the text, respectively, while m and n denote the respective number of
segments (see Section 2). Note that the reduction for EF [32] implies also a Ω((mN)1−ϵ) bound.
Symbol † indicates that the bound holds only for constant-size alphabets, as it has an exponential
dependency on the alphabet size; symbol ‡ indicates that the bound is subquadratic whenever
N/n = ω(1). Only the subquadratic upper bounds for PvarT(solid,1-D), PvarT(1-D,1-D) and
the quadratic lower bounds for PvarT(solid,ED), PvarT(solid,EF ) were known before this work;
the other results are proven in this paper.

Pattern
Text 1-D 1-F k-D k-F GD F ED EF

solid [19]
O(n log2m)

Thm. 2
O(

√
m(|E|+

N log2 m))

Thm. 1
O(N + N ·

log2 m)

Thm. 2
O(

√
m(|E|+

N log2 m))

Thm. 3‡
O(nm+N)

Thm. 4‡
O(nm+N+
|E|log m)

[9]
Ω((mN)1−ϵ)

[32]
Ω((m|E|)1−ϵ)

1-D [44]
O(n log m)†

Thm. 7
Ω((MN)1−ϵ)

Thm. 5
Ω((MN)1−ϵ)

Cor. 12
Ω((MN)1−ϵ)

Cor. 10
Ω((MN)1−ϵ)

Cor. 12
Ω((MN)1−ϵ)

Cor. 10
Ω((MN)1−ϵ)

Cor. 12
Ω((MN)1−ϵ)

1-F Thm. 8
Ω((MN)1−ϵ)

Thm. 9
Ω((MN)1−ϵ)

Cor. 13
Ω((MN)1−ϵ)

Cor. 14
Ω((MN)1−ϵ)

Cor. 13
Ω((MN)1−ϵ)

Cor. 14
Ω((MN)1−ϵ)

Cor. 13
Ω((MN)1−ϵ)

Cor. 14
Ω((MN)1−ϵ)

k-D Thm. 6
Ω((MN)1−ϵ)

Cor. 12
Ω((MN)1−ϵ)

Cor. 10
Ω((MN)1−ϵ)

Cor. 12
Ω((MN)1−ϵ)

Cor. 10
Ω((MN)1−ϵ)

Cor. 12
Ω((MN)1−ϵ)

Cor. 10
Ω((MN)1−ϵ)

Cor. 12
Ω((MN)1−ϵ)

k-F ,
F ,EF

Cor. 13
Ω((MN)1−ϵ)

Cor. 14
Ω((MN)1−ϵ)

Cor. 13
Ω((MN)1−ϵ)

Cor. 14
Ω((MN)1−ϵ)

Cor. 13
Ω((MN)1−ϵ)

Cor. 14
Ω((MN)1−ϵ)

Cor. 13
Ω((MN)1−ϵ)

Cor. 14
Ω((MN)1−ϵ)

GD,ED Cor. 11
Ω((MN)1−ϵ)

Cor. 12
Ω((MN)1−ϵ)

Cor. 10
Ω((MN)1−ϵ)

Cor. 12
Ω((MN)1−ϵ)

Cor. 10
Ω((MN)1−ϵ)

Cor. 12
Ω((MN)1−ϵ)

Cor. 10
Ω((MN)1−ϵ)

Cor. 12
Ω((MN)1−ϵ)
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AGCACCTAGTAGA

AGCACCTAGTTAC

AGCGACCTAGATAC

AGCGACCTAGTTAC

AGCGATTAGTTAC

A G C 
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C C

T

T A G

A

T

T A

C

G A

A G C A 

A G C G A

C C T A G

T T A G

A T A C

T A G A

T T A C

Figure 2 An ED string (center) and an EF graph (right) built from the same set of strings (left).

As a consequence, our reference bound is quadratic: given two types X and Y of strings
(variable or solid), either this is proved as a lower bound for PvarT(X, Y ), or a better
algorithm – an upper bound – should be exhibited. To the purpose of exhaustively performing
this task for all types X of patterns, and all types Y of variable texts, our contribution is to
complete Table 1, where columns correspond to the pattern and rows correspond to the text.

All our results are anticipated in Section 2 and summarized in Table 1. Note that, due to
space constraints, in Table 1 we write Ω((MN)1−ϵ), for every ϵ > 0, to denote the quadratic
lower bound, but in fact, all our lower bound results prove both bounds Ω(M1−εN) and
Ω(MN1−ϵ) (for every ϵ > 0).

2 Definitions and summary of the results

An elastic-degenerate (ED) string T over an alphabet Σ is a sequence T = T [1] · · · T [n] of n

finite sets, called segments, where each T [i] is a subset of Σ∗; we call |T | = n the length of T .
The size ∥T∥ = N of T is the total number of characters in T , i.e. N = Nε+

∑n
i=1

∑
S∈T [i] |S|,

where Nε is the total number of empty strings in the segments of T ; the cardinality B of T is
the total number of strings in all segments, i.e. B =

∑n
i=1 |T [i]|. We call the set V of distinct

strings that appear in at least one segment of T its vocabulary. We also denote by Ni and
Bi the size and the cardinality of segment T [i], respectively; finally, for any 1 ≤ i ≤ j ≤ n,
T [i . . j] denotes the fragment T [i] · · · T [j] between segments i and j of T .

If for every i the strings in T [i] have all the same length ki (called the width of T [i]), we
say that T is a generalised degenerate (GD) string. If in addition all segments T [i] have the
same width k, T is a k-degenerate string (k-D, in short). In the special case k = 1, then T

is known in the literature as a degenerate or indeterminate string. Finally, if for every i it
holds that Bi = 1, then we have a solid string, that is a standard plain text.

An elastic founder (EF ) graph is a pair G = (T, E), where T is an ED string s.t. the
empty string ε is not an element of any of its segments, and E =

⋃n−1
i=1 Ei, where Ei is the set

of edges from T [i] to T [i + 1], which can be identified with a subset of the Cartesian product
[1, Bi] × [1, Bi+1]. G is a founder graph, F graph in short (resp. a k-founder graph, k-F in
short) if T is a GD (resp a k-D) string. G[i . . j] = (T [i . . j],

⋃j−1
ℓ=i Eℓ) is the fragment of G

between T [i] and T [j]. The size of G is N + |E|, i.e. the sum of the size of the underlying
ED string T and the total number of edges of G. Figure 2 shows an ED string of length
n = 8 and size N = 19, and an EF graph with n = 3, N = 30, |E| = 7, and hence size 37.

The language L(T ) of an ED string T consists of all the strings that can be obtained
by concatenating one string per segment, maintaining their order: L(T ) = {S1 · · · Sn : Si ∈
T [i] ∀ i ∈ [1, n]}. The language of an EF graph G is defined analogously, but only strings
that are connected by an edge can be concatenated: L(G) = {S1 · · · Sn : Si ∈ T [i] ∀ i ∈
[1, n] and (Si, Si+1) ∈ Ei ∀ i ∈ [1, n − 1]}. We remark that if T is an ED string (resp. EF

graph), then in general L(T ) may contain strings of different sizes, whereas if T is any among
1-D, 1-F , k-D, k-F , GD, F , then all strings in L(T ) must have the same size.

For example, the language of the EF graph of Figure 2 includes the set of the 5 strings
shown on the left plus {AGCACCTAGATAC, AGCGACCTAGATAC}, while the language of the ED

string includes even more strings, for a total of 16. Informally, we say that there is an
occurrence of a (possibly variable) pattern P in a variable text T ending at T [j] if there
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exists 1 ≤ i ≤ j such that (a string in the language of) P occurs as a substring of a string
t = ti · ti+1 · · · tj ∈ L(T [i . . j]), with tk ∈ T [k] ∀ k ∈ [i, j], ending within the last occurrence
of tj in t. In Fig. 2, the solid pattern CTAGA occurs in ED ending at position 6, and in EF

ending at position 3. We provide formal definitions of variable pattern matching for the cases
studied in this paper in sections 3 and 4.

Pattern Matching on Variable Text: PvarT(X, Y )
Input: A solid or variable pattern P of type X and a variable text T of type Y

Output: All positions j such that a string in L(P ) occurs in T ending at T [j]

Note that X and Y can be any of the string types we defined above. Note that, following
the existing literature [39], the output of PvarT only specifies the ending segments of the
occurrences, and gives no information about the specific position within the segment. We say
that PvarT has constant alphabet if the alphabet Σ of the strings in both the pattern and
the text is of constant size. Here we anticipate the results that we will prove in Sections 3
and 4, consisting of upper and lower bounds for the problem PvarT(X, Y ) for several choices
of pattern type X and text type Y where: m and M are, respectively, the length and the
size of the pattern; n, N are, respectively, the length and the size of the text; and finally, E

refers to the edges of the text when this is a founder graph.

Upper bounds

We give two sub-quadratic upper bounds for PvarT(X, Y ) when X=solid (solid pattern)
and Y is either a k-D string or a k-F graph.

▶ Theorem 1. PvarT(solid,k-D) can be solved in O(N + kn log2( m
k )) = O(N + N log2 m)

time.

▶ Theorem 2. PvarT(solid,k-F ) can be solved in O(
√

m(|E| + N log2 m)) time.

When the segments of the text do not have a fixed number of characters, a quadratic
term appears in our time complexities, that remain sub-quadratic only when N/n = ω(1).

▶ Theorem 3. PvarT(solid,GD) can be solved in O(nm + N) time.

▶ Theorem 4. PvarT(solid,F ) can be solved in O(nm + N + |E| log m) time.

We remark that the bounds of Theorem 3 and 4 are only subquadratic when N/n = ω(1);
whether there exist subquadratic algorithms for the case N/n = O(1) is an open problem, as
no conditional lower bound for PvarT(solid, GD) or PvarT(solid, F ) is known yet.

Lower bounds

When both the pattern and the text are variable strings, we show conditional lower bounds
for PvarT(X, Y ), which all hold even for constant alphabets (except for PvarT(1-D, 1-D)).
In Section 4.2 we discuss more in detail the case PvarT(1-D,1-D), for which a quadratic
conditional lower bound exists in the literature for non-constant alphabets.

▶ Theorem 5. No algorithm can solve PvarT(1-D,k-D) on constant alphabet in O(M1−ϵN)
nor in O(MN1−ϵ) time for ϵ > 0, unless OVH is false.

▶ Theorem 6. No algorithm can solve PvarT(k-D,1-D) on constant alphabet in O(M1−ϵN)
nor in O(MN1−ϵ) time for ϵ > 0, unless OVH is false.

WABI 2024
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▶ Theorem 7. No algorithm can solve PvarT(1-D,1-F ) on constant alphabet in O(M1−ϵN)
nor in O(MN1−ϵ) time for ϵ > 0, unless OVH is false.

▶ Theorem 8. No algorithm can solve PvarT(1-F ,1-D) on constant alphabet in O(M1−ϵN)
nor in O(MN1−ϵ) time for ϵ > 0, unless OVH is false.

▶ Theorem 9. No algorithm can solve PvarT(1-F ,1-F ) on constant alphabet in O(M1−ϵN)
nor in O(MN1−ϵ) time for ϵ > 0, unless OVH is false.

Since a pattern of type 1-D is a special case of k-D, GD or ED (and k-D is a special
case of GD or ED), and since 1-F is a special case of k-F , F , and EF , the lower bounds
above propagate along the taxonomies for P and/or T. Therefore, we have the following
corollaries. The first one directly follows from Theorem 5.

▶ Corollary 10. No algorithm can solve PvarT(X,Y ) for X = 1-D, k-D, GD, ED and Y =
k-D, GD, ED on constant alphabet in O(M1−ϵN) nor in O(MN1−ϵ) time for ϵ > 0, unless
OVH is false.

▶ Corollary 11. No algorithm can solve PvarT(X,1-D) for X = k-D, GD, ED on constant
alphabet in O(M1−ϵN) nor in O(MN1−ϵ) time for ϵ > 0, unless OVH is false.

Corollary 11 above follows from Theorem 6, while Corollary 12, 13 and 14 below are from
Theorems 7, 8 and 9, respectively.

▶ Corollary 12. No algorithm can solve PvarT(X,Y ) for X = 1-D, k-D, GD, ED and Y =
1-F , k-F , F , EF on constant alphabet in O(M1−ϵN) nor in O(MN1−ϵ) time for ϵ > 0,
unless OVH is false.

▶ Corollary 13. No algorithm can solve PvarT(X,Y ) for X = 1-F , k-F , F , EF and Y =
1-D, k-D, GD, ED on constant alphabet in O(M1−ϵN) nor in O(MN1−ϵ) time for ϵ > 0,
unless OVH is false.

▶ Corollary 14. No algorithm can solve PvarT(X,Y ) for X = 1-F , k-F , F , EF and Y =
1-F , k-F , F , EF on constant alphabet in O(M1−ϵN) nor in O(MN1−ϵ) time for ϵ > 0,
unless OVH is false.

3 Matching a solid pattern in GD and F

Let us start by defining an occurrence of a solid pattern into a GD string or an F graph.

▶ Definition 15. A solid pattern P of length m has an occurrence ending at position j in a
GD or F text T of length n if ∃i ∈ [1, j] s.t. there exist ℓ ∈ [0, ki − 1] and r ∈ [0, kj − 1] such
that P ∈ L(T ℓ,r[i . . j]), where T ℓ,r[i . . j] is obtained from the fragment T [i . . j] by removing a
prefix of length ℓ from all the strings of T [i] and a suffix of length r from all the strings of
T [j]. We call ℓ and kj − r the starting and ending offset of the occurrence, respectively.

In Theorem 3, we show that the on-line O(m2n + N)-time algorithm proposed in [39] for
pattern matching in ED texts requires only O(mn + N) time when applied to GD texts.

▶ Theorem 3. PvarT(solid,GD) can be solved in O(nm + N) time.
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Proof. Consider the pattern-matching algorithm of [39] for ED texts. The algorithm consists
of reading the text T segment by segment, from left to right, after constructing the suffix
tree TP of the pattern P in a preprocessing step. Given a segment T [i] of width ki, the 4
following sub-problems are solved: (i) If ki ≥ |m|, does P occur in a string from T [i]? (easy
case) (ii) Compute every suffix of a string t ∈ T [i] that matches a prefix of P (suffix case);
(iii) Compute every prefix of a string t ∈ T [i] that matches a suffix of P (prefix case); (iv)
Find the strings t ∈ T [i] that are factors of P (anchor case). All occurrences of P are then
computed from the solutions to these four problems: it is straightforward to solve the easy
and the suffix/prefix case in O(N + m) time using any standard pattern-matching algorithm
(e.g. KMP [47]) and using TP , respectively (see [39] for details).

We now focus on the anchor case for a segment T [i] and show that, in the case of GD

texts, it can be solved in time O(Ni + m) by solving an instance of the Active Prefixes (AP)
problem [11]. AP applied to segment T [i] asks, given a bit-vector U of length m s.t. U [j] = 1
iff the prefix P [1 . . j] matches a suffix of a string from L(T [1 . . i − 1]), to produce a second
bit-vector V of size m such that V [j + ki] = 1 iff U [j] = 1 and P [j + 1 . . j + ki] ∈ T [i] (in
other words, some string from T [i] occurs in P starting at position j + 1).

To solve AP it thus suffices to compute all the occurrences in P of all the strings from
T [i] and check whether they extend some active prefixes stored in U . Since the strings in
T [i] are all of the same length ki, thus no two distinct such strings can occur at the same
position in P , we have the following crucial observation.

▶ Observation 16. The cumulative number of occurrences in P of all the strings from a GD

segment T [i] is bounded by m.

Observation 16 implies that all such occurrences can be computed and stored in an
auxiliary bit-vector OCC of size m in O(Ni + m) time using TP . V can then be obtained by
left-shifting OCC by one position, taking its bit-wise AND with U , and shifting the result
vector by ki positions to the right. Solving the anchor case for every segment thus takes
O(N + nm) time. Note that the difference in the time complexities of AP for GD texts and
ED texts is because, in the latter case, Observation 16 does not hold, and the number of
occurrences of the strings from T [i] in P can only be bounded by m2. ◀

We next adapt the algorithm of Theorem 3 to solve pattern matching on founder graphs.

▶ Theorem 4. PvarT(solid,F ) can be solved in O(nm + N + |E| log m) time.

Proof. Let G = (T, E) be a founder graph of length n, size N and cardinality B, and let
P be a solid pattern of length m. We denote by T [i][j] the j-th string of T [i], j ∈ [1, Bi],
assuming any fixed order; an edge (j, j′) ∈ Ei−1 thus connects string T [i − 1][j] to T [i][j′].
We process separately the occurrences of P that span only one segment (easy case), only two
segments, or more. The easy case is trivially solved in O(m + N) time using any linear-time
pattern-matching algorithm. Let us now focus on the other two cases.

Analogously to the suffix and prefix subproblems listed in the proof of Theorem 3, we
precompute all proper suffix/prefix and prefix/suffix overlaps between P and each string
from each segment, i.e., for each string, we compute the length of all suffixes that are equal
to prefixes of P , and of all prefixes that are equal to suffixes of P . While in the case of GD

text, it suffices to store the length of all such overlaps cumulatively for each segment, in
the case of founder graphs, due to the presence of edges, we need to retain this information
separately for each string in each segment. We thus compute two binary arrays bi,j and ei,j

for each string T [i][j], each of the same length ki, s.t. bi,j [ℓ] = 1 if and only if T [i][j] has a
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suffix/prefix overlap of length ℓ with P , and ei,j [ℓ] = 1 if and only if T [i][j] has a prefix/suffix
overlap of length ℓ with P . All such arrays can be constructed in O(m + N) total time using
e.g. the suffix trees of P and of its reversal, and occupy total space O(N).

Occurrences spanning only two segments. We consider all pairs of consecutive segments
T [i], T [i + 1] such that ki + ki+1 ≥ m (the only candidates for occurrences of this kind). For
each edge (j, j′) ∈ Ei, let pj be the length of the longest suffix of T [i][j] that overlaps a prefix
of P , i.e. the largest index of bi,j set to 1, and let sj′ be the length of the longest prefix of
T [i + 1][j′] that overlaps a suffix of P , i.e. the largest index of ei+1,j′ set to 1. The following
observation characterises the occurrences of P spanning T [i], T [i + 1].

▶ Observation 17. P has an occurrence spanning T [i], T [i + 1] iff there exists an edge
(j, j′) ∈ Ei such that P occurs in the concatenation of the suffix of length pj of T [i][j]
and the prefix of length sj′ of T [i + 1][j′], which are equal, respectively, to P [1 . . pj ] and
P [m − sj′ + 1 . . m].

The main tool we use to spot these occurrences is the border tree [40] of P , a data structure
that, given any pair of positions 1 ≤ s ≤ p ≤ m, returns the set occ of occurrences of P in
the concatenation P [1 . . p]P [s . . m] of its prefix of length p and suffix of length m − s + 1.
The border tree can be constructed in O(m) time and answers queries in O(log m + |occ|)
time [40]. After constructing the border tree of P , we thus process each pair T [i], T [i + 1]
such that ki + ki+1 ≥ m, and apply the following algorithm, whose correctness follows from
Observation 17: for each (j, j′) ∈ Ei, query the border tree of P with indices pj , m − sj′ + 1.
If the returned set occ is nonempty, break and return an occurrence of P in G ending at
position i + 1. Each such query takes O(log m + |occ|) time [40], and |occ| ≤ m. Since we
stop asking queries as soon as we find a nonempty set of occurrences, the total time for
T [i], T [i + 1] is O(|Ei| log m + m), implying time O(|E| log m + mn) to process the whole G.

Occurrences spanning at least three segments. This case is analogous to the anchor case
of Theorem 3, and can only happen when the second of the (at least three) segments has a
width smaller than m. We process the segments of G from left to right and maintain an array
V of size m that keeps track of the prefixes of P that match up to a certain segment (partial
occurrences): however, now V is an array of integers, rather than a simple bit-vector, and it
only keeps track of partial occurrences that span at least one full segment (thus excluding
prefixes of P that match a proper suffix of some string from some segment: these shorter
partial occurrences will be treated differently, as we explain in the following).

Let Vi−1 denote the state of V after processing a segment T [i−1] (Vi−1 = 0m if ki−1 > m).
When processing segment T [i] (assuming ki < m), our task is to compute the next state
Vi s.t. Vi[ℓ] = j iff P [1 . . ℓ] is a suffix of some string from L(G[1 . . i]) that ends with
the whole string T [i][j], and Vi[ℓ] = 0 otherwise. Note that the values of Vi are uniquely
defined: see Observation 18. In particular, this implies that the first ki − 1 positions of
Vi, corresponding to partial occurrences that do not contain an entire string from T [i], are
always 0. Further, note that positions between ki and min{ki + ki−1 − 1, m} of Vi correspond
to partial occurrences of P that contain an entire string from T [i] but not from T [i − 1].
We compute Vi[ki . . ki + ki−1 − 1] and Vi[ki + ki−1 . . m] using two different procedures (the
second sub-array is empty in the case ki + ki−1 > m).

To process T [i], we first compute an array OCC of size m such that OCC[ℓ] = j iff
T [i][j] occurs in P starting at position ℓ; by Observation 16, OCC is well defined and can be
computed in O(Ni + m) time using the suffix tree TP . Note that OCC contains all potential
extensions of partial occurrences of P with whole strings from T [i]. We use the following
crucial observation, which is a direct consequence of Observation 16.
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▶ Observation 18. Any partial occurrence of P ending at T [i − 1] can be extended by at
most one string from T [i].

In particular, the partial occurrence represented by Vi−1[ℓ] = j can only be extended by the
unique string from T [i] occurring in P at position ℓ + 1, if any. This implies that it suffices to
check the following necessary and sufficient conditions to compute Vi[ki + ki−1 . . m]: for each
position ℓ ∈ [ki + ki−1, m], we set Vi[ℓ] = j′ iff OCC[ℓ − ki + 1] = j′, Vi−1[ℓ − ki] = j and
(j, j′) ∈ Ei−1. To verify these conditions, collect all triplets (j, j′, ℓ) such that Vi−1[ℓ−ki] = j

and OCC[ℓ − ki + 1] = j′, for all ℓ ∈ [ki + ki−1, m], and sort them lexicographically together
with all the pairs from Ei, using radix sort. Then, scan the resulting sorted list and set
Vi[ℓ] = j′ iff a triplet (j, j′, ℓ) is immediately preceded by the pair (j, j′). Since there is at
most one triplet for each value of ℓ, this requires O(m + |Ei|) total time per segment and
thus O(nm + |E|) time over the whole G.

Let us now focus on computing Vi[ki . . ki + ki−1 − 1]. This portion of Vi corresponds to
partial occurrences of P matching a proper suffix of some string from T [i − 1] and extended
with an occurrence of some string from T [i] stored in OCC[2 . . ki−1]. Note that we cannot
use the same technique as for Vi[ki + ki−1 . . m], because two strings from T [i − 1] can have
equal suffixes. Instead, we scan OCC[2 . . ki−1]: if OCC[ℓ] = j′ ̸= 0, we check whether
bi−1,j [ℓ − 1] = 1 for all (j, j′) ∈ Ei−1, and set Vi[ℓ + ki − 1] = j′ if this is the case. In other
words, we check, for each occurrence of T [i][j′] starting at P [ℓ], whether the suffix of length
ℓ − 1 of some of the strings from T [i − 1] connected to T [i][j′] is equal to P [1 . . ℓ − 1]. This
procedure has a total cost O(Ni−1 + m) because each position of each bi−1,j is accessed at
most once; and each time we read an edge, we access exactly one position of one array b,
thus we read at most Ni−1 edges. This implies a total time O(N) over all segments.

Finally, to check whether some partial occurrence represented by Vi−1[ℓ] = j for ℓ ∈
[m − ki + 2 . . m] can be extended to a full occurrence of P with a proper prefix of some string
from T [i], it suffices to check, for each edge (j, j′) ∈ Ei−1, whether ei,j′ [m − ℓ + 1] = 1. This
requires O(N + mn) total time because each position of each array e is accessed at most
once. We obtain a total time complexity of O(N + mn + |E| log m). ◀

4 Pattern matching in k-D and k-F texts

In this section, we investigate the complexity of the pattern-matching problem in cases where
the text is either a k-D string or a k-F graph. In Section 4.1 we consider the cases where
the pattern is solid; in Section 4.2, the pattern is a k-D string or a k-F graph as well.

4.1 Solid pattern
The problem of finding all the occurrences of a solid pattern of length m in a 1-D string
of length n > m and size N can be seen as an instance of the Subset Matching problem,
defined by Cole and Hariharan [18], for which an O(n log2 m)-time deterministic algorithm
exists [19]1. In this section, we leverage this result to prove sub-quadratic upper bounds for
PvarT(solid,1-F ), PvarT(solid,k-D) and PvarT(solid,k-F ) by reducing each of these
problems to several instances of PvarT(solid,1-D).

1 The upper bound explicitly proved by the authors in the cited paper is O(N log2 N); however, some
observations made by the same authors in [18, Section 4] that lead to better bounds apply, and indeed
the authors state that Subset Matching can be solved deterministically in O(n log2 m) time both in the
abstract of [19] and in their later work [20].
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▶ Theorem 1. PvarT(solid,k-D) can be solved in O(N + kn log2( m
k )) = O(N + N log2 m)

time.

Proof. Let P be a solid pattern of length m and T a k-D string of length n, cardinality
B and total size N . In a preprocessing step, we compute all suffix/prefix and prefix/suffix
overlaps of P and each string in the vocabulary of T . More precisely, for each segment T [i]
we compute two binary arrays bi and ei of length k such that bi[j] = 1 if and only if there is
a suffix/prefix overlap of length j between one of the strings in T [i] and P , and ei[j] = 1 if
and only if there is a prefix/suffix overlap of length j between a string in T [i] and P . The
arrays bi and ei occupy O(kn) = O(N) words of space and can be computed in O(N) time
by e.g. building the generalized suffix tree of all the strings in all segments of T .

Consider the case m > k. Let Pk denote the set of length-k substrings of P and let h(s)
denote the lexicographic rank of s ∈ Pk, to be used as a unique ID for S. The values h(s)
can be computed and stored in O(m) time and space by constructing the suffix tree of P

and annotating the nodes at string depth k (possibly making them explicit) with their rank,
obtained with a lexicographic traversal of the tree. We then obtain from T a new 1-D text T ′

of the same length n by replacing each string s ∈ T [i] such that s ∈ Pk with h(s), ∀ i ∈ [1, n],
and discarding those that do not occur in P . T ′ has total size at most min{B, nm} and can
be constructed in O(N) total time by searching each string of T in the suffix tree of P .

We then construct k instances of PvarT(solid,1-D) using k patterns P (0), . . . , P (k−1)

s.t. P (ℓ) is obtained from P by replacing each non-overlapping fragment of length k by
its ID, starting from position ℓ + 1 and ignoring the possible remaining suffix of length
m − ℓ − k⌊ m−ℓ

k ⌋. The length of P (ℓ) is thus ⌊ m−ℓ
k ⌋. The input of the ℓ-th instance consists

of P (ℓ) and a text T ′(ℓ), obtained from T ′ by removing the IDs that do not appear in P (ℓ).
The k patterns can be constructed by sliding a window of length k over P and searching
each of the corresponding fragments in the suffix tree of P to retrieve their ID in O(m)
total time using the suffix links. T ′(ℓ) has size at most min{B, n m

k } and can be obtained in
O(min{B, n m

k }) time from T ′, thus constructing all of them requires O(N) total time.
We now show that each occurrence of P in T that fully contains at least a string from a

segment of T (which is always the case when m ≥ 2k − 1) corresponds to an occurrence of
some P (ℓ) in T ′(ℓ) for some ℓ ∈ [0, k − 1]. We treat the other occurrences separately, as we
will detail at the end of the proof. The key observation is that if an occurrence of P in T

starts at offset q = k − ℓ + 1 in T [i] and ends at offset r in T [j], then a string from each of
the segments T [i + 1], . . . , T [j − 1] occurs consecutively in P starting from position ℓ + 1; a
prefix of length ℓ of P must match a suffix of some string in T [i]; and a suffix of length r

must match a prefix of some string in T [j]. This implies, by construction, an occurrence of
P (ℓ) in T ′(ℓ) starting at position i + 1; moreover, it must be bi[ℓ] = ej [r] = 1. This gives us
the following algorithm. For each possible offset ℓ = 0, 1, . . . , k − 1:
1. Find the occurrences of P (ℓ) in T ′(ℓ)

2. For each occurrence T ′(ℓ)[i . . j] (note that j = i − 1 + ⌊ m−ℓ
k ⌋), check if it corresponds

to an occurrence of P in T by checking whether bi−1[ℓ] = ej+1[r] = 1 and report an
occurrence T [i − 1 . . j + 1] if this condition holds.

Note that when ℓ = 0 we only need to check whether ej+1[r] = 1 and the corresponding
occurrence is T [i . . j + 1]; and symmetrically, if r = 0, we only check if bi−1[ℓ] = 1, the
occurrence being T [i − 1 . . j]. For a fixed ℓ, Step (1) can be done in O(n log2(m

k )) time
using the algorithm from [19] for subset matching; and Step (2) requires O(1) time per
occurrence. Since each P (ℓ) can occur in at most n positions, the total time for step (2) over
all ℓ = 0, 1, . . . , k − 1 is O(kn) = O(N); and the total time for Step (1) is k · O(n log2( m

k )).



R. Ascone, G. Bernardini, A. Conte, M. Equi, E. Gabory, R. Grossi, and N. Pisanti 14:11

Finally, we can find all the occurrences of P in T that do not fully contain a string from
some segment (which can only happen if m < 2k − 1) in O(N) total time. These occurrences
either (i) span exactly two consecutive segments of T , or (ii) are entirely contained in some
string of some segment. To find all occurrences of type (ii) in O(N) time it suffices to run
e.g. KMP [47]. To find the occurrences of type (i), we scan each array bi: for each j ∈ [1, k]
s.t. bi[j] = 1, we check whether ei+1[m − j] = 1 and report an occurrence if this is the case.
This requires O(kn) total time for all i ∈ [1, n − 1]. ◀

Let us now consider the case where the text is a k-F graph. Let P be a solid string
on an alphabet Σ of length m, let ℓ be an integer which divides m, and let us write
P = P1 . . Pd where |Pi| = ℓ for i = 1 . . d. We define the ℓth spread of P as the string
sprℓ(P ) =

∏d−1
i=1 Pi · $ · Pi+1, where $ ̸∈ Σ. In other words, each fragment of length ℓ Pi is

repeated twice, separated by a gadget letter $, except for the first and last one.
Given a k-F graph G = (T,

⋃n
i=1 Ei) of length n, we define its disentanglement as the

(2k + 1)-D string D(G) = D1 . . Dn−1 where for every i = 1 . . n − 1, the set Di contains every
string t · $ · t′ such that (t, t′) ∈ Ei. We prove the following lemma:

▶ Lemma 19. Given a k-F graph G = (T, E) and a solid string P of length m such
that k divides m, the string sprk(P ) occurs in D(G) if and only if there exists i, j with
P ∈ L(G[i . . j]), namely P occurs in G and can be constructed as a concatenation of entire
successive strings in T [i] . . T [j] that are connected by edges.

Proof. If P ∈ L(G[i . . j]) and P = P1 . . Pd is a factorisation of P in substrings of length k,
then for every ℓ = 1 . . d−1 one has Pℓ ∈ T [i+ ℓ−1], Pℓ+1 ∈ T [i+ ℓ] and (Pℓ, Pℓ+1) ∈ Ei+ℓ−1,
which means that the set D(G)[i+ℓ−1] contains the string Pℓ ·$ ·Pℓ+1, and the concatenation
of those strings for each ℓ is equal to sprk(P ). Conversely, observe that for every ℓ = 1 . . d, one
has sprk(P )[k + 1] = $. If sprk(P ) occurs in D(G), since by construction the letter $ occurs
only at position k +1 of each set in D(G), the occurrence has to start at the first position of a
set, and since k divides m that means that sprk(P ) ∈ L(D(G)[i . . j]) for some 1 ≤ i ≤ j ≤ n.
This implies that for such i, j and for each ℓ ≤ d − 1 one has sprk(P )[(2k + 1)(ℓ − 1) . . (2k +
1)ℓ] ∈ D(G)[i + ℓ − 1]. But we notice that sprk(P )[(2k + 1)(ℓ − 1) . . (2k + 1)ℓ] = Pℓ$Pℓ+1,
which means that Pℓ ∈ T [i + ℓ − 1], Pℓ+1 ∈ T [i + ℓ], and (Pℓ, Pℓ+1) ∈ Ei+ℓ−1. Since this
holds for every 1 ≤ ℓ ≤ d − 1, we deduce that P ∈ L(G[i . . j]). ◀

▶ Theorem 2. PvarT(solid,k-F ) can be solved in O(
√

m(|E| + N log2 m)) time.

Proof (Sketch). Let G = (T, E) be a k-F graph of length n and P = P [1 . . m] be a
solid pattern. Let us first assume that k <

√
m. We construct the disentanglement of

G, which is a (2k + 1)-D string D(G). Let us assume that P occurs in G starting at
position i and ending at position j (we have i < j since k <

√
m). This means, by

definition, that there exist two (possibly empty) strings s, t and P1, . . , Pj−i+1 such that
s · P1 ∈ T [i], Pj−i+1 · t ∈ T [j] and Pℓ−i+1 ∈ T [ℓ] for every i < ℓ < j, and such that
P1 · · · Pj−i+1 = P . We notice that one necessarily has |s| + m + |t| = 0 mod k, hence the
string P1 · $ · P2 · sprk(P2 . . Pj−i) · Pj−i · $ · Pj−i+1 is uniquely determined by |s|, so we call it
sprk

|s|(P ). Writing P̂ = s · P · t, we have that P̂ ∈ L(G[i . . j]), which, by Lemma 19, means
precisely that sprk(P̂ ) occurs in D(G). We can rewrite sprk(P̂ ) = s · sprk

|s|(P ) · t, and we
deduce that P occurs in G with starting offset |s| in some segment if and only if sprk

|s|(P )
occurs in D(G) (observing the occurrences of $ in the constructed strings, every occurrence
of sprk

|s|(P ) is always part of an occurrence of s · sprk
|s|(P ) · t, for some pair s, t having

suitable lengths). To find every occurrence of P in G, we can then search for the k patterns
sprk

0(P ), . . , sprk
k−1(P ) in D(G).
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Notice that D(G) has size O(k|E|). To search for sprk
0(P ), . . , sprk

k−1(P ) we can apply
the algorithm of Theorem 1, however, while therein the algorithm reduces each instance
PvarT(solid, k-D) to k instances of PvarT(solid, 1-D), one for each possible starting
offset of the occurrences of P , here the presence of $ already determines a unique offset for
each sprk

i (P ), thus the time needed for each pattern is only O(n log2 m), implying a time
complexity of O(k|E|+kn log2 m) for all patterns. Finally, to check whether each of the found
occurrences of each pattern is actually an occurrence of the original P in G, we can proceed
as described at the end of the proof of Theorem 1, at an extra cost of O(k|E|) = O(

√
m|E|).

We thus obtain a time complexity of O(
√

m(|E| + N log2 m)) for the cases k <
√

m.
Now consider the case k ≥

√
m. Observe that, in this case, we have n ≤ N√

m
, because it

always holds that n ≤ N
k . By simply applying the algorithm of Theorem 4 in this special

case we obtain a time complexity in O(N
√

m + |E| log m).
Combining the two cases, the total time becomes O(

√
m(|E| + N log2 m)). ◀

4.2 Variable pattern
In this section, we study the complexity of finding all the occurrences of non-solid patterns
into a k-D or k-F text. We begin by formally by extending Definition 15 to the more general
case where both P and T are either GD strings or F graphs.

▶ Definition 20. A GD string or an F graph pattern P of length m has an occurrence
ending at position j in a GD strings or an F graph text of length n if ∃i ∈ [1, j] such that
there exist ℓ ∈ [0, ki − 1] and r ∈ [0, kj − 1] such that L(P ) ∩ L(T ℓ,r[i . . j]) ̸= ∅.

Pattern 1-D and Text 1-D

The case where both P and T are 1-D is well-studied in the literature. In [44], the definition
of indeterminate string coincides with our definition of 1-D string and an O(n log m)-time
algorithm for PvarT(1-D,1-D) for the case of constant-size alphabets is given [44, Lemma 17].
A similar algorithm for constant-size alphabets has also been proposed in [63]. These results
are complemented in [44, Theorem 22] with a quadratic conditional lower bound for the cases
in which the alphabet size is not bounded by a constant.

This lower bound clearly applies also to both PvarT(1-D,k-D), PvarT(k-D,1-D) when
the alphabet size is not constant. In subsection 4.2.1, we prove that, in these cases, a
quadratic lower bound holds even when the alphabet has only three letters.

In subsection 4.2.2, we consider the pattern-matching problem where at least one between
pattern and text is in 1-F and the other is in 1-D. In every possible case, i.e. PvarT(1-D,1-F ),
PvarT(1-F ,1-D), PvarT(1-F ,1-F ), we prove a quadratic conditional lower bound for
constant-size alphabets. This implies that whenever we are considering the PvarT(X, Y )
problem with variable patterns, if at least one between pattern and text is a founder, the
best that we can hope to achieve is a quadratic algorithm.

All the conditional lower bounds rely on a famous conjecture: the Orthogonal Vectors
Hypothesis, which is implied by SETH [45, 67].

▶ Definition 21 (Orthogonal Vectors (OV)). Given two sets X, Y ⊆ {0, 1}d such that
|X| = |Y | = n and d = ω(log n), determine whether there exist x ∈ X and y ∈ Y such that x

and y are orthogonal, namely, x · y =
∑d

i=1 x[i] · y[i] = 0.

Throughout the paper, we will use the instance X = {x1 = 010, x2 = 100, x3 = 011},
Y = {y1 = 001, y2 = 010, y3 = 110} of OV as our running example. Note that x2 = 100,
y2 = 010 is a valid solution since x2 · y2 = 0.
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▶ Definition 22 (Orthogonal Vectors Hypothesis (OVH)). No (deterministic or randomized)
algorithm can solve OV on vector sets X, Y ⊆ {0, 1}d, |X| = |Y | = n, in time O(n2−ϵpoly(d)).

Here we summarize the general idea used in the following proofs. We will start with an
instance of OV: X, Y ⊆ {0, 1}d such that |X| = |Y | = n. Then we construct in O(nd) time a
pattern P and a text T such that there is a match of P in T if and only if there exists a
pair of orthogonal vectors between X and Y . We will ensure that the size of both P and
T is O(nd). In this way, a subquadratic algorithm for matching P in T would imply an
O((nd)(nd)1−ϵ) = O(n2−ϵpoly(d)) time algorithm for OV, which contradicts OVH.

4.2.1 Pattern 1-D, text k-D
We start by introducing a gadget that will be used in several reductions. Given a vector
y ∈ {0, 1}d, let Q(y) be a 1-D string given by d segments Q(y)[h], 1 ≤ h ≤ d, defined as

Q(y)[h] =
{

0
1

}
if y[h] = 0; Q(y)[h] =

{
0
}

if y[h] = 1.

The key property, which is clear by construction, is that a string x matches in Q(y) only if it
encodes a vector orthogonal to y.

▶ Lemma 23. Let x, y ∈ {0, 1}d, then the string x[1]x[2] · · · x[d] matches in Q(y) if and only
if x · y = 0.

▶ Theorem 5. No algorithm can solve PvarT(1-D,k-D) on constant alphabet in O(M1−ϵN)
nor in O(MN1−ϵ) time for ϵ > 0, unless OVH is false.

Proof. Let X, Y ⊆ {0, 1}d, |X| = |Y | = n be an instance of OV. We define a 1-D pattern P

and a k-D text T such that P occurs in T if and only if ∃ x ∈ X, y ∈ Y, x · y = 0. We start
by constructing pattern gadgets Q(yi), for each yi ∈ Y . We then concatenate such gadgets
into a single 1-D pattern using an extra character $ that will force synchronisation with T :

P =
{

$
}

Q(y1)
{

$
}

· · ·
{

$
}

Q(yn).

We remark that the size of P is M = O(nd). To build the text T , we list all the vectors from
X in one segment W , surrounded by n − 1 segments of the form Z = {$0d} on both sides:

T = {$
d times︷ ︸︸ ︷
0 · · · 0} · · · {$0 · · · 0}︸ ︷︷ ︸

n−1 times


$x1[1] · · · x1[d]

...
$xn[1] · · · xn[d]


W

Z

{$0 · · · 0} · · · {$0 · · · 0}︸ ︷︷ ︸
n−1 times

Clearly, T is a (d + 1)-D string of size N = O(nd). The idea is that Z can match any gadget
Q(yi), while W allows matches only from gadgets encoding vectors that are orthogonal to a
vector in X (Lemma 23). Since P has n gadgets of length d, any match of P in T must span
a string in W (see Figure 3). Summing up, if P has a match in T starting at T [i], then it
must start at the first position of T [i] because the $ symbol matches nowhere else. Then i

must be less or equal than n, and the intersection of L(Q(yn−i+1)) and L(W ) must be non
empty, implying that vector yn−i+1 is orthogonal to some vector of X. Therefore, deciding if
there exists a pair of orthogonal vectors between X and Y can be reduced in O(nd) time to
an instance of matching a 1-D pattern P of size O(nd) in a k-D text T of size O(nd). If we
could find a match for P in T in O(N1−ϵM) or O(NM1−ϵ) time, then we could solve OV in
O((nd)(nd)1−ϵ) = O(n2−ϵ poly(d)) time, which constradicts OVH. ◀
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Figure 3 Example of the pattern and text constructed from X = {010, 100, 011} and Y =
{001, 010, 110} in the proof of Theorem 5. The highlighted paths represent an occurrence of P in
T , which identifies two orthogonal vectors: x2 = 100 ∈ X and y2 = 010 ∈ Y . The dashed lines are
drawn to emphasise the synchronisation forced by the symbol $.

▶ Theorem 6. No algorithm can solve PvarT(k-D,1-D) on constant alphabet in O(M1−ϵN)
nor in O(MN1−ϵ) time for ϵ > 0, unless OVH is false.

Proof. The reduction is entirely analogous to that of Theorem 5, except now we define a 1-D
text T =

{
$
}

Q(y1)
{

$
}

· · ·
{

$
}

Q(yn) and (d + 1)-D pattern P = W of length 1 containing
all the vectors from X. We can conclude as before. ◀

Remark that in both Theorems 5 and 6 we have k = ω(log n); it remains open whether there
exist subquadratic algorithms when k = O(log n).

4.2.2 Pattern 1-F , text 1-D
In the following proofs we will use a three-level strategy first introduced in [33, 31].

We start by defining the two underlying 1-D strings P and T (one for the pattern
and one for the text) common to all the 1-F graphs in the reductions of this section. Let
X, Y ⊆ {0, 1}d, |X| = |Y | = n be any instance of OV. T and P are over the alphabet
Σ = {0, 1, u, b, $}. The role of the letters u and b is to identify parts of the segments that
we will call their upper and bottom level. We build P as the concatenations of n 1-D string
gadgets, one for each vector of X: given xi ∈ X, we define

p(xi) =


u

xi[1]
b

 · · ·


u

xi[d]
b

 .

We add the symbol $ at the beginning and end of the pattern to force the occurrences to
start/end in some specific parts of the text. The complete 1-D pattern then is

P = {$}p(x1)p(x2) · · · p(xn){$}, (1)

thus |P | = nd + 2 = O(nd) and ∥P∥ = 3nd + 2 = O(nd) (see Figure 4 for an example).
To build text T , we consider three different 1-D strings: Tleft, T ⊥ and Tright. The 1-D

string Tleft consists of a single segment {$} followed by n − 1 gadgets Uleft = {u}d−1
{

$
u

}
.

In a symmetric way, Tright consists of n − 1 gadgets Uright =
{

b

$

}
{b}d−1 followed by {$}.

The 1-D string T ⊥ is built using a slight variation of the gadgets Q(yi) (see proof
of Theorem 5) extended with a three-level structure. Given yj ∈ Y , we define T ⊥

j [1] =
{u} ∪ Q(yj)[1] ∪ {b, $}, T ⊥

j [h] = {u} ∪ Q(yj)[h] ∪ {b} for 2 ≤ h ≤ d − 1 and T ⊥
j [d] =

{u, $} ∪ Q(yj)[d] ∪ {b}. We define T ⊥ as the concatenation of T ⊥
1 · · · T ⊥

n . Finally, the full
1-D text T is the concatenation of Tleft, T ⊥ and Tright (see Figure 5 for an example):
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Figure 4 Example of a 1-D pattern P and 1-F text GT constructed from X = {010, 100, 011} and
Y = {001, 010, 110} following the proof of Theorem 7. Highlighted paths show some occurrences of P

in T , given by the string $uuu100bbb$ ∈ L(P ) which belongs also to L(T [4 . . . 14]) and L(T [7 . . . 17]).
This corresponds to the fact that x2 = 100 is orthogonal to y1 = 100 and y2 = 010.

T = {$}Un−1
left T ⊥

1 · · · T ⊥
n Un−1

right{$} (2)

We remark that the size of T is O(nd), since it is built from three 1-D strings of size O(nd).

▶ Theorem 7. No algorithm can solve PvarT(1-D,1-F ) on constant alphabet in O(M1−ϵN)
nor in O(MN1−ϵ) time for ϵ > 0, unless OVH is false.

Proof. Let X, Y ⊆ {0, 1}d, |X| = |Y | = n and Σ = {0, 1, u, b, $}. We build the pattern
P as in Equation (1). To build text GT , we consider T as in Equation (2) and we first
separately construct three different 1-F graphs: Gleft = (Tleft, Eleft), G⊥ = (T ⊥, E⊥) and
Gright =(Tright, Eright). The set of edges Eleft of Gleft contain every possible edge between
consecutive segments except for that of type (u, $), which has no incoming edge to $.
Symmetrically, the set Eright of Gright contains every possible edge between consecutive
segments except for the one of the form ($, b), which has no outgoing edge from $.

To define E⊥, we first define the edges for each T ⊥
j . For these gadgets, we allow all the

edges of the form (u, u), (b, b) and (x, y) for any x, y ∈ {0, 1}. In this way, any matching
string of L(P) passing through T ⊥

j must follow the upper level identified by letters u, the
bottom level identified by letters b or the orthogonal level corresponding to Q(yj) (recall
that any string x ∈ {0, 1}d matches Q(yj) if and only if x · yj = 0). To complete E⊥, for all
consecutive segments T ⊥

i [d] and T ⊥
i+1[1] we build two sets of edges: the first connects the

upper level of T ⊥
i [d] (i.e. u and $) to the upper and orthogonal level of T ⊥

i+1[1]; the second
connects the orthogonal and bottom level of T ⊥

i [d] with the bottom level of T ⊥
i+1[1] (i.e. b

and $). Finally, GT = (T, ET ) is the union of Gleft, G⊥ and Gright where we add to ET all
the edges from the last segment of Tleft to the upper level and orthogonal level of T ⊥

1 [1] and
all the edges from the orthogonal and bottom level of T ⊥

n [d] to the first segment of Tright.
We remark that |ET | = O(nd), thus since ∥T∥ = O(nd), the size of GT is O(nd).

From the construction of the edges, we have that the only allowed edges from $ are
($, u), ($, 0) and ($, 1) and the only allowed edges to $ are (0, $), (1, $) and (b, $). Hence, the
pattern must start either on the upper level or in Gleft and finish either on the bottom level
or in Gright. Since the bottom level (thus also Gright) can be reached only after reading the
orthogonal level, we deduce by Lemma 23 that the pattern has a match in GT if and only if
xi matches with Q(yj) for some i, j, namely xi · yj = 0. See Figure 4 for an example. ◀

▶ Theorem 8. No algorithm can solve PvarT(1-F ,1-D) on constant alphabet in O(M1−ϵN)
nor in O(MN1−ϵ) time for ϵ > 0, unless OVH is false.
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Figure 5 Example of a 1-F pattern GP and a 1-D text T constructed from X = {010, 100, 011}
and Y = {001, 010, 110} following the proof of Theorem 8, with occurrences of GP in T highlighted.

Proof. Let X, Y ⊆ {0, 1}d, |X| = |Y | = n and Σ = {0, 1, u, b, $}. We build the text T as
in Equation (2). To build the pattern GP = (P, EP ), we consider P as in Equation (1)
and we construct the set of edges EP with the same criteria used for GT in the proof of
Theorem 7. At the beginning of the pattern, we add the edges ($, u), ($, x1[1]), and at the
end we add the edges (xn[d], $) and (b, $). For each xi ∈ X, we add to p(xi) all the edges
of the form (u, u), (b, b) and (x, y) for any x, y ∈ {0, 1}. Instead, from p(xi) to p(xi+1) we
add the edges: (u, u), (u, xi+1[1]), (xi[d], b), (b, b). Clearly, |EP | ≤ 4nd = O(nd), thus the
size of GP is ∥P∥ + |EP | = O(nd). Furthermore, we can deduce that the language of GP is
L(GP ) = {$u(i−1)d · xi · b(n−i)d$ : i = 1, . . . , n}. Remark that each xi is over the alphabet
{0, 1}. Thus, because of the position of the symbol $, Lemma 23 applies, that is, there is an
occurrence of P in T if and only if xi matches with Q(yj) for some i, j, namely xi · yj = 0.
See Figure 5 for an example of this reduction. ◀

Finally, the following result directly follows from a reduction that uses GT as in the proof
of Theorem 7 and GP as in the proof of Theorem 8.

▶ Theorem 9. No algorithm can solve PvarT(1-F ,1-F ) on constant alphabet in O(M1−ϵN)
nor in O(MN1−ϵ) time for ϵ > 0, unless OVH is false.

5 Open Problems

After this work, for almost all combinations of variable strings X and Y , problem
PvarT(X, Y ) received either a truly subquadratic upper bound or a quadratic lower bound
conditioned on SETH. Notably, two cases are left open: when X = solid and Y = GD,
and when X = solid and Y = F . In these cases, our algorithms, although subquadratic in
some cases, are quadratic in the worst case and no lower bound is known. These problems
correspond to the yellow cells in the first row of Table 1. Notice that the other yellow cell,
that is X = 1-D and Y = 1-D, is a completely solved case for which all bounds are known.
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