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Abstract

Similarity caching allows requests for an item to be served by a similar item.

Applications include recommendation systems, multimedia retrieval, and ma-

chine learning. Recently, many similarity caching policies have been proposed,

like SIM-LRU and its generalization RND-LRU, but the performance analysis of

their hit ratio is still wanting. In this paper, we show how to extend the popular

time-to-live approximation in classic caching to similarity caching. In partic-

ular, we propose a method to estimate the hit ratio of the similarity caching

policy RND-LRU. Our method, the RND-TTL approximation, introduces the

RND-TTL cache model and then tunes its parameters in such a way as to mimic

the behavior of RND-LRU. The parameter tuning involves solving a fixed point

system of equations for which we provide an algorithm for numerical resolution

and sufficient conditions for its convergence. Our approach for approximating

the hit ratio of RND-LRU is evaluated on both synthetic and real-world traces.

Keywords: Similarity caching, Time-to-live approximation, Performance

evaluation

1. Introduction

Many applications require to retrieve items similar to a given user’s request.

For example, in content-based image retrieval [1] systems, users can submit an

image to obtain other visually similar images. A similarity cache may intercept

the user’s request, perform a local similarity search over the set of locally stored

items, and then if the search result is evaluated satisfactorily, provide it to the

user. The cache may thus speed up the reply and reduce the load on the server,
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at the cost of providing items possibly less similar than those provided by the

server.

Originally proposed for content-based image retrieval [1] and contextual ad-

vertising [2], similarity caches are now a building block for a large variety of

machine learning based inference systems for recommendations [3], image recog-

nition [4, 5] and network traffic [6] classification. In these cases, the similarity

cache stores past queries and the respective inference results to serve future sim-

ilar requests. Motivated by the large number of applications, much effort has

been devoted recently to formalize similarity caching [7, 8] as well as to propose

new caching policies [9, 10, 11].

RND-LRU is a randomized similarity caching policy proposed in the seminal

paper [2]. It is a variant of the least recently used (LRU) policy adapted to the

similarity caching setting. We still lack an analytical evaluation of RND-LRU’s

performance. The aim of this paper is to fill this gap. Our objective is to

compute the hit ratio, i.e., the fraction of requests satisfied by the RND-LRU

cache.

Computing the hit ratio is a challenging task, even for the classic LRU

policy under the Independent Reference Model (IRM), [12]. Its computational

cost is exponential in both the cache size and the number of items [13, 14].

The so-called Che’s or time-to-live (TTL) approximation is a highly efficient

method for accurately estimating the hit ratio of LRU under IRM [15, 16].

The TTL approximation leverages the analysis of an opportune cache—which

benefits from decoupling caching decisions across items—and utilizes its hit

ratio as an estimate for the hit ratio of LRU. Many studies [12, 17, 18, 19]

have provided theoretical support to the TTL approximation under different

assumptions regarding the request process.

As items in a RND-LRU cache are strongly coupled, analyzing RND-LRU

becomes even more challenging. In fact, in classic caching, an item in the cache

serves only requests for itself, while in similarity caching, a cached item can

serve requests for a set of similar items as long as neither these nor their most

similar items are cached.
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In this paper, we extend the TTL approximation to RND-LRU, by intro-

ducing the RND-TTL approximation; the latter is based on a novel similarity

caching model, that we call RND-TTL. This approximation involves tuning the

parameters of the RND-TTL model to estimate the hit ratio of RND-LRU. We

stress that there has been no prior analysis of the performance of RND-LRU.

Our contributions can be summarized as follows:

• We propose a novel similarity caching model named RND-TTL and we

compute its hit ratio under IRM.

• We derive constraints on the RND-TTL cache model’s parameters to ap-

proximate RND-LRU’s hit ratio.

• The parameter tuning process for the RND-TTL model involves solving

a system of fixed point equations; we present a parameterized iterative

algorithm to solve this system and provide a practical method for selecting

the algorithm’s parameter.

• We provide sufficient conditions for the iterative algorithm to converge.

• We evaluate the accuracy of our RND-TTL approximation to estimate the

hit ratio of RND-LRU on both synthetic and real-world traces.

This paper revisits and extends our previous work [20]. In particular, we

have reframed the analysis of the RND-LRU cache after introducing the RND-

TTL approximation. Also, the convergence results of the iterative algorithm

are new.

The rest of the paper is organized as follows: We present background mate-

rial on similarity caching and the TTL approximation in Section 2 and introduce

notation and assumptions in Section 3. We define the RND-TTL approximation

in Section 4 and explain our iterative algorithm for tuning the parameters of the

RND-TTL cache in Section 5. We evaluate the performance of our RND-TTL

approximation in Section 6 on both synthetic and real word traces and summa-

rize our findings in Section 7. We provide detailed proofs and supplementary

material in the appendices (Appendix A–Appendix L).
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2. Background

2.1. Similarity Caching

2.1.1. Similarity Search

In similarity search systems, users can query a remote server, storing a

set of items I, to send the k most similar items to a given item n, according

to a specific definition of similarity. In practice, items are often represented

by Euclidean vectors (called embeddings) [21] so that the dissimilarity cost,

dis(., .) : I2 −→ R+, can be selected to be an opportune distance between the

embeddings.

An instance of a similarity search system is the content-match system, which

serves as a component in Internet advertising frameworks. Its purpose is to

display contextual advertisements (ads) on a publisher’s webpage upon user

access [2]. Specifically, the task involves sending a set of k relevant ads to a

page, taking into account both its content and the user profile. To evaluate the

appropriateness of an ad for a particular page, a common approach involves rep-

resenting both the page and the ad as vectors within the same high-dimensional

metric space. The distance between these representative vectors acts as a mea-

sure of suitability, where a smaller distance signifies a higher suitability of the

ad for the page. In this context, the content-match system conducts a similarity

search to identify the k most relevant ads for the page.

Another example of a similarity search system is the Content-Based Image

Retrieval (CBIR) system, which answers queries for an image by the k most

similar images [1]. The similarity between images is measured via the distance

between their representative vectors in a high-dimensional metric space.

2.1.2. Similarity Cache

In practical scenarios, meeting the time constraints for similarity search

queries becomes challenging, especially when dealing with a large catalog size.

Addressing this challenge, the seminal papers [1, 2] advocate deploying a cache

near users. This cache, known as a similarity cache, operates by maintaining
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a key-value pair for each item in a subset S of I, where S has cardinality C. The

key of an item n in S is its identifier, whereas the value of n is a list containing

the k′ ≥ k closest items to n (including n), and their corresponding embeddings,

within the set I. It follows that the similarity cache stores W ≤ C · k′ distinct

items. A similarity caching policy may directly answer a similarity search query

for an item n by selecting k items out of the W cached items based on a simi-

larity measure between items’ embeddings. The similarity caching policy may

then provide answers potentially different from the actual k closest neighbors.

For example, SIM-LRU [2] is a similarity caching policy that operates in two

steps to answer a similarity search for an item n:

1) it locates the closest item to n in S, namely n̂,

2) if n̂ is found to be similar enough to n, SIM-LRU performs a k-nearest-

neighbors search for n within n̂’s value, that is, within the k′ items that

are closest to n̂, and answers n’s request with the resulting k items.

It follows that having a larger k′ improves the quality of the approximate answer

for the similarity search. Finally, a similarity cache reduces fetching costs at the

expense of approximate answers, offering an efficient solution for handling time-

sensitive similarity search queries.

2.1.3. Hit Ratio and Utility

Exact caching policies aim at maximizing the hit ratio given a fixed cache

capacity. In similarity caching, however, hits include both exact and approxi-

mate ones. Therefore, a policy that maximizes the hit ratio might be settling

for low-quality answers.

Neglia et al. [7] introduced an objective for similarity caching policies. They

assume the existence of a nonnegative approximation cost for serving requests

for an item x with another item y, denoted Ca(x, y). They also assume a

fixed cost Cr for retrieving an item from the original server. The objective of

the similarity caching policy is to minimize the total incurred cost over a time

horizon.
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An earlier formulation for an objective for similarity caching policies was

proposed by Pandey et al. [2]. They assume that there exists a utility func-

tion that quantifies the satisfaction of the users by the answers provided via

the similarity caching policy. The objective for similarity caching proposed by

Pandey is to maximize the utility function under a constraint on the maximum

tolerated delay. This constraint is application-dependent and can be expressed

as a restriction on the minimal hit ratio.

Observe that adjusting the criterion of similarity between items in a simi-

larity caching policy provides some flexibility. A looser criterion increases the

portion of approximate hits with respect to exact hits thereby decreasing si-

multaneously the average response delay and the utility function. On the other

hand, a stricter similarity criterion reduces the prevalence of approximate hits

and as a result, the hit ratio decreases whereas the average response delay and

the utility function both increase. Our contribution in this paper is to quantify

the hit ratio of the RND-LRU policy for a given criterion of similarity.

2.1.4. RND-LRU and SIM-LRU similarity caching policies

In exact caching, LRU manages a list of cached item keys based on access

order. When the LRU cache receives a request for an item n, it checks its

presence. If n is cached, the request is a hit, and the response is sent immediately

to the user, moving n’s key to the list’s front. Otherwise, the request is a miss,

and the request goes to the server. Upon obtaining n from the server, it is added

to the cache, and its key is placed at the front of the list. The least recently

used item (bottom of the list) is evicted, maintaining the fixed cache size.

RND-LRU [2] is a popular randomized LRU-based similarity caching policy.

RND-LRU maintains LRU’s procedure but adapts the hit definition for simi-

larity caching. RND-LRU keeps an ordered list, L, of the items in the set S,

defined in Section 2.1.2. Unlike LRU, even if n is not in L, RND-LRU can con-

sider a request for n a hit. RND-LRU can answer n’s similarity search request

using its closest item in S, namely, n̂ ≜ argminm∈L dis(n,m). More specifically,

the request for n is probabilistically answered by sending k closest neighbors of
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n among n̂’s k′ closest neighbors. RND-LRU’s randomness lies in parameters

q = (qm(n))n,m∈I2 . For every pair of items n and m, qm(n) denotes the prob-

ability that a candidate item m is used to respond to a query for n, given that

m = n̂. The function qm(n) decreases with the dissimilarity between m and n.

Algorithm 1: RND-LRU [2]
1: Input:

2: Sequence of requests (r1, . . . , rJ) of lentgh J

3: Initial ordered list of cached items L0 = (l0,1, . . . , l0,C)

4: Probabilities (qn(m))n,m∈I2

5: Output:

6: Ordered list of cached items at each time step j ∈ {1, . . . , J}.

7: Algorithm:

8: for j = 1 to J do

9: Lj = (lj,1, . . . , lj,C)← Lj−1

10: Compute the closest item to rj in Lj−1 as r̂j = argminm∈Lj−1
dis(rj ,m)

11: Generate a uniform random number δ ∈ [0, 1]

12: if δ ≤ qr̂j (rj) then

13: Case 1: Hit, encompassing exact hit and approximate hit

14: Lj ←MoveToFront(Lj−1, r̂j)

15: else

16: Case 2: Miss

17: Lj ←InsertAtFront(Lj−1 \ lj−1,C , rj)

18: end if

19: end for

20: return L1, . . . , LJ

The details of RND-LRU are presented in Algorithm 1. Upon receiving a

request at time step t for item rt, RND-LRU locates the closest item to rt in

the cache, denoted as r̂t (line 10). A random sample δ is generated uniformly

at random in the interval between 0 and 1 (line 11). If δ ≤ qr̂t(rt) we have a
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Table 1: Table of notation.

Basic parameters

I set of items

N = |I| catalog size

C cache capacity

λn arrival rate of requests for item n

dis(·, ·) function measuring the dissimilarity between items

d similarity threshold

RND-LRU and R-TTL

LRND-LRU(t) ordered list of cached items in RND-LRU at time t

Ω̃ state space of {LRND-LRU(t), t ≥ 0}

Tn initial timer duration for item n in R-TTL

π̃ limiting distribution of {LRND-LRU(t), t ≥ 0}

µ limiting distribution of the set of cached items in R-TTL

λ̃i
n insertion rate of item n in RND-LRU

λ̃r
n refresh rate of item n in RND-LRU

H hit ratio of RND-LRU

qn(m) probability to use candidate n to serve a request for m

N (n) neighbors of item n

N c[n] neighbors of item n including n

Nm(n) items in N (n) strictly closer to n than m

N c
m[n] items in N c[n] strictly closer to n than m

RND-TTL

SRND-TTL(t) set of cached items in RND-TTL at time t

Ω state space of {SRND-TTL(t), t ≥ 0}

π limiting distribution of {SRND-TTL(t), t ≥ 0}

pin insertion probability of item n given that n is not cached

λi
n insertion rate of item n given that n is not cached

λr
n timer refresh rate of item n given that n is cached

Xn(t) 1 if item n is in cache at time t and 0 otherwise

on fraction of time item n spent in the cache

hn hit probability of item n

Tn initial timer duration for item n
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hit (line 12), and the query for rt is answered using the k closest neighbours

of rt among the k′ neighbours of r̂t. Note that hits include approximate hits

and exact hits (r̂t = rt). After a hit, the cache is rearranged by moving r̂t’s key

to the front of the list (line 14). Alternatively, if δ > qn̂(n) we have a miss: the

request is forwarded to the original server to retrieve the list of k′ closest items

to rt in I, out of which the closest k items are provided to the user. RND-LRU

evicts the least recently used key at the bottom of the list and its corresponding

key-value pair in the cache. It then inserts the new key for rt at the front of the

list and the corresponding key-value pair into the cache (line 17).

SIM-LRU [2] is also an LRU-based similarity caching. It has a similarity

threshold d and uses n̂ to serve n’s request only if dis(n, n̂) ≤ d. SIM-LRU

is a particular case of RND-LRU such that qm(n) = 1 if dis(m,n) ≤ d and

qm(n) = 0 otherwise. Note that LRU is equivalent to RND-LRU when k′ = k =

1, qm(n) = 1 if m = n and qm(n) = 0 otherwise.

2.2. TTL Approximation for LRU Cache

2.2.1. TTL Cache

Time to Live (TTL) serves as a mechanism to limit the duration of data

within a network. Various applications, such as Content Delivery Networks

(CDNs) and the Domain Name System (DNS), leverage TTL to dictate the

eviction time for cached items [22, 23, 24, 25]. In TTL caching policies, each

cached item is associated with a timer, triggering eviction upon timer expiration.

Analyzing the hit ratio is more straightforward in a TTL cache than in an LRU

cache thanks to the decoupling of caching decisions across items in the former.

The seminal work by Jung et al. [26] introduces an analytical model for the

hit ratio of a TTL cache, assuming that the inter-arrival times for each item

are i.i.d. random variables, characterizing the request process as a renewal

process. Subsequent research has explored adapting TTL choices to the request

process [27, 28], and the analysis has been extended to encompass a network of

TTL caches [16, 23, 24, 29]. A comprehensive overview of TTL caching policies

is provided in [30].
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TTL caches are efficient modeling tools to analyze caching policies [31]. In

particular, a TTL caching policy with timers resets per hit was proposed as a

model for LRU [12, 15]. This TTL caching policy has enough storage for all

items, and assigns a deterministic timer with value Tn to each item n whose

expiration triggers eviction. Upon a request for a noncached item n, i.e., a miss,

n is added to the cache with a timer duration of Tn. Conversely, when a request

for a cached item n is received, i.e., a hit, the timer associated with n is reset

to the original value Tn. In this paper, except otherwise noted, we refer to TTL

caches with resets per hit simply as TTL caches.

2.2.2. TTL Approximation

Fagin [12] proposes an efficient method to estimate, under IRM, the hit ratio

of the LRU caching policy. This method approximates the hit ratio of LRU, with

the hit ratio of a discrete-time TTL cache1 with a specific choice of TTL values.

Specifically, the TTL value Tn for each item n is set to the characteristic time

tC [15], which guarantees that the expected number of cached items in the TTL

cache is equal to the cache capacity C of the LRU cache. This approximation is

proven to be asymptotically accurate [12]. Che et al. [15] rediscovered Fagin’s

method under Poisson requests. Fagin’s approximation is later extended to

other caching policies and under more generalized assumptions on the request

process [17, 18, 19, 31, 32], earning the name TTL approximation in the

literature.

In a discrete-time TTL cache, a hit for item n occurs whenever two con-

secutive requests for n are separated by strictly less than Tn requests. Under

IRM, the request for any item n occurs with probability pn independently of

past requests, and then the hit probability for n in a discrete-time TTL cache

is given by hn = 1 − (1 − pn)
Tn . Fagin’s approximation is thus equivalent to

1A discrete-time TTL policy is equivalent to the working set policy used by Fagin.
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setting, for every n, Tn to the characteristic time tC which verifies:∑
n∈I

(
1− (1− pn)

tC
)
= C. (1)

The above expression allows the computation of tC , e.g., by using a bisection

method. The hit ratio for LRU, H, is then approximated as:

H ≈
∑
n∈I

pn
(
1− (1− pn)

tC
)
. (2)

Another variant of the TTL approximation assumes for every item n that

the request process is Poisson with rate λn, i.e., the inter-arrival time for n is

exponentially distributed with mean 1/λn [15, 17]. This approach is similar

to Fagin’s method where for every n, Tn is set to the characteristic time tC .

However, the hit probability for n in the TTL cache becomes:

hn = 1− e−λntC , (3)

and tC verifies: ∑
n∈I

(
1− e−λntC

)
= C. (4)

The hit ratio of LRU is then approximated as

H ≈
(

1∑
i∈I λi

)
·
∑
n∈I

λn

(
1− e−λntC

)
. (5)

The assumption of a Poisson request process for every item n is a particular case

of IRM where the corresponding probability for n to be requested is λn/
∑

i∈I λi.

This specific IRM assumption leads to a formula for estimating the hit ratio of

LRU (see (5)) different from the formula proposed by Fagin (see (2)). However,

while the additional Poisson assumption is relevant for the hit probability of the

TTL cache, the hit ratio of LRU is insensitive to this additional assumption.

Indeed, both (2) and (5) are asymptotically accurate approximations to LRU

under suitable conditions [12, 17, 19].

3. Notation and Assumptions

Recall from Section 2.1.4 that the use of key-value pairs in SIM-LRU and

RND-LRU essentially converts the search for the k closest items into a search
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for the closest item key in the cache. To lighten the presentation, we will simply

say from now on that the similarity cache replies to a request for n with the

closest item in the cache.

We list in Table 1 the main notation that we use. We assume equal size

items and, as in [21], assume that they can be represented by Euclidean vectors,

such that an opportune distance between vectors informs on the dissimilarity

cost, dis(., .), between pairs of items. We maintain the same notation used in

Section 2: I denotes the set of items with |I| = N , n̂ is the closest cached

item to n, RND-LRU is parameterized by the vector q = (qm(n))n,m∈I2 , where

qm(n) is the probability that a candidate item m is used to reply to a query for

n given that m = n̂, and SIM-LRU is parameterized by the similarity threshold

d. We assume that qn(n) = 1.

Under RND-LRU a request for item n could be served by an item m such

that qm(n) > 0. Therefore, it is convenient to define for n the set of such

candidates items as N c[n] ≜ {m ∈ I : qm(n) > 0}. We call the elements

in N c[n] distinct from n the neighbors of n and denote their set as N (n) ≜

N c[n] \ {n}. For convenience, we define similarly the sets Nm(n) and N c
m[n]:

these are the respective subsets of N (n) and N c[n], designating items that are

closer to n than m is. Namely, Nm(n) ≜ {l ∈ N (n) : dis(n, l) < dis(n,m)}

and N c
m[n] ≜ {l ∈ N c[n] : dis(n, l) < dis(n,m)}. We denote the ordered list

of cached items at any time t in RND-LRU as LRND-LRU(t). As commonly used,

1(A) stands for the indicator function that A is true.

Throughout the paper, we assume that requests for items follow the Indepen-

dent Reference Model (IRM). We also make use of the following assumptions.

Assumption 1. Requests for items are mutually independent Poisson processes.

The request rate for item n is λn and
∑

i∈I λi = 1.

Assumption 1 is a particular case of IRM where the probability of a request

for item n coincides with its request rate. However, while Assumption 1 is

relevant for the hit probability of the TTL-based similarity caching model that

we introduce later, our approximation for the hit ratio of RND-LRU can be
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employed under the more general IRM assumption. For the sake of simplicity,

we refer to both the rate of the request of item n and its probability of being

requested as λn. Under Assumption 1, the ordered list of cached items in RND-

LRU, namely {LRND-LRU(t), t ≥ 0}, is a continuous time Markov chain with finite

state space denoted as Ω̃.

Assumption 2. {LRND-LRU(t), t ≥ 0} has a limiting distribution that we denote

as π̃ = (π̃L)L∈Ω̃.

Assumption 2 eliminates cases where the hit ratio of RND-LRU depends on

the initial list of cached items LRND-LRU(0). This assumption is verified when

RND-LRU’s Markov chain is irreducible. A sufficient condition for irreducibility

is that qm(n) < 1 for every n ̸= m.

Assumption 3. Items in N (n) can be strictly ordered according to their dis-

similarity with respect to n, i.e., for any m, l ∈ N (n) and m ̸= l, we have

dis(n,m) ̸= dis(n, l).

4. RND-TTL Approximation for Similarity Caching

Inspired by the TTL approximation that allows us to approximate the hit ra-

tio of an LRU cache, we introduce in this section the RND-TTL cache model and

the RND-TTL approximation method to estimate the hit ratio of RND-LRU.

Firstly, in Section 4.1, we describe the RND-TTL cache model, highlighting

its specific characteristics. Secondly, in Section 4.2, we explain how the RND-

TTL model can capture the dynamics and behavior of RND-LRU. Thirdly,

in Section 4.3, we present the RND-TTL approximation that imposes specific

constraints on the RND-TTL caches’ parameters to estimate the hit ratio of

RND-LRU.

4.1. The RND-TTL Caching Model

Our objective in this section is to introduce a caching model that allows

to extend the TTL approximation in the scope of estimating the hit ratio of
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RND-LRU. We present in the following a first extension (called R-TTL) of the

TTL cache. While intuitive, this extension suffers from strong coupling between

items, which led us to devise another extension (called RND-TTL) enabling us

to estimate the hit ratio.

4.1.1. R-TTL: A TTL-Based Similarity Caching Policy

In contrast to the conventional Least Recently Used (LRU) caching strategy,

RND-LRU, as detailed in Section 2.1.4, deviates solely in its characterization of

hits or misses by permitting approximate hits. The Time-to-Live (TTL) cache,

illustrated in Section 2.2.1, has been demonstrated to asymptotically capture

the performance of LRU when its parameters are selected according to the TTL

approximation in Section 2.2.2.

Building upon this understanding, we introduce a natural extension of the

TTL cache tailored to emulate RND-LRU, denoted as R-TTL. This caching pol-

icy encompasses parameters that include the timers durations (Tn)n∈I , akin to

those in a TTL cache, and (qm(n))n,m∈I2 , where qm(n) refers to the probability

that a request for item n is satisfied by item m under the condition that m is the

closest to n in the cache. R-TTL maintains an analogous procedural framework

as the TTL cache but embraces RND-LRU’s definition of hits or misses.

We provide Algorithm 3 (in Appendix A) that can be used to simulate R-

TTL. Observe how RND-LRU (see Algorithm 1) and R-TTL have in common

the rules used to determine when and if items should be used to serve a given

request. However, whereas an item in a RND-LRU cache can be evicted as a

result of a request arrival that cannot be served, in R-TTL evictions occur after

TTL reaches zero. In addition, a refresh in a RND-LRU cache corresponds to

a “move to front” operation, whereas in R-TTL, it corresponds to a TTL reset.

Note that R-TTL is versatile, as we can adjust the hit probability of an item n

by controlling its timer duration Tn.

A natural extension of the TTL approximation, presented in Section 2.2.2,

to RND-LRU, is to approximate the hit ratio of RND-LRU with the hit ratio

of R-TTL, such that for every item n, the timer duration Tn is set to the
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characteristic time guaranteeing that the expected number of cached items in

R-TTL is equal to the cache capacity C of RND-LRU. Unfortunately, while

caching decisions are decoupled in a TTL cache, it is not the case for R-TTL

because (i) an item might not be admitted in the cache if one of its neighbors

is cached and (ii) an item’s timer might be reset by requests for one of its

neighbors. The coupling in the caching decisions of R-TTL makes computing

its hit ratio or the characteristic time challenging even under IRM and hence

also the application of the TTL approximation. For this reason, we propose

another TTL cache model for RND-LRU, inspired by R-TTL, that decouples

the caching decisions. We refer to this TTL cache model as RND-TTL.

4.1.2. RND-TTL Model for RND-LRU

The RND-TTL cache model is parameterized by the vector of TTLs T =

(Tn)n∈I and by two additional vectors λr = (λr
n)n∈I and pi = (pin)n∈I as

described next. The parameters T and λr dictate how long items remain in the

cache, while pi characterizes the cache insertion probability.

In the RND-TTL cache, each item is assigned a timer upon its insertion

in the cache and is evicted from the cache when its timer expires. Item n’s

timer is initialized with the duration Tn and is reset to Tn, when n is cached,

according to a Poisson process with rate λr
n (the superscript “r” refers to “reset”

or “refresh”).

Upon a request for an item n, either n is in the cache and is used to fulfill

the request or it is not in the cache which gives rise to the two following possible

scenarios:

• The request for n results in a cache miss and consequently item n is

inserted into the cache. This scenario occurs with probability pin (the

superscript “i” refers to “insertion”).

• The request is fulfilled by the nearest item to n in the cache2, which occurs

with probability 1− pin.

2We assume that the cache statically stores a tombstone item whose distance to all items
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Note that the above model is inspired by the behavior of R-TTL described

in the previous section while ensuring that the dynamics of items are decoupled

from each other as in traditional TTL systems. Indeed, upon a request for a

noncached item n, the insertion probability of n depends on the set of cached

items in R-TTL while it is always equal to pin in RND-TTL. Moreover, a request

for an item m might reset item n’s timer, when n is cached in R-TTL, while the

reset process for item n’s timer is Poisson with rate λr
n independently from other

items’ requests in RND-TTL. The parameters λr
n and pin can be set according

to the modeling purposes. We show later on that T, λr and pi can be set in

such a way as to capture the behavior of RND-LRU, with the coupling between

items reflected through a parametrization of these values.

4.1.3. Occupancies in RND-TTL

We are interested in computing the fraction of time on spent by item n

in the RND-TTL cache in the stationary setting. Let {Xn(t), t ≥ 0} be the

stochastic process taking value 1 when item n is in the cache and 0 otherwise.

The occupancy on is formally written as follows.

on ≜ lim
t→+∞

1

t

∫ t

0

1(Xn(u) = 1) du . (6)

Proposition 1 (Occupancy). Under Assumption 1, the occupancy in the

RND-TTL cache of item n is expressed as:

on =

(
1

λi
n

· λr
n

eλ
r
nTn − 1

+ 1

)−1

, (7)

where

λi
n = λn · pin . (8)

Proof. The result follows from a renewal argument, where E
[
TOn
n

]
and E

[
TOff
n

]
are the mean time that an item resides on and off the cache, per cycle,

on =
E
[
TOn
n

]
E [TOff

n ] + E [TOn
n ]

=

(
E
[
TOff
n

]
· 1

E [TOn
n ]

+ 1

)−1

. (9)

is infinite. Whenever a request arrives in an empty cache, the tombstone item is returned as

the closest item in the cache.
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In the above expression, E
[
TOn
n

]
is the mean duration of a busy period of an

M/D/∞ queue with arrival rate and mean residence time given by λr
n and Tn,

respectively,

E
[
TOn
n

]
=

1

λr
n

(
eλ

r
nTn − 1

)
. (10)

E
[
TOff
n

]
is the mean time to insert an item after it is removed,

E
[
TOff
n

]
=

1

λi
n

. (11)

For additional details, we refer the reader to Appendix B. ■

We stress that under Assumption 1, {Xn(t), t ≥ 0} has limiting distribution

given by the occupancy, namely,

lim
t→+∞

Pr (Xn(t) = 1) = on, lim
t→+∞

Pr (Xn(t) = 0) = 1− on . (12)

The above equation can be justified thanks to [33, Thm. 3.4.4].

4.1.4. Distribution of Set of Cached Items

We denote the set of cached items in RND-TTL at time t as SRND-TTL(t).

Formally,

SRND-TTL(t) = {n ∈ I : Xn(t) = 1} . (13)

We denote the state space of the stochastic process {SRND-TTL(t), t ≥ 0} as Ω.

In TTL-based policies such as RND-TTL, Ω = 2I , where 2I denotes the power

set of I. Observing that the caching decisions in the RND-TTL cache are

independent across items and that {Xn(t), t ≥ 0} has a limiting distribution

for any item n under Assumption 1, it follows that {SRND-TTL(t), t ≥ 0} has a

limiting distribution that we denote as π = (πS)S∈Ω. Using (12), for any set of

cached items S ∈ Ω, the corresponding limiting probability πS can be computed

as follows:

πS =
∏
n∈S

on ·
∏
m/∈S

(1− om) . (14)
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4.1.5. Item’s Hit Probability

We now give an explicit expression for the hit probability for each item in

the RND-TTL cache.

Proposition 2 (Item’s hit probability). Under Assumption 1, the hit prob-

ability hn for item n in the RND-TTL cache is given by:

hn = on + (1− on) · (1− pin) , (15)

where on is given in (7).

Proof. The result follows from observing that in RND-TTL, whenever an item

n is in the cache, an exact hit occurs upon a request for n. Conversely, when n

is not in the cache, only an approximate hit may occur, with probability 1− pin.

For further details, we refer the reader to Appendix C and Appendix D. ■

The RND-TTL cache can be seen as a generalization of the TTL cache as

the latter can be obtained when two conditions are met: (i) pin = 1 for each item

n, and (ii) the timer refresh process of each item n coincides with its request

process. The hit ratio of the TTL cache can be retrieved from (15) and (7) by

letting pin = 1 and λr
n = λi

n = λn. Equations (3), (7) and (15) are then all

equivalent.

While we have described the RND-TTL cache model using parameters T,

λr and pi, in what follows, it will be more convenient to retain as parameters

T, λr, and λi = (λi
n)n∈I (see (8)).

4.2. Relation Between RND-LRU and RND-TTL

Using the RND-TTL cache to estimate the hit ratio of RND-LRU is analo-

gous to using the TTL cache to approximate the hit ratio of LRU. Both RND-

TTL and TTL enable the decoupling of caching decisions across items, with the

goal of capturing the behavior of an item n in terms of its insertion and eviction

from the cache, independently of other items. We revisit the concepts of timer

expiration, insertion policy, and timer re-initialization in the TTL cache and
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the RND-TTL cache and establish their connection to the caching decisions of

LRU and RND-LRU, respectively.

Timer expiration. In both RND-LRU and LRU, an item is evicted from the

cache when it is no longer among the C recently used items. This behavior is

captured and represented in RND-TTL and TTL caches by assigning a timer

with a duration of Tn to each cached item n. An item is then evicted upon

expiration of its timer.

Insertion in the cache. In LRU/TTL cache, a non cached item n is always

inserted into the cache when it is requested. It follows that the insertion rate

for n, when it is not cached, is equal to its request rate λn for both LRU and

TTL. However, in RND-LRU, this is not the case as a non-cached item n can

be served by a similar item already in the cache. As a result, when n is not

in the cache, the insertion rate for item n in RND-LRU is smaller or equal

to λn. In RND-TTL, the parameter λi
n serves as the insertion rate for item n

when it is not cached, allowing RND-TTL to capture the insertion behavior of

item n in the RND-LRU cache by tuning λi
n accordingly.

Timer re-initialization. In LRU, when a cached item n receives a request, it

is refreshed by being moved to the front of the list. This behavior is captured in

TTL by re-initializing the timer for item n. It follows that the refresh rate for

n, when it is in the cache, is equal to λn for both LRU and TTL. However, in

the case of RND-LRU, the refresh process is not solely based on its own request.

Item n might also be refreshed when its neighboring items receive requests. As

a result, in RND-LRU, when n is cached, the refresh rate of n is greater than

or equal to λn. In RND-TTL, the parameter λr
n determines the rate at which

n’s timer is re-initialized when n is cached. By appropriately adjusting λr
n,

RND-TTL can capture the refresh operation of an item in RND-LRU.

In the next section, we examine the insertion rate and refresh rate of an item

in RND-LRU in detail, which allows us to derive guidelines on how to constrain

the parameters λi,λr, and T for the RND-TTL approximation.
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4.3. RND-TTL Approximation to RND-LRU

We propose an extension of the TTL approximation, named RND-TTL ap-

proximation, for estimating the hit ratio of RND-LRU under IRM. Recall that

the TTL approximation uses the hit ratio of a TTL cache, with specific con-

straints on its parameters, as an approximation for LRU’s hit ratio. We high-

light that this approximation is asymptotically accurate [12, 17, 18, 19]. The

RND-TTL approximation provides, as estimate for RND-LRU’s hit ratio, the

one of RND-TTL by constraining specifically the parameters of RND-TTL. The

constraints on the timers of RND-TTL and the total occupancy are identical to

those made by the TTL approximation regarding the TTL cache. In addition,

the RND-TTL approximation introduces constraints related to the insertion and

refresh rates, as detailed later on in this section. We next focus on expressing

the insertion and refresh rates in RND-LRU.

Recall that Ω̃ is the set of all possible ordered lists in the RND-LRU cache

and Ω is the set of all possible sets of cached items in RND-TTL. We define the

sets B̃n and Bn representing the lists and sets of cached items where none of

the neighbors of item n is cached. Formally,

B̃n ≜
{
L ∈ Ω̃ : L ∩N c[n] = ∅

}
and Bn ≜ {S ∈ Ω : S ∩N c[n] = ∅} . (16)

Additionally, ∀m ∈ N c[n], we define the sets B̃n,m and Bn,m representing the

lists and sets of cached items where m is the closest neighbor of n in the cache.

Specifically,

B̃n,m ≜
{
L ∈ Ω̃ : m ∈ L,L ∩N c

m[n] = ∅
}
, (17)

Bn,m ≜ {S ∈ Ω : m ∈ S, S ∩N c
m[n] = ∅} . (18)

Proposition 3 (RND-LRU insertion rate). Under Assumptions 1, 2 and

3, the insertion rate of item n in RND-LRU, λ̃i
n, is expressed as:

λ̃i
n = f̃ i

n,q (π̃) ≜ λn

 ∑
L∈B̃n

π̃L +
∑

m∈N (n)

(1− qm(n))
∑

K∈B̃n,m

π̃K

 , (19)

where π̃ is the limiting distribution of {LRND-LRU(t), t ≥ 0}.
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Proof. The result follows from observing that in RND-LRU, when a request for

an item n finds {LRND-LRU(t), t ≥ 0} in state B̃n, n is inserted in the cache with

probability 1. On the other hand, if a request for n finds {LRND-LRU(t), t ≥ 0}

in state B̃n,m for any m ∈ N (n), n is inserted in the cache with probabil-

ity 1−qm(n). For additional details, we refer the reader to Appendix C and Ap-

pendix E. ■

Proposition 4 (RND-LRU refresh rate). Under Assumptions 1, 2 and 3,

the refresh rate of item n in RND-LRU, λ̃r
n, is expressed as:

λ̃r
n = f̃r

n,q (π̃) ≜
∑

m∈N c[n]

qn(m)λm

∑
L∈B̃m,n

π̃L , (20)

where π̃ is the limiting distribution of {LRND-LRU(t), t ≥ 0}.

Proof. The result follows from observing that in RND-LRU, when a request for

an item m finds {LRND-LRU(t), t ≥ 0} in state B̃m,n, cached item n is refreshed,

i.e., moved to the front of the list, with probability qn(m). For additional details,

we refer the reader to Appendix C and Appendix F. ■

To recapitulate our derivations and ease the comparison between RND-TTL

and RND-LRU, we depict in Figure 1a the notation, the main metrics and their

expressions (when available) for both policies.

Constraints on RND-TTL cache’s parameters. The RND-TTL approxi-

mation is summarized in Figure 1. First, it imposes on the RND-TTL cache’s

parameters the TTL approximation’s constraints:

• All items’ timers share the same duration, which we denote as T , i.e.,

Tn = T, ∀n ∈ I. (21)

• The expected number of cached items in the RND-TTL cache equals C,∑
n∈I

(
1

λi
n

· λr
n

eλ
r
nTn − 1

+ 1

)−1

= C. (22)

Note that the term corresponding to item n in the sum in (22) is the

limiting probability that n is cached (see (12) and Proposition 1).
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RND-TTL

λi,λr, T

Ω, Bn, Bn,m

on (see (7))∑
n∈I on, in expectation

π = (πS)S∈Ω (see (14))

hn (see (15))

λi
n(1− on)

λr
non

RND-LRU

q = (qm(n))n,m∈I2

Ω̃, B̃n, B̃n,m

no analytical expression

C, exact

π̃ = (π̃L)L∈Ω̃ (unknown)

no analytical expression

f̃ i
n,q(π̃) (see (19))

f̃r
n,q(π̃) (see (20))

parameters

sets

content occupancy

total occupancy

limiting distribution

hit probability

insertion rate

refresh rate

(a) Mapping notation and metrics in RND-TTL and RND-LRU.

Timers Tn = T, ∀n ∈ I

Total occupancy Expected number of cached items = C (see (22))

Insertion rate λi
n(1− on) = f i

n,q(π) (see (23))

Refresh rate λr
non = fr

n,q(π) (see (24))

(b) Constraints on RND-TTL parameters to approximate RND-LRU.

Figure 1: RND-TTL approximation to RND-LRU. The metrics with unknown analytical

expression including our key metric of interest, the hit probability of RND-LRU, are approx-

imated using the RND-TTL model.

Second, it constrains the (unconditional) insertion and refresh rates under RND-

TTL, namely λi
n(1−on) and λr

non, to satisfy expressions similar to those verified

by the same rates under RND-LRU, which are given by Propositions 3 and 4:

λi
n(1− on) = f i

n,q(π) ≜ λn

 ∑
S∈Bn

πS +
∑

m∈N (n)

(1− qm(n))
∑

K∈Bn,m

πK

 , (23)

λr
non = fr

n,q(π) ≜
∑

m∈N c[n]

qn(m)λm

∑
S∈Bm,n

πS , (24)

where π is the limiting distribution for the set of cached items in the RND-

TTL cache, computed in (14), and f i
n,q(π) and fr

n,q(π) have been defined to

mimic f̃ i
n,q(π̃) and f̃r

n,q(π̃), respectively given in (19) and (20). Substituting π
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from (14) into (23) and (24), we obtain the following expressions:

λi
n = λn

 ∏
m∈N (n)

(1− om) +
∑

m∈N (n)

(1− qm(n)) om
∏

l∈Nm(n)

(1− ol)

 , (25)

λr
n = λn +

∑
m∈N (n)

qn(m)λm

∏
l∈N c

n[m]

(1− ol) . (26)

RND-LRU’s hit ratio approximation. If we can compute values for λr,

λi and T verifying the constraints (21), (22), (25) and (26), then using Propo-

sition 2, (8) and (25), we can estimate the hit ratio of RND-LRU as:

H ≈
∑
n∈I

λn · hn, (27)

where

hn = on +
∑

m∈N (n)

qm(n) · om
∏

l∈N c
m[n]

(1− ol). (28)

Remark 1. In Section 4.1.1, we introduced R-TTL as a natural extension of a

TTL cache to model RND-LRU behavior. Recognizing the challenge of applying

the TTL approximation to R-TTL, we proposed the analytically tractable RND-

TTL model. Under Assumption 1 and assuming a limiting distribution µ for the

set of cached items in R-TTL, it is noteworthy that, by following steps similar

to those used in proving Propositions 3 and 4, we can establish the insertion rate

and refresh rate of an item n in R-TTL as f i
n,q(µ) and fr

n,q(µ), respectively.

This implies that the constraints imposed by the RND-TTL approximation on

the RND-TTL cache are properties verified for R-TTL.

In the following section, we present an iterative algorithm that enables a

numerical determination of the parameters λr,λi, and T based on the afore-

mentioned description.

5. Algorithm for Finding Approximate Hit Probabilities

Let o = (on)n∈I be the vector representing the occupancies in the RND-TTL

cache. By defining a function g as:

g(x1, x2, x3) ≜

(
1

x2
· x1

ex1x3 − 1
+ 1

)−1

, (29)
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we can rewrite (7) as:

on = g(λr
n, λ

i
n, T ) . (30)

The RND-TTL approximation suggests to choose the parameters λr, λi and T

for the RND-TTL cache such that the following set of equations is verified:

λi = E(o) = (En(o))n∈I , (31)

λr = R(o) = (Rn(o))n∈I , (32)

o = g(λr,λi, T ) = (g(λr
n, λ

i
n, T ))n∈I , (33)

T ∈ TC(λ
r,λi) ⇐⇒

∑
n∈I

g(λr
n, λ

i
n, T ) = C, (34)

where En(o) and Rn(o) are functions respectively obtained from (25) and (26),

g(λr
n, λ

i
n, T ) is obtained from (29), and TC(λ

r,λi) is defined as the set of values

of the shared timer value T guaranteeing that, for given λr and λi, the expected

number of cached items in RND-TTL equals C.

Combining (31)-(34), we obtain a system of 3N + 1 equations in 3N + 1

unknowns (recall that |I| = N), from which we can obtain in particular the

occupancies. Once the occupancies are known, we can compute the vector of

hit probabilities, h = (hn)n∈I , according to (28) and estimate the hit ratio of

RND-LRU according to (27).

In Section 5.1, we establish a sufficient condition for the existence of a solu-

tion for the system of equations (31)-(34). In Section 5.2, we propose an iterative

algorithm, with a parameter β ∈ [0, 1), for numerically finding a solution for

the aforementioned system of equations. We also prove the convergence of this

algorithm under specific conditions. Section 5.3 outlines a practical method for

tuning the algorithm’s parameter β.

5.1. Fixed Point Equations

We denote the set TC(R(o),E(o)) (see (34)) as TC(o). We denote the capped

simplex as ∆C such that:

∆C ≜

{
o ∈ RN : 0 ≤ on ≤ 1,

∑
n∈I

on = C

}
. (35)
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Lemma 1 (TC(o) is a singleton). If the “no-coverage” condition:

(no-coverage condition) ∀M ⊂ I : |M| ≤ C,

∣∣∣∣∣ ⋃
n∈M

N (n)

∣∣∣∣∣ < N −C, (36)

is satisfied, then TC(o) has a unique element for every o ∈ ∆C . In other words:

∀o ∈ ∆C ,∃!T0 ∈ R+ : F (o, T0) = 0, (37)

F (o, T ) ≜
∑
n∈I

g(Rn(o), En(o), T )− C, (38)

where the symbol ∃! refers to unique existence.

Proof. See Appendix G. ■

A note on (36): the right-hand side of the inequality is the number of non-

cached items. If the items in M are cached, then the left-hand side of the

inequality refers to the number of items that are “covered” by the cache as these

are neighbors of the cached items, so their requests could be served by the cache.

Having (36) satisfied implies that, whichever C (or less) items are cached, there

will always be at least one non-cached item that is not covered by the cache,

hence the use of “no-coverage” to name the condition (36).

In practice, the catalog size is much larger than the cache capacity, and

requests for many items miss the cache and are directed to the original server.

In other words, the no-coverage condition is often satisfied in practical scenarios.

Remark 2. If (36) is not met for some set M, then Lemma 1 does not hold.

But this also means that it suffices to store the items in M in the cache to

enable the cache to cover at least N −C items. (Possibly the entire catalog can

be served by the cache if no pair of items in M are neighbors).

From now on, we assume that the no-coverage condition in (36) is verified.

Therefore, thanks to Lemma 1, TC(o) is a singleton and we can define a function

tC from ∆C to R+, where for each o, it associates the unique element in TC(o),

i.e.,

tC(o) = T ⇐⇒ F (o, T ) = 0. (39)
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We also introduce the function G from ∆C to ∆C defined as:

∀o ∈ ∆C , G(o) ≜ g (R(o),E(o), tC(o)) (40a)

=
(
g(R1(o), E1(o), tC(o)), · · · , g(RN (o), EN (o), tC(o))

)
, (40b)

where g is defined in (29). It follows that finding a solution for the system of

equations (31)-(34) boils down to finding a fixed point of G within ∆C .

For any sets A and B, we denote the set of functions from A to B that are

continuously differentiable as C1(A→ B).

Lemma 2 (Differentiability of tC). The function tC is continuously differ-

entiable within the set ∆C , i.e., tC ∈ C1(∆C → R+). The gradient of tC can be

expressed as:

∀j ∈ I, ∂tC
∂oj

(o) = − ∂F

∂oj
(o, tC(o)) ·

(
∂F

∂T
(o, tC(o))

)−1

, (41)

where F has been defined in (38).

Proof. See Appendix H. ■

Proposition 5 (Fixed point existence). The function G is continuously

differentiable within ∆C and it has at least one fixed point in ∆C .

Proof. It is evident that the functions g(·, ·, ·), R(·), and E(·) are continuously

differentiable within (R+)
N ·(R+)

N ·R+, ∆C and ∆C , respectively. Furthermore,

according to Lemma 2, we have that tC ∈ C1(∆C → R+). As a result, we

conclude that G ∈ C1(∆C → ∆C). Noting that ∆C is a non empty compact

convex set, Brouwer’s fixed point theorem [34] implies the existence of a fixed

point for G. ■

Proposition 5 indicates that when the no-coverage condition (36) is satisfied,

it is possible to find parameters for the RND-TTL cache model that verify

the system of equations (31)-(34). Therefore, we can apply the RND-TTL

approximation to estimate the hit ratio of RND-LRU.
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Algorithm 2: Fixed point method
Input: C, λ, dis(., .), d, (qn(i))(n,i)∈I2 , β, stopping condition

Output: Estimation of o,h, tC

Initialization:

1: Obtain tC(0) such that
∑

n∈I

(
1− e−λn·tC(0)

)
= C

2: o(0)← 1− e−λ·tC(0)

3: h(0)← fh(o(0))

4: j ← 1

5: while Stopping condition not satisfied do

6: λi(j)← E(o(j − 1)) (see (31))

7: λr(j)← R(o(j − 1)) (see (32))

8: Obtain tC(j) such that :
∑

n∈I(g(λ
r(j),λi(j), tC(j)))n = C (see

(34),(33))

9: o(j)← (1− β) · g(λr(j),λi(j), tC(j)) + β · o(j − 1)

10: h(j) = fh(o(j)) (see (28))

11: j ← j + 1

12: end while

13: return h(j), o(j), tC(j)

5.2. Fixed Point Algorithm

We recall that solving the system of equations (31)-(34) reduces to solving

a fixed point equation for the function G defined in (40a). A natural approach

to finding a fixed point of G is through an iterative method. This is illustrated

in Figure 2. Starting with an initial guess o(0), we perform iterations of the

form o(j + 1) = βo(j) + (1 − β)G(o(j)), where β ∈ [0, 1) [35]. A detailed

version of these iterations is presented in Algorithm 2. Initially, we guess the

occupancies o, using LRU occupancies as a starting point. Specifically, we set

o(0) = 1 − e−λtC(0), where tC(0) satisfies (4) and
∑

n∈I on(0) = C (lines 1–2).

Then, we compute λi(1) and λr(1) using (31) and (32), respectively (lines 5–7).

Given λi(1) and λr(1), tC(1) is the unique solution of (34) (see (37)). This
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Figure 2: Essence of the fixed point algorithm.

solution can be obtained using either the bisection or Newton’s method. Next,

we calculate the new estimate of the occupancies o(1) (line 9).

The same procedure is repeated for subsequent iterations until a stopping

condition is met. This condition could be, for example, the difference between

the occupancies computed at consecutive iterations becoming smaller than a

given threshold, or reaching the maximum number of iterations (j ≤ niterations).

Note that in Figure 2 the boxes on the left-hand side, together with their

inputs (insertion and refresh rates), represent the conventional perspective on

caching. This involves using fixed rates, and computing item occupancies to

estimate hit probabilities. Under a TTL-based model, it also involves comput-

ing the characteristic time to approximate LRU, so that the sum of expected

occupancies equals the cache capacity C. In contrast, the box on the right-hand

side takes into consideration the unique nature of similarity caches. In similarity

caches, the insertion and refresh rates are influenced by the currently cached

items, and these rates are determined as a function of the occupancies.

For a given value of β, the iterations of Algorithm 2 are of the form: o(j+1) =

Gβ(o(j)) such that:

Gβ(o) ≜ (1− β)G(o) + βo . (42)

The function Gβ is continuously differentiable thanks to Proposition 5. We

denote its Jacobian matrix as JGβ
. We further define for an operator norm ∥·∥
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the constant µβ as:

µβ ≜ sup
o∈∆C

∥∥JGβ
(o)

∥∥ . (43)

Proposition 6 (Fixed point uniqueness and convergence). If

∃β ∈ [0, 1) : µβ < 1, (44)

then G has a unique fixed point in ∆C and Algorithm 2 with parameter β con-

verges to this unique fixed point that we denote as o∗. Moreover, if o(j) is the

estimation of o∗ at iteration j in Algorithm 2, then we have:

∥o(j)− o∗∥ ≤ (µβ)
j · sup

x,y∈∆C

∥x− y∥ , ∀j ∈ N, (45)

where ∆C is defined in (35).

Proof. Under (36), Proposition 5 implies that Gβ ∈ C1(∆C → ∆C), and we

deduce that Gβ is Lipshitz with constant µβ [36], i.e., ∥Gβ(x)−Gβ(y)∥ ≤

µβ ∥x− y∥ for any x, y. Leveraging Banach Fixed Point Theorem [37], we

deduce that (i) Gβ has a unique fixed point denoted as o∗,β, (ii) Algorithm 2

with parameter β converges to o∗,β, and (iii) the distance between o(j) and o∗,β

satisfies

∥∥o(j)− o∗,β∥∥ ≤ (µβ)
j · sup

x,y∈∆C

∥x− y∥ . (46)

Notice that for any β, the respective sets of fixed points of G and Gβ coincide.

Therefore, o∗,β = o∗ for any β, which concludes the proof. ■

In practice, one can compute the norm of the matrix JGβ
for few vectors

o ∈ ∆C to get an idea of the satisfaction of the sufficient condition in (44) and

then on the convergence of Algorithm 2 with parameter β to a unique fixed

point. In the next proposition, we give an explicit formula for JGβ
to ease its

computation.

We denote by Diag(x) an N -dimensional diagonal matrix, where the entries

of the vector x are positioned along its diagonal, and by IN the N -dimensional

identity matrix.
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Proposition 7 (Computation of JGβ
). The Jacobian matrix JGβ

has the

following expression:

∀o ∈ ∆C , JGβ
(o) = (1− β)JG(o) + β IN , (47)

where

JG(o) = Diag (∂1g) · JR(o) + Diag (∂2g) · JE(o)

− 1

∂3g · 1
∂3g

⊺ ·
(
∂1g · JR(o) + ∂2g · JE(o)

)
, (48)

with

∂jg =

(
∂g

∂xj
(Rn(o), En(o), tC(o))

)
n∈I

, for j ∈ {1, 2, 3}, (49)

JR and JE referring to the Jacobian matrices of the functions R and E, respec-

tively, 1 denoting the N -dimensional column vector with all components equal

to 1, and g defined in (29).

Proof. See Appendix I. ■

Time Complexity of Algorithm 2. Let D be the maximum number of

neighbors for any item in I plus 1, more precisely,

D ≜ max
n∈I
|N c[n]|. (50)

It is convenient to define K as

K ≜
∑
n∈I

∑
m∈N c[n]

|N c[m]|. (51)

We show in Appendix J that the time complexity of one iteration of Algorithm 2

is O(K). On the other hand, the TTL approximation for computing the hit ratio

of LRU consists of a single iteration whose time complexity is O(N), where

N = |I|. We note that N ≤ K ≤ N3.

We use Proposition 6 to bound the number of iterations of Algorithm 2.

When the condition (44) is verified, Proposition 6 guarantees the convergence

of Algorithm 2 to a unique solution and allows computing the number of it-

erations l in the algorithm to ensure that the vector of occupancies in the
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iteration number l, o(l), is within a distance ϵ from the fixed point o∗, i.e.,

∥o(l)− o∗∥ ≤ ϵ for any norm ∥·∥ in RN . In particular, for norm 2, the diame-

ter of ∆C is
√
2C and thanks to Proposition 6, we obtain that the number of

iterations of Algorithm 2 is upper bounded by ϵ
ln(1/µβ)

√
2C, with µβ defined

in (43) and satisfying (44). We deduce that the time complexity of Algorithm 2

is O
(

ϵ
√
2C

ln(1/µβ)
· K

)
. Observing that K ≤ ND2, the algorithm’s time complexity

is also O
(

ϵ
√
2C

ln(1/µβ)
·ND2

)
.

5.3. Choice of β

Our approach for selecting the value of β for Algorithm 2 is based on Propo-

sition 6. Let Y (o) be the set of values of β in [0, 1) for which the spectral norm

of JGβ
is smaller than 1, i.e.,

Y (o) ≜
{
β ∈ [0, 1) :

∥∥JGβ
(o)

∥∥
2
< 1

}
. (52)

Equation (44) in Proposition 6 is equivalent to the set
⋂

o∈∆C
Y (o) being non-

empty. In other words, choosing the parameter β of Algorithm 2 from the set⋂
o∈∆C

Y (o) guarantees the convergence of Algorithm 2 to the unique fixed

point of G.

We stress that the characterization of the sets Y (o) and
⋂

o∈∆C
Y (o) is

difficult. For this reason, we proceed with a randomized approach. First, we

randomly sample f vectors from ∆C , (o(j))1≤j≤f . Then, for each sampled vector

o(j), we compute a subset of values of β leading to
∥∥JGβ

(o(j))
∥∥
2
< 1. We denote

the considered subset of Y (o(j)) as Ỹ (o(j)), where Ỹ (o(j)) ⊂ Y (o(j)). Finally,

we take the intersection
⋂f

j=1 Ỹ (o(j)) as a set of candidate values for β. When

we use a larger number of sampled vectors, f , the likelihood that the values

of β ∈
⋂f

j=1 Ỹ (o(j)) satisfy the condition in (44) increases. However, this also

comes with the drawback of higher computational costs.

In the next proposition, we compute the aforementioned subset of Y (o),

Ỹ (o), based on the input vector o. To this aim, we leverage the spectral radius

of the Jacobian. Recall that the spectral radius of a matrix is defined as the
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maximum absolute value of its eigenvalues. We denote the spectral radius of

matrix M by ρ(M), and its spectral norm by ∥M∥2 =
√

ρ(MM⊺).

Proposition 8 (Properties of Y (o)). Let γ be the squared spectral norm

of the Jacobian matrix JG(o) and let η be the spectral radius of the matrix

JG(o) + JG(o)⊺,

γ = (∥JG(o)∥2)
2
= ρ(JG(o)JG(o)⊺) (53)

η = ρ(JG(o) + JG(o)⊺). (54)

If

η < min{2, γ + 1} (55)

then Y (o) satisfies

Y (o) ⊃ Ỹ (o) (56)

where

Ỹ (o) =

(
max

{
0,

γ − 1

γ + 1− η

}
, 1

)
. (57)

Proof. See Appendix K. ■

Remark 3. If, for a given o, JG(o) is antisymmetric, i.e, JG(o) = −JG(o)⊺,

then η = 0 and (55) is verified. It follows from Proposition 8 that in this case

Ỹ (o) =
(
max

{
0, γ−1

γ+1

}
, 1
)
.

For each sample vector o(j) and thus each Jacobian JG(o(j)), we compute

the associated constants γj and ηj according to (53)-(54). We verify next if (55)

is satisfied for each pair (γj , ηj). If this condition holds for all pairs, then using

Proposition 8 we can determine a subset of
⋂f

j=1 Y (o(j)), namely
⋂f

j=1 Ỹ (o(j)),

and select a value for β from within this subset. Note that as f increases, the

more likely it is for the chosen β to meet the criteria of Proposition 6 and ensure

the convergence of the proposed fixed point algorithm. Note also that if (55)

does not hold for at least one of the considered pairs (γj , ηj), j = 1, . . . , f , we

cannot use Proposition 8 to analyze the convergence of the proposed fixed-point

algorithm using the sufficient conditions established in Proposition 6. However,
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as we will indicate through numerical experiments, the algorithm converges in

practice under much broader settings than those considered in Proposition 6.

Remark 4. Proposition 8 is a general result about fixed point algorithms of the

form (42). It establishes a closed-form expression for a subset of values for β,

for which the condition of having the spectral norm of the Jacobian smaller than

1 is satisfied.

6. Numerical Evaluation

We assess the accuracy of our proposed RND-TTL approximation method

by conducting experiments on both synthetic and real-world traces. The traces

are described in Section 6.1. To evaluate our method, we compare our approach

for estimating the hit ratio of RND-LRU with other alternative solutions dis-

cussed in Section 6.2. Subsequently, we analyze the approximation accuracy

in Section 6.3. Our RND-TTL approximation technique involves solving a set

of equations using an iterative fixed-point method outlined in Algorithm 2. In

Section 6.4, we evaluate the convergence of Algorithm 2.

6.1. Experimental Setting

We evaluate the efficiency of the proposed fixed point method (Algorithm 2)

to predict the hit ratio on synthetic traces and on an Amazon trace [10].

Synthetic traces. For the synthetic traces, each item corresponds to two

features, characterized by a point in a grid, I = [0..99]2 (e.g. Figure 3). The

total number of items is |I| = 104, and the dissimilarity function between items

dis(·, ·) is the Euclidean distance. Neighbors of item (x, y) at the same distance

are ordered counterclockwise starting from the item to the right, i.e., from (x+

a, y) with a > 0. The synthetic traces are generated in an IRM fashion [12],

where the popularity distribution for an item n = (x, y) is given by

p(x,y) ∼
(
min

{
dis(n, (24, 24)),dis(n, (74, 74))

}
+ 1

)−α

, (58)

where α is a parameter controlling the skewness of the popularity distribution.

We generate 50 synthetic streams for α = 1.4 and α = 2.5 having in each stream
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Figure 3: Spatial popularity distribution.

r = 2 · 105 requests for items in I. Figures 3a and 3b illustrate the popularity

distribution in (58) for α ∈ {1.4, 2.5}.

In addition to the popularity distribution (58), we consider also a Zipfian

popularity distribution. The corresponding experimental results are presented

in Appendix L.

Real world trace. For the Amazon trace, each item corresponds to an Ama-

zon product. The request trace in [10] is generated by mapping every Amazon

review for the item to an item request. Each item has been mapped to a Eu-

clidean space of dimension 100 using the technique in [21], where the Euclidean

distance reflects dissimilarity between two items. Inspired by this methodol-

ogy, we generate a corresponding IRM stream of requests matching the item

popularity in the trace in [10].

6.2. Benchmarks and Alternative Approaches

In what follows, we compare hit ratio estimates provided by RND-LRU using

Algorithm 2 with the hit ratio estimations for LRU and for the optimal static

allocation. We also propose an alternative approach to estimate RND-LRU’s

hit ratio.

LRU. The hit ratio and the occupancy for an item n are computed using

(3) and tC is deduced using the cache capacity constraint given by (4).
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Optimal Static Allocation. Under IRM, it is shown in [7] that the maxi-

mal hit ratio for a similarity caching policy is achieved by a policy that perma-

nently stores a set S∗ of C items such that:

S∗ ∈ argmax
S⊂I,|S|=C

∑
n∈

⋃
j∈S N c[j]

λn . (59)

It follows that the hit ratio of a policy that stores S∗ is an upper bound on the

hit ratio of SIM-LRU and RND-LRU. The maximum hit ratio obtainable by a

static allocation under similarity caching can be obtained by solving a maximum

weighted coverage problem. We consider, as in SIM-LRU, that each item can

be used to satisfy any request for items closer than d. The maximum weighted

coverage problem takes as input a capacity C, a set of items I, with N = |I|,

their corresponding weights W = (wn)n∈I and a set of sets R = {R1, . . . , RN}

such that Rn ⊂ I. The objective is to find a set σ∗ ⊂ {1, . . . , N} such that:

σ∗ = argmaxσ⊂{1,...,N}:|σ|≤C

∑
n∈∪j∈σRj

wn.

Finding the best static allocation is equivalent to solving a maximum-weighted

coverage problem, with weights wn = λn for n ∈ I, C the cache capacity, and

R the set of neighbors for each item, i.e., R = {N c[n]}n∈I . The maximum

weighted coverage problem is known to be NP-hard. In practice, a popular

greedy algorithm guarantees a (1− 1/e) approximation ratio [38, 39].

The greedy algorithm operates as follows: initially, it selects the set Rc1 =

R0
c1 with the largest coverage, where c1 is determined by c1 = argmaxn∈I

∑
m∈Rn

λm.

Subsequently, the algorithm considers sets (R1
n)n∈I defined as R1

n = R0
n \R0

c1 in

the next step, and it chooses the set Rc2 based on c2 = argmaxn∈I
∑

m∈R1
n
λm.

The same procedure is repeated until C items are collected or all the items are

chosen.

LRU with Aggregate Requests. Under SIM-LRU an item is refreshed by

requests for all its neighbors. A naive approach to studying a SIM-LRU cache

is then to consider that it operates as an LRU cache with request rates for each

item equivalent to the sum of the request rates for all items in its neighborhood.

One can then use the TTL approximation for LRU, leading to the following

formulas:
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hn = 1− e−
∑

i∈Nc[n] λitC , on = hn. (60)

We refer to the TTL approximation for LRU simply as LRU, the greedy

algorithm as Greedy, and LRU with aggregate requests as LRU-agg.

6.3. RND-TTL approximation evaluation

We empirically compute the hit ratio of similarity cache mechanisms using

SIM-LRU and RND-LRU on both synthetic and real-world traces described in

Section 6.1. In the case of synthetic traces, SIM-LRU and RND-LRU are utilized

with similarity threshold parameters d = 1 and d = 2, for request process

skewness α = 2.5 and α = 1.4, respectively. Additionally, given two distinct

items n and m, we set RND-LRU parameters qn(m) to (dis(n,m))−2 when

dis(n,m) ≤ d and 0 otherwise. Note that when d = 1, RND-LRU reduces to

SIM-LRU. Results for the hit ratio are averaged over the 50 request processes for

α = 2.5 and α = 1.4. The 95% confidence intervals were smaller than 1.2 · 10−3

in all the considered synthetic experiments for the hit ratio computation. For

the Amazon trace, SIM-LRU and RND-LRU are employed with a similarity

threshold d = 300. Furthermore, we set RND-LRU parameters to qn(m) =

(dis(n,m))−0.2 when dis(n,m) ≤ d and 0 otherwise. In all experiments, we

refer to the empirical hit ratios for SIM-LRU and RND-LRU as Exp-SIM and

Exp-RND, respectively.

For all the theoretical computations of the hit ratio, the arrival rates λ for

items are taken equal to the corresponding request probabilities. Our approach

utilizes Algorithm 2 with parameter β = 0.5 and a stopping condition deter-

mined by a fixed number of iterations. Algorithm 2 is employed to estimate the

approximate hit probabilities for all items, h, and subsequently determines the

overall cache hit ratio H. We refer to the latter estimate, for SIM-LRU and

RND-LRU, as Ours-SIM and Ours-RND, respectively. Alternative methods that

can possibly estimate the hit ratio were presented in Section 6.2. The numerical

values used for all the experiments are summarized in Table 2.

In Figure 4, we show the empirical hit ratio along with its estimates obtained

through different approaches, for the two synthetic settings (Figures 4a-4b)
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Table 2: Parameters of the experiments.

Variable Synthetic traces Amazon trace

I [0..99]2 Products

N = |I| 104 ≈ 104

λn (58) Empirical

dis(·, ·) Euclidean distance Euclidean distance

d 1 and 2 300

Number of requests r 2 · 105 ≈ 105

Number of iterations Alg. 2 25 and 15 40

qn(m) (dis(n,m))
−2

(dis(n,m))
−0.2

and for the Amazon trace (Figure 4c). In the considered settings, as Greedy

outperforms the other policies, its hit ratio would be an overestimation. LRU,

in contrast, is underperforming and its hit ratio serves as an underestimation.

LRU-agg, the naive approach to study SIM-LRU, underestimates the hit ratio.

Ours-SIM and Ours-RND clearly outperform all the alternative approaches

presented in Section 6.2 in estimating the empirical hit ratio, while tending

to underestimate it. As LRU does not take into account the similarity be-

tween items, the gap between LRU and Exp-SIM reveals the benefits of similarity

caching over exact caching.

For the synthetic settings in Figures 4a and 4b, LRU and LRU-agg achieve

similar hit ratios. When λ̃ = (λ̃n)n∈I , where λ̃n =
∑

m∈N c[n] λm, is propor-

tional to λ, LRU and LRU-agg achieve similar hit ratios. In the choice of the

popularity distribution in Figures 4a and 4b (see (58)), a popular item and its

neighbors share similar rates, i.e., λn ≈ λm for m ∈ N c[n]. It follows that in the

settings of Figures 4a and 4b, the approximations λ̃n ≈ 5 · λn and λ̃n ≈ 13 · λn

hold for the respective scenarios, especially for the popular items. This provides

insight into the comparable hit ratios observed between LRU and LRU-agg in

Figures 4a and 4b.

While our approach provides the best estimates, we can observe that it
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(c) Amazon trace, d = 300, 40 iterations.

Figure 4: Average hit ratio versus cache capacity, β = 0.5.

slightly underestimates the hit ratio. In order to understand this effect, we show

in Figure 5 the empirically estimated occupancy vector and the one produced by

Algorithm 2. The proposed algorithm broadly captures the empirical occupancy

patterns, but with subtleties regarding symmetries. In particular, the zoom on

Figure 5b shows that our approach produces a regular chess board pattern.

Some items are predicted to stay almost all the time in the cache while their

4 neighbors are predicted to spend virtually no time in it. The corresponding

empirical occupancy in Figure 5a shows a less symmetric pattern, implying

that in this setup SIM-LRU is able to satisfy a group of requests using a smaller

number of cache slots when compared against what is predicted by our approach.

This, in turn, partially explains why our approach underestimates the hit ratio.

6.4. Convergence of Algorithm 2

The RND-TTL approximation selects the parameters λi, λr, and T for the

RND-TTL cache in a way that ensures the occupancy vector, as described in

(7), is a fixed point of the function G defined in (40a). Algorithm 2 employs
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Figure 5: Synthetic trace occupancies: C = 500, d = 1, α = 2.5.
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Figure 6: Characteristic time tC and hit ratio in different iterations of Algorithm 2 for SIM-

LRU.

an iterative procedure aimed at finding a fixed point of G, thereby determining

the appropriate values for the RND-TTL cache’s parameters.

Figure 6 shows the evolution of characteristic time tC and hit ratio H over

different iterations. We observe that estimates of H and tC by our algorithm

converge in a few iterations (less than 70), under all considered scenarios. Note

that tC(0), the value of tC at iteration 0, is also the value of tC for LRU (see

(4)). In addition, across all experiments, tC for Ours-SIM using Algorithm 2

converges to a value larger than tC(0). Indeed, under LRU, tC is bounded by

the time required for C distinct items to be requested. For SIM-LRU and RND-

LRU, in contrast, after C distinct items are requested, an item previously in

the cache can remain there, despite not serving any requests. This occurs due
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(c) Amazon trace, d = 300.

Figure 7: Norm JGβ
versus cache capacity, β = 0.5.

to approximate hits, explaining why tC is larger for Ours-SIM than for LRU.

Proposition 6 provides a sufficient condition for the convergence of Algo-

rithm 2 with parameter β towards a unique fixed point of G. This condition

requires an operator norm of the Jacobian matrix, JGβ
(o), associated with the

map Gβ , to be strictly less than 1 for any o ∈ ∆C .

In Figure 7, we show the spectral norm and norms 1 and infinity of JGβ
(o(0)),

where o(0) is given in line 1 of Algorithm 2, for the two synthetic traces and

the Amazon trace described in Section 6.1. We provide in Appendix M details

for the computation of JGβ
. In all the settings, β is set to 0.5. We observe in

Figure 7 that the norm of the Jacobian matrix JGβ
increases with the cache

capacity. For the synthetic traces, the spectral norm of JGβ
is smaller than 1 for

all cache capacities, whereas in the Amazon trace, for all tested norms,
∥∥JGβ

∥∥
exceeds 1. Nevertheless, Proposition 6 provides only sufficient conditions and

our results (see e.g. Figure 6b) suggest that our algorithm converges also on the

Amazon trace.
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7. Conclusion

We proposed a method named the RND-TTL approximation for estimating

the hit ratio of a popular similarity caching policy, RND-LRU, under IRM. This

method tunes the parameters of RND-TTL, a novel similarity cache model we

introduced, and uses its hit ratio as an estimation for RND-LRU’s hit ratio. We

are the first to propose an analytical method for estimating the hit ratio of RND-

LRU. The RND-TTL approximation involves solving a system of fixed point

equations via a parameterized iterative algorithm. We studied the convergence

of this algorithm and proposed a practical way of choosing its parameter.

Our experimental benchmark shows that the RND-TTL approximation ac-

curately estimates the hit ratio of RND-LRU under IRM, with a relative error

below 5% across all tested configurations, as depicted in Figure 4. In future

work, we envision investigating analytically the accuracy of our RND-TTL ap-

proximation, similarly to what was done in [17, 19] for classic caching.
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Appendix A. R-TTL

Algorithm 3 outlines a pseudo code for the similarity caching policy R-TTL.

At each time step j, the algorithm handles requests for items, updating TTLs

and cache contents accordingly. The set S0 represents the initially stored items,

those with TTL values strictly greater than 0 (line 10). At any time step j ∈

{1, . . . , J}, and for any item i, the variable uj,i, in line 13, monitors the value of

the TTL of item i right before handling the request rj . If the duration τj−τj−1 ≥

uj−1,i, it indicates that item i’s timer expired within the time interval [τj−1, τj ],

resulting in uj,i being set to 0. Otherwise, i’s timer at τj did not expire and its

value is equal to uj−1,i − (τj − τj−1).

The set Sj , in line 15, characterizes the items in the R-TTL cache imme-

diately before handling the request for item rj . R-TTL identifies the closest

cached item to rj , denoted as r̂j (line 16). The request for rj is approximately
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Algorithm 3: R-TTL
1: Input:

2: Sequence of requests (r1, . . . , rJ)

3: Sequence of time instants (τ1, . . . , τJ) when the requests occurred

4: Probabilities (qn(m))n,m∈I2 and timers duration (Tn)n∈I

5: Initial TTL vector (u0,1, . . . , u0,|I|) where u0,n is the initial value of TTL

of item n and 0 ≤ u0,n ≤ Tn.

6: Output:

7: Set of cached items at times τ1, . . . , τJ .

8: Algorithm:

9: τ0 ← 0

10: S0 ← {i ∈ I : u0,i > 0}

11: for j = 1 to J do

12: for n = 1 to |I| do

13: uj,n ← max (uj−1,n − (τj − τj−1), 0)

14: end for

15: Sj ← {i ∈ I : uj,i > 0}

16: r̂j ← argminm∈Sj dis(rj ,m)

17: Generate a uniform random number δ ∈ [0, 1]

18: if δ ≤ qr̂j (rj) then

19: Case 1: Hit, encompassing exact/approximate hits

20: uj,r̂j ← Tr̂j

21: else

22: Case 2: Miss

23: Sj ← Sj ∪ {rj}

24: uj,rj ← Trj

25: end if

26: end for

27: return S1, . . . , SJ
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served by r̂j with probability qr̂j (rj), leading to the reset of r̂j ’s timer (line 20).

In the event of a miss, item rj is added to the cache (line 23), and its timer is re-

set to Trj (line 24). Algorithm 3 returns a list of sets Sj for every j ∈ {1, . . . , J},

corresponding to the set of cached items in R-TTL immediately after handling

the request of item rj .

Note that in practice, we only need to keep track of TTL values greater than

zero, corresponding to cached items. However, to simplify the presentation,

Algorithm 3 assumes that TTLs are stored for all items. Finally, the algorithm

assumes that the cache statically stores a tombstone item whose distance to all

items is infinite. Whenever a request arrives in an empty cache, the tombstone

item is returned as the closest item in the cache.

Appendix B. Proof of Proposition 1 (Occupancy)

To derive the occupancy of an item n, we first observe that the instants

when item n is evicted from the cache are regeneration points of a renewal

process [40]. A renewal cycle consists of two consecutive time periods: a time

period of duration TOff
n , that starts immediately after item n is evicted from

the cache and ends when it re-enters the cache, and a time period of duration

TOn
n , that ends when item n is evicted again from the cache. From [33, Thm.

3.6.1, Example 3.6(A)], the occupancy can be computed as:

on =
E
[
TOn
n

]
E [TOff

n ] + E [TOn
n ]

. (B.1)

We have that TOn
n verifies:

TOn
n =

F∑
j=1

Yj + Tn, (B.2)

where (Yj)j∈{1,...,F} are exponentially distributed random variables with pa-

rameter λr
n such that Yj < Tn for j = 1, . . . , F, and F is a geometric random

variable. Since we have:

E [Yj | Yj < Tn] =
1

λr
n

− Tn

exp(λr
nTn)− 1

, (B.3)

E [F ] = exp(λr
nTn)− 1, (B.4)
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we conclude from Wald’s identity and (B.2) that:

E
[
TOn
n

]
=

eλ
r
nTn − 1

λr
n

. (B.5)

By combining (B.5) and (B.1) and observing that E
[
TOff
n

]
= 1/λi

n, we get our

result.

Appendix C. Generalized Poisson Arrivals See Time Averages (PASTA)

property

We derive in this appendix a generalization of the PASTA property that

will be used in the proofs of Propositions 2–4. We will construct a counting

process {Q(t), t ≥ 0} that is not Poisson but whose jumps coincide with one of

many Poisson processes (to be defined). In our generalization, we prove that

the arrivals of {Q(t), t ≥ 0} see time averages.

Let {M(t), t ≥ 0} be a stochastic process with finite state space E . We

assume that for every S ∈ E , limt→+∞ Pr (M(t) = S) exists and we denote it

as π∗
S . We also assume that limT→+∞

1
T

∫ T

0
1(M(u) = S)du exists and is equal

to π∗
S . For every S ∈ E , we define a Poisson process {PS(t), t ≥ 0} with rate λS .

For any S, the processes {PS(t+ u)− PS(t), u ≥ 0} and {M(v), 0 ≤ v ≤ t} are

assumed to be independent. This assumption is known as the lack of anticipation

assumption [41, 42]. We construct a stochastic process {Q(t), t ≥ 0} such that

its jumps coincide with the jumps of {PS(t), t ≥ 0} when {M(t), t ≥ 0} is in

state S, for any S ∈ E . If yS is the number of jumps of {PS(t), t ≥ 0} in [0, t]

and t1,S , . . . tyS ,S are the instants of those jumps, then {Q(t), t ≥ 0} can be

formally written as,

Q(t) ≜
∑
S∈E

yS∑
j=1

1 (M(tj,S) = S) . (C.1)

Theorem 1 (Generalized PASTA). Q(t)/t converges to
∑

S∈E λSπ
∗
S, as t goes

to +∞, with probability 1.

Proof. We re-write {Q(t), t ≥ 0} using the notation from [41]:

Q(t) =
∑
S∈E

∫ t

0

1 (M(u) = S) dPS(u). (C.2)
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Next, we compute the limit of Q(t)/t as follows,

lim
t→+∞

Q(t)

t
= lim

t→+∞

∑
S∈E

(
PS(t)

t

)
·
(

1

PS(t)

∫ t

0

1 (M(u) = S) dPS(u)

)
(C.3)

=
∑
S∈E

λS · lim
t→+∞

1

t

∫ t

0

1 (M(u) = S) ds (C.4)

=
∑
S∈E

λSπ
∗
S . (C.5)

To obtain (C.4), we used the PASTA property [41] for each term in the sum.

Moreover, we used the fact that {PS(t), t ≥ 0} is Poisson with rate λS and

therefore limt→+∞ PS(t)/t = λS. This concludes the proof.

A similar result is proven in [43, Sect. 3.3] for Markov-modulated Poisson

processes.

Corollary 1 (Generalized PASTA). For any partition (Bi)i∈{1,...,l} of E such

that λS = λi for any S in Bi, we have that

Q(t)

t

t→+∞−−−−→
l∑

i=1

λi

∑
S∈Bi

π∗
S , w.p. 1. (C.6)

Theorem 1 and Corollary 1 provide the average rate of the process {Q(t), t ≥ 0}.

Appendix D. Proof of Proposition 2 (Item hit probability)

The proof uses the generalized PASTA property derived in Appendix C, and

we will redefine the relevant processes to serve our purpose.

We redefine M(t) as the set of cached items in the RND-TTL cache at time t,

SRND-TTL(t). It follows that E is equal to Ω, the state space of {SRND-TTL(t), t ≥ 0}.

We partition Ω into B1 = {S ∈ Ω : n ∈ S} and B2 = {S ∈ Ω : n /∈ S}. For

any S in B1, we redefine {PS(t), t ≥ 0} as the request process of n, that is Pois-

son with rate λn by Assumption 1. For any S in B2, we redefine {PS(t), t ≥ 0}

as the request process for n thinned with probability 1− pin.

With {M(t), t ≥ 0} and {{PS(t), t ≥ 0} , S ∈ Ω} redefined, Corollary 1 com-

putes the rate of {Q(t), t ≥ 0}, defined in (C.1), as λn · on+λn(1− pin)(1− on),

50



where on =
∑

S∈B1
πS and 1− on =

∑
S∈B2

πS . Finally, we only need to show

that Q(t) is the number of hits for item n until time t to deduce that the hit

probability is equal to λn · on + λn(1− pin)(1− on).

In RND-TTL, whenever an item n is in the cache, an exact hit occurs upon a

request for n. In other words, if {SRND-TTL(t), t ≥ 0} is in state B1, the number

of hits for n grows as its request process (and those added hits are all exact).

Conversely, when n is not in the cache, only an approximate hit may occur, with

probability 1 − pin. In other words, if {SRND-TTL(t), t ≥ 0} is in state B2, the

number of hits for n grows as its request process thinned with probability 1−pin

(and those added hits are all approximate). It is clear then that the number of

hits for n until time t is Q(t), which concludes the proof.

Appendix E. Proof of Proposition 3 (RND-LRU insertion rate)

The proof is similar to that for Proposition 2 in Appendix D.

We redefine M(t) as the ordered list of cached items in the RND-LRU cache

at time t, LRND-LRU(t). It follows that E = Ω̃, the state space of {LRND-LRU(t), t ≥ 0}.

For a given item n, we partition Ω̃ into B̃n = {L ∈ Ω̃ : L∩N c[n] = ∅}, B̃n,m =

{L ∈ Ω̃ : m ∈ L,L ∩ N c
m[n] = ∅} for every m ∈ N (n), and {L ∈ Ω̃ : n ∈ L}.

For any L in state B̃n, we redefine {PL(t), t ≥ 0} as the request process for n

that is Poisson with rate λn by Assumption 1. For any L in state B̃n,m with

m ∈ N (n), we redefine {PL(t), t ≥ 0} as the request process for n thinned with

probability 1 − qm(n) . For any L such that n ∈ L, we redefine (PL(t)) to be

always equal to 0 with probability 1.

With {M(t), t ≥ 0} and {{PL(t), t ≥ 0} , L ∈ Ω̃} redefined, Corollary 1

computes the rate of {Q(t), t ≥ 0}, defined in (C.1) as

λn

 ∑
L∈B̃n

π̃L +
∑

m∈N (n)

(1− qm(n))
∑

K∈B̃n,m

π̃K

 . (E.1)

Therefore we only need to show that Q(t) is the number of insertions for item

n until time t to prove the formula for the insertion rate.
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In RND-LRU, when neither n nor any of its neighbors are in the cache, a

request for n will correspond to a miss, and thereby n is inserted in the cache. In

other words, when LRND-LRU(t) is in state B̃n, the number of insertions of n grows

as its request process. However, when n is not in the cache but a neighbor is, n

may be inserted with some probability. Specifically, if m is the closest neighbor

of n in the cache, n will be inserted upon a request with probability 1− qm(n).

That is, when {LRND-LRU(t), t ≥ 0} is in state B̃n,m, the number of insertions

of n grows as its request process thinned with probability 1−qm(n). We deduce

that Q(t) is the number of insertions of n until time t, which concludes the

proof.

Appendix F. Proof of Proposition 4 (RND-LRU refresh rate)

As in Appendix E, we redefine M(t) as the ordered list of cached items in

RND-LRU at time t, LRND-LRU(t). For a given item n, for every m ∈ N c[n], we

define the set B̃m,n = {L ∈ Ω̃ : n ∈ L,L ∩N c
n[m] = ∅}.

For any L in Ω̃, we redefine {PL(t), t ≥ 0} as the aggregation of thinned

request processes for items in the subset {m ∈ N c[n] : L ∈ B̃m,n}. For every m

in the aforementioned subset, the thinning probability of m’s request process is

qn(m). Under Assumption 1, {PL(t), t ≥ 0} is Poisson and its rate is given by,

λL =
∑

m∈N c[n]

qn(m)λm1(L ∈ B̃m,n). (F.1)

With {M(t), t ≥ 0} and {{PL(t), t ≥ 0} , L ∈ Ω̃} redefined, Theorem 1 com-

putes the rate of {Q(t), t ≥ 0}, defined in Appendix C as,

lim
t→+∞

Q(t)

t
=

∑
L∈Ω̃

∑
m∈N c[n]

qn(m)λm1(L ∈ B̃m,n) π̃L (F.2a)

=
∑

m∈N c[n]

qn(m)λm

∑
L∈Ω̃

1(L ∈ Bm,n)π̃L (F.2b)

=
∑

m∈N c[n]

qn(m)λm

∑
L∈B̃m,n

π̃L. (F.2c)

It suffices then to show that {Q(t), t ≥ 0} is the number of times n’s timer

is refreshed until time t to deduce that the refresh rate λ̃r
n is given by (F.2c).
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In RND-LRU, whenever an item n is in the cache, a hit on n occurs upon a

request for m, with probability qn(m), if n is the item in cache closest to m, and

as a result n’s timer is refreshed. This holds for any neighbor m of item n (in-

cluding n). In other words, for any neighbor m such that {LRND-LRU(t), t ≥ 0} is

in state B̃m,n, m’s request process thinned with probability qn(m) contributes to

the growth of the number of timer refreshes for n. No other process contributes

to the refresh counting process, thereby, when {LRND-LRU(t), t ≥ 0} is in state L,

the number of times n’s timer is refreshed grows as the Poisson process PL(t)

with rate λL given in (F.1). We conclude that {Q(t), t ≥ 0} is the number of

times n’s timer is refreshed until time t, finishing the proof.

Appendix G. Proof of Lemma 1 (TC(o) is a singleton)

Let o ∈ ∆C . We first observe that F (o, ·) is an increasing and continuous

function in R+ since it is the sum of increasing and continuous functions in R+

(see (38)). As F (o, 0) = −C < 0, proving the existence of a root T0 of F (o, ·)

boils down to proving that limT→+∞ F (o, T ) > 0, thanks to the intermediate

value theorem. We prove next that limT→+∞ F (o, T ) is indeed strictly positive.

For a given o ∈ ∆C , we consider the setMo having the items with occupancy

equal to 1. In other words, Mo = {n ∈ I : on = 1} (note that we may have

53



Mo = ∅). We can write

o ∈ ∆C
(35)
=⇒ |Mo| ≤ C (G.1)

(36)
=⇒

∣∣∣∣∣ ⋃
m∈Mo

N (m)

∣∣∣∣∣ < N − C (G.2)

same
set=⇒

∣∣∣∣∣∣
n ∈ I :

∏
m∈N (n)

(1− om) = 0


∣∣∣∣∣∣ < N − C (G.3)

=⇒

∣∣∣∣∣∣
n ∈ I :

∏
m∈N (n)

(1− om) > 0


∣∣∣∣∣∣ > C (G.4)

(25)
(31)
=⇒ |{n ∈ I : En(o) > 0}| > C (G.5)

(29)
=⇒

∣∣∣∣{n ∈ I : lim
T→+∞

g (Rn(o), En(o), T ) = 1

}∣∣∣∣ > C (G.6)

(38)
=⇒ lim

T→+∞
F (o, T ) > 0 . (G.7)

The implication (G.1) is due to the definition of ∆C (35), whereas (G.2) follows

from the no-coverage condition (36). Observing that any item n in the set of all

neighbors
⋃

m∈Mo
N (m) has at least one neighbor with occupancy 1 (the one

from the setMo), we can rewrite (G.2) as (G.3). The inequality in (G.4) follows

by considering the complementary set. From the definition of the function

E (see (25) and (31)), it comes that the set in (G.4) is included in the set

in (G.5), which justifies writing (G.5). The implication (G.6) follows since

limT→+∞ g (Rn(o), En(o), T ) = 1 whenever En(o) > 0 (see (29)). Using the

definition of F (o, T ) in (38), it is straightforward to write (G.7). We deduce

then the existence of a root of F (o, ·), namely T0.

The last step of the proof is to show the uniqueness of the root T0. Given that

under the no-coverage condition, there are at least C+1 functions g (Rn(o), En(o), ·)

that are strictly increasing (see (29) and (G.6)). Consequently, F (o, ·) is strictly

increasing and T0 is unique, which concludes the proof.
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Appendix H. Proof of Lemma 2 (Differentiability of tC)

We follow the steps of the proof of [44][Th.1]. By proving the existence of

the partial derivatives of tC , we show that tC is differentiable. Let o ∈ ∆C and

for j ∈ I we define ej as the N -dimensional vector with all components 0 except

the jth one which is 1. We want to show the existence of

lim
ϵ→0

tC(o+ ϵej)− tC(o)

ϵ
. (H.1)

Let A = (o, tC(o)) and Bj = (o + ϵej , tC(o + ϵej)). Since F is the sum of

continuously differentiable functions (see (38)), then F is continuously differen-

tiable over ∆C ×R+. By the mean value theorem, there exists some δ between

0 and 1 such that

F (Bj)− F (A) = ∇F ((1− δ)A+ δBj) · (Bj −A). (H.2)

To ease the writing we define Lj = (1 − δ)A + δBj . From the definition of tC

in (39), we have that F (A) = F (Bj) = 0. We expand then the right-hand side

of (H.2) to write

ϵ
∂F

∂oj
(Lj) +

(
tC(o+ ϵej)− tC(o)

)∂F
∂T

(Lj) = 0

⇔ tC(o+ ϵej)− tC(o)

ϵ
= − ∂F

∂oj
(Lj)

(
∂F

∂T
(Lj)

)−1

, (H.3)

where we used the fact that ∂F
∂T > 0 to write the last equality. (Recall from

Appendix G that F (o, ·) is continuous and strictly increasing.) When ϵ → 0,

Lj converges to A and (H.3) boils down to (41), completing the proof.

Appendix I. Proof of Proposition 7 (Computation of JGβ)

The Jacobian matrix of a function f : Rn → Rm is a rectangular matrix with

m rows and n columns. The element in the ith row and jth column represents

the partial derivative of the ith component of the function f with respect to the

jth variable.
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Let o ∈ ∆C and Pi(o) = (Ri(o), Ei(o), tC(o)). We use the chain rule on G

to compute the partial derivative of its ith component, Gi, with respect to the

jth variable.

∂Gi

∂oj
(o) =

∂g

∂x1
(Pi(o))

∂Ri

∂oj
(o) +

∂g

∂x2
(Pi(o))

∂Ei

∂oj
(o) +

∂g

∂x3
(Pi(o))

∂tC
∂oj

(o).

(I.1)

Observe that (
∂g

∂x1
(Pi(o))

∂Ri

∂oj
(o)

)
1≤i≤N
1≤j≤N

= Diag (∂1g) · JR(o), (I.2)

and (
∂g

∂x2
(Pi(o))

∂Ei

∂oj
(o)

)
1≤i≤N
1≤j≤N

= Diag (∂2g) · JE(o). (I.3)

To prove (47), it suffices to prove that(
∂g

∂x3
(Pi(o))

∂tC
∂oj

(o)

)
1≤i≤N
1≤j≤N

= − ∂3g
⊺

∂3g · 1
· (∂1g · JR(o) + ∂2g · JE(o)) . (I.4)

To this aim, we compute the partial derivatives of tC . These are given in Lemma

2 as follows:

∂tC
∂oj

(o) = − ∂F

∂oj
(o, tC(o)) ·

(
∂F

∂T
(o, tC(o))

)−1

. (I.5)

From the definition of F (see (38)) and the chain rule, we get

∂F

∂oj
(o, tC(o)) =

∑
i∈I

∂g

∂x1
(Pi(o))

∂Ri

∂oj
(o) +

∑
i∈I

∂g

∂x2
(Pi(o))

∂Ei

∂oj
(o), (I.6)

∂F

∂T
(o, tC(o)) =

∑
i∈I

∂g

∂x3
(Pi(o)) = ∂3g · 1 . (I.7)

Substituting (I.6) and (I.7) into (I.5) we deduce (I.4). This concludes the proof.

Appendix J. Time Complexity of Single Iteration in Algorithm 2

In each iteration of Algorithm 2, we compute the functions E(o), R(o),

tC(o) and finally g (E(o),R(o), tC(o)) for a given o ∈ ∆C . It is easy to deduce
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from (31), (32) and (33) that the time complexity for computing the functions

E, R and g is O (K), O (K) and O (N), respectively. The computation of tC(o)

can be done either through bisection or Newton’s method thanks to Lemma 2.

If we consider that the number of iterations in the computation of tC(o) is

constant, then the time complexity for computing tC(o) is O (K). Finally, we

deduce that the time complexity for one iteration of Algorithm 2 is O (K).

Appendix K. Proof of Proposition 8 (Properties of Y (o))

Let β ∈ [0, 1] and a = max
{
0, γ−1

γ+1−η

}
. For a given o ∈ ∆C , in order to

show that (a, 1) ⊂ Y (o), we first find an upper bound on the squared spectral

norm of JGβ
(o). We next observe that should (55) hold, then the upper bound

that we found would be smaller than 1 if and only if β lies within the interval

(a, 1), concluding thereby that (a, 1) ⊂ Y (o).

We derive now an upper bound of the square of the spectral norm of JGβ
(o).

In our derivations, we denote the spectral radius of a matrix M as ρ(M) and

use IN for the N -dimensional identity matrix. Letting A = JG(o), we can start

from (47) to write

∥∥JGβ
(o)

∥∥2
2
=

(
∥(1− β)A+ βIN∥2

)2 (K.1a)

= ρ
(
(1− β)2AA⊺ + β(1− β)(A+A⊺) + β2IN

)
(K.1b)

≤ ρ
(
(1− β)2AA⊺ + β(1− β)(A+A⊺)

)
+ β2 (K.1c)

=
∥∥(1− β)2AA⊺ + β(1− β)(A+A⊺)

∥∥
2
+ β2 (K.1d)

≤
∥∥(1− β)2AA⊺

∥∥
2
+ ∥β(1− β)(A+A⊺)∥2 + β2 (K.1e)

= (1− β)2γ + β(1− β)η + β2 (K.1f)

= (γ + 1− η)β2 − (2γ − η)β + γ. (K.1g)

Equation (K.1b) follows from the definition of the spectral norm, i.e., ∥M∥2 =√
ρ(MM⊺). We can write (K.1c) by observing that ρ(M + β2I) ≤ ρ(M)+ β2

for any matrix M . Given that the spectral norm of a symmetric matrix coin-

cides with its spectral radius, (K.1d) follows. We can write (K.1e) thanks to
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Figure 8: Spatial popularity distribution: Zipf with exponent z = 1.0.

the triangular inequality, and (K.1f) using again that ∥M∥2 = ρ(M) when M

is symmetric and then the definitions of γ and η in (53) and (54), respectively.

Equation (K.1g) readily follows. The upper bound expressed in (K.1g) is less

than 1 when β is in the interval
(
max

{
0, γ−1

γ+1−η

}
, 1
)

under the condition that

η < min{2, γ + 1}.

Appendix L. Additional Experiments

Zipf trace on a grid. Each item corresponds to two features, characterized by

a point in a grid, I = [0..99]2. The total number of items is |I| = 104, and the

dissimilarity function between items dis(·, ·) is the Euclidean distance. Neigh-

bors of item (x, y) at the same distance are ordered counterclockwise starting

from the item to the right, i.e., from (x+a, y) with a > 0. Traces are generated

in an IRM fashion where the popularity distribution for an item in I is Zipf.

We generate 50 synthetic streams using Zipf exponent z = 1.0 and having in

each stream r = 2 · 105 requests for items in I. Figure 8 illustrates the spatial

popularity distribution for z = 1.0.

Hit ratio computation. We empirically compute the hit ratio of similarity

cache mechanisms using SIM-LRU and RND-LRU on the Zipf trace with pa-

rameter z = 1. We consider three similarity threshold values d = 1, d = 1.5

and d = 2. Additionally, given two distinct items n and m, we set RND-LRU

parameters qn(m) to (dis(n,m))−2 if dis(n,m) ≤ d and 0 otherwise. Note
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(a) d = 1, 25 iterations
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(b) d = 1.5, 20 iterations
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(c) d = 2.0, 15 iterations

Figure 9: Hit ratio versus cache capacity: r = 2 · 105, Zipf with exponent z = 1.0, β = 0.5.

that when d = 1, RND-LRU reduces to SIM-LRU. Results for the hit ratio

are averaged over the 50 request processes. We refer to the empirical results

for SIM-LRU and RND-LRU as Exp-SIM and Exp-RND, respectively. Our ap-

proach utilizes Algorithm 2 with parameter β = 0.5 and a stopping condition

determined by a fixed number of iterations. Algorithm 2 enables us to estimate

the approximate hit probabilities for all items, h, and subsequently determine

the overall cache hit ratio H. We refer to our results, for SIM-LRU and RND-

LRU, as Ours-SIM and Ours-RND, respectively. Possible alternative methods to

estimate the hit ratio are presented in Section 6.2, like LRU and Greedy.

Figure 9 shows the empirical hit ratio along with its estimates obtained

through different approaches. The depicted results confirm the accuracy of our

approach in approximating RND-LRU’s hit ratio.

Figure 10 illustrates the values of the characteristic time tC and the hit

ratio H over different iterations of Algorithm 2. The findings shown in Figure 10

validate that Algorithm 2 converges within a few iterations.
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Figure 10: Characteristic time tC and hit ratio in different iterations of Algorithm 2 for SIM-

LRU: Zipf with exponent z = 1.0, β = 0.5.

Table 3: Average runtime per iteration in Algorithm 2: C = 100, Zipf with z = 1.0, β = 0.5.

Similarity threshold Number of neighbors Average runtime

d |N c[n]| per iteration

1.0 5 0.7 seconds

1.5 9 2.5 seconds

2.0 13 5.2 seconds

Table 3 provides details on the average runtime per iteration in Algorithm 2

for d = 1.0, d = 1.5 and d = 2.0 when the number of iterations is respectively

25, 20 and 15.

Appendix M. Implementation Details

When computing
∥∥JGβ

(o)
∥∥, we follow a specific procedure. First, we use the

formula in (48) to compute the Jacobian matrix JG. To compute the Jacobian

matrices JE and JR, we utilize a function from the torch.autograd Pytorch’s

library [45]. However, we do not use this function in the computation of the
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vectors ∂1g, ∂2g and ∂3g to avoid potential errors that may arise from float-

ing point precision. Instead, we implement these vectors separately, ensuring

accurate results.
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