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Non-invasive brain-computer interface (BCI) is a framework that establishes direct

communication between a computational external device and the brain activity, mostly via

electroencephalography (EEG) signals. Despite its clinical applications, EEG-based BCI

presents several challenges, such as performance variability across subjects and a low amount

of data. To tackle these issues, many approaches have been proposed to better highlight and

understand the neural dynamics reflected in the signals, including signal processing tools (e.g.

band-pass filters, alignments), alternative features such as functional connectivity (Corsi M.-C. et

al. 2022), or more sophisticated classification models (based on manifolds or deep learning).

Despite all these efforts, many results fail to provide a consistent answer to which type of model

is the best to understand brain dynamics; even when they use the same data, they use different

evaluation schemes. In this study, we are interested in the following questions: (i) Does the way

the model is evaluated impact the ranking of the best model? (ii) Does the amount of data

impact the decoding of the brain signals, and is this reflected in the ranking? (iii) Do the best

models also deliver better interpretability? Here, we systematically evaluated different methods,

7 using deep learning, 10 using Riemannian Manifold, and Common Spatial Patterns across six

EEG-based BCI datasets during the sensory-motor rhythms tasks. All these methods were

benchmarked using the same data split, with the classification task determining which motor

imagery task occurred during a trial. The results were consistent with prior reports (Chevallier, S.

et al. 2024). For instance, the best deep learning model, Attention Net (Wimpff, M., Gizzi, et al.

2024), outperformed the best Riemannian model, Fucone (Corsi M.-C. et al. 2022), by 16% in

five-fold cross-validation at the subject level on the BCI 2014 competition dataset. However, the

ranking remained inconsistent when we changed the evaluation method. The amount of data



used as input in the model was decisive for deep learning models, while the manifold models

proved to be more invariant to this factor when trained with one model for a subject. Finally, the

inherent interpretability of the functional connectivity models was not effective for scenarios with

many subjects. These results emphasize the necessity of a systematic comparison of brain

decoding models, drawing a parallel with the benchmark approaches that built the foundation in

deep learning fields, which now could be adopted in neuroscience.
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What is decoding neurophysiological 

signals?

Linkedin:

How do we evaluate?

Take-Home insights

What is it benchmark?
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Inter vs Intra models
Here, the neurophysiological time series x depends on 
the stimulus y

When you train a machine learning model, you learn 
how to decode an task.

Motor Imagery 
Task
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Left

x y

Machine 
Learning

Model

Benchmarking is an emerging science, and we 
understand it as the iron rule to tame anything 
goes. All disputes must be settled by 
competitive empirical testing:

1) Agree on metric;

2) Agree on benchmark data;

3) Compete (Compute).

Dataset and models (what we agree)

Here, we selected four motor-imagery 

datasets:

And we selected 17 machine learning models:
Deep learning

Functional Connectivity

Experimental results

1. We can decode the time series!

2. The model ranks change completely!

One subject for model          | multi subject for model

1) The way the evaluation is the devil in the details!

2) The variance of ranks between datasets is large; the best model for one 
dataset isn't necessarily the best for all. New models should be evaluated 
across different datasets, and statistical conclusions should be drawn. 

3) More data appears to improve deep learning models. It doesn't make 
sense to build deep learning models if we train one model per subject, 
traditional models will be better;

4) We need to optimize the models more, but we have a tradeoff in 
computational costs, just here in an exploratory study, we trained more than 
10500 models.


