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Abstract—Automated classification of electroencephalogram
(EEG) signals is complex due to their high dimensionality, non-
stationarity, low signal-to-noise ratio, and variability between
subjects. Deep neural networks (DNNs) have shown promising re-
sults for EEG classification, but the above challenges hinder their
performance. Euclidean Alignment (EA) and Data Augmentation
(DA) are two promising techniques for improving DNN training
by permitting the use of data from multiple subjects, increasing
the data, and regularizing the available data. In this paper, we
perform a detailed evaluation of the combined use of EA and
DA with DNNs for EEG decoding. We trained individual models
and shared models with data from multiple subjects and showed
that combining EA and DA generates synergies that improve the
accuracy of most models and datasets. Also, the shared models
combined with fine-tuning benefited the most, with an overall
increase of 8.41% in classification accuracy.

Index Terms—Neural Networks, Brain-Computer Interfaces,
Data Augmentation, Euclidean Alignment

I. INTRODUCTION

The brain-computer interface (BCI) is an emerging tech-
nology of recent decades, which establishes a direct link
between external devices and brain signals [1]. Traditionally,
BCIs have been used for medical applications such as emotion
recognition, human-machine interactions, and, above all, neu-
ral control of prosthetic limbs [2, 3, 4]. Among the various
non-invasive techniques, the electroencephalogram (EEG) is
widely used to detect neural activity since it is portable and
has a low acquisition cost. Despite these advantages, decoding
EEG is still challenging due to the inherent complexity of this
type of data, resulting from the high dimensionality and low
signal-to-noise ratio of this type of signal.

To overcome the challenges of EEG decoding, researchers
started to evaluate the use of Deep Neural Networks (DNNs),
which can extract important features directly from raw data
and have been shown to provide superior performance com-
pared to conventional methods [5, 6, 7, 8, 9]. Yet, despite the
promising results of DNNs, they require large training datasets.
Two possibilities for increasing the availability of data are
training these networks using data from multiple subjects and
using data augmentation techniques.

Data augmentation [10, 11] increases the training sets’ size
by adding new synthetic examples by performing transfor-
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mations in the data while preserving the labels. This strat-
egy alleviates the problem of overfitting by providing more
training data while also providing regularization since the
DNNs become invariant to the imposed transformation. It has
shown that data augmentation improves the accuracy of EEG
Decoding [12, 13].

The second way to improve the training of deep networks is
to use data from multiple subjects. Considering each subject
as a domain, we must achieve greater similarity between
domains [14]. One approach is to use Euclidean alignment
(EA) [15], which is a pre-processing method that centers the
average of the covariance matrices of each subject EEG trials
on the identity matrix. Although little explored in the context
of neural networks, this type of alignment has already shown
good results in recent studies [15] and is generating increasing
interest due to its computational efficiency and simplicity.

Although these techniques have been studied separately [11,
12, 16, 17], using both techniques together can generate pos-
itive interactions. For instance, the regularization provided by
the augmentation process may enhance the domain adaptation
provided by Euclidean alignment.

In this paper, we evaluate the combined use of Euclidean
alignment and a data augmentation strategy, called Segmen-
tation and Reconstruction (S&R), for training DNNs using
data from single or multiple subjects. Our results show that
combining S&R with EA improved the accuracy of most
models and datasets, especially in the case of shared models,
reaching up to 13% of improvement with fine-tuning.

II. MATERIAL AND METHODS

A. EEG Decoding

We assume EEG decoding is a machine-learning classifica-
tion problem when evaluating our proposal [18]. We consider
signals as real-valued matrices X , where each matrix xi ∈ X
is associated with a cognitive task yi ∈ Y . The matrix xi is
an element of the set X = RC×T , with C as the number of
channels (electrodes), T is the number of time points in the
matrices and i ∈ {1 . . . N} are in the index vector, with N as
the total number of trials/matrices.

The decoding problem involves learning a neural network
model to map each matrix x to the associated label y, in other
words, fθ : X → Y . The model parameters θ are optimized
to minimize the average loss function ℓ across the training
dataset:
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min
θ

1

N

∑
ℓ(fθ(xi),yi) . (1)

In all our experiments, the loss function ℓ used is the
balanced cross-entropy. To analyze the robustness of the data
augmentation with the Euclidean Alignment, we employed
four well-established neural networks for EEG decoding, the
ShallowNet [8], Deep4Net [8], EEGNet [6] and EEGCon-
former [16] implemented on BRAINDECODE library v0.7.

B. Datasets

We selected three motor imagery datasets to validate our
approach, BCI Competition IV 2a [19], the Cho2017 [20],
and Shin2017A [21], available at the MOABB library [22].
We chose these large datasets, in the number of trials or the
number of subjects, to avoid the common BCI practice of small
and single dataset bias [23, 24].

The first dataset, denoted in the rest of the paper as
BNCI2014001, consists of 9 subjects, with two sessions (dif-
ferent days) and four cognitive imagery tasks: left hand,
right hand, and both feet and tongue movements. The second
dataset, Cho2017, contains 52 subjects with two cognitive
imagery tasks, left-hand and right-hand, recorded with a single
session. Finally, the Shin2017A includes data from 29 subjects
registered in three sessions, with two cognitive imagery tasks,
left hand and right hand.

Regarding the preprocessing steps applied to the datasets,
we conduct a re-scaling voltage from V to µV, band-pass
filtering with interval [4 − 38] Hz, exponential moving stan-
dardization [25], artifact rejection based on annotations, and
baseline correction when necessary. These steps were designed
and aligned with recent work on the importance of pre-
processing to separate the marks from the central nervous and
peripheral systems [26].

C. Euclidean Alignment

Since brain signals depend on the morphology and psycho-
logical state of the individual at the instant of the recording,
the natural variability of brain signals represents a significant
obstacle. This variability makes it difficult to develop a model
that can be effectively generalized to several individuals or
even the same subject between different days. To address this
challenge, we employ the Euclidean alignment (EA) technique
[27, 28]. For each subject’s run with N trials, we calculate the
arithmetic mean R̄ of the covariance matrices:

R̄ =
1

N

N∑
i=1

xix
⊤
i , (2)

Next, we perform the alignment as the square root of the
inverse of R̄ and apply it back to each matrix.

X̃i = R̄−1/2xi, (3)

an intuitive explanation for the importance of covariance
matrix is that it encodes the interactions between different

channels, which can be decomposed to find the spatial dis-
tribution of brain activities. Therefore, with these steps, the
average covariance matrices in the data become equal to
the identity matrix. Consequently, the distributions of the
covariance matrices of different subjects become more similar,
a desirable aspect of improving the model’s generability.

D. Segment & Reconstruction – S&R

While the alignment technique can be seen as a domain
generation component, the data augmentation is considered
a regularization transformation. In EEG decoding, data aug-
mentation has been known to enhance the brain decoding task
[11, 12, 17].

Because of the non-stationarity property present in the
signal, the most important segments of the signal do not have
a fixed size or point in the temporal dimension. Here, we
employ one of the possible data augmentations that capture
this component and introduce more variability to the f neural
network.

Given the associated x signal with dimensions C × T for
each class, we segment the temporal component into s parts.
Then, across the set of trials for each class, we randomly con-
catenate those segments to form new synthetic reconstructed
trials, maintaining the original temporal order. This type of
transformation respects the structure of the original trials while
increasing the variability of the training data. This is expected
to help the subsequent classifier deal with greater variability
and consequently use the most invariant features, i.e. those
most important for classification, making the model robust.

An illustration of the process is present in Figure 1. The
Segment and Reconstruction data augmentation increased the
number of samples during the batch size of each iteration, with
the concatenation of the original trials and the reconstructed
synthetic trials.

Fig. 1. Principle of synthetic EEG data generation using Segmentation and
Reconstruction - S&R strategy in the time domain. The s segmentations
(represented by the red dashed lines) are performed and then the segments
are joined randomly in the reconstruction phase, preserving the labels of each
trial (i.e. there is only a mixing of trials from the same class).

III. EXPERIMENTAL SETUP

Various tests were carried out to compare the accuracies
and check whether there were any significant changes when
varying the training and data processing conditions, as shown
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Fig. 2. (a) Cross-subject training, 5-folds cross-validation over the subjects data. (b) Individual training. Data from a single subject is used for training and
validation.

in the graphs in the next subsection. With these results, the
performance of the architectures was also compared.

As a first step, the comparative tests conducted initially
considered the effects of Euclidean alignment on the models,
checking whether or not there was an improvement in the accu-
racy values for the classes (tasks). In addition, the contribution
of data augmentation (S&R) to the model’s performance in
the classification task was also checked. After these cases, the
model was tested with EA and S&R together1.

To examine its performance, we analyzed the models in
two main situations. Firstly, we used individual models, in
which we evaluated the architecture performance per subject
(Figure 2b). In this case, for BNCI2014 001, we used one
session for training and another for testing. For Cho2017,
which has 200 trials per subject, we used 70% of data for
train, 15% for validation, and 15% for testing. Finally, for
Shin2017A, we used the first session for train, and the other
two for validation and test, respectively.

Secondly, the model was trained with data from all the
subjects. The strategy was based on choosing a random batch
of subjects as the targets, which will be the test set, and
the other subjects will be used for training (Figure 2a). For
the experiments with fine-tuning, we followed the same split
as in the individual models with the test subjects sets for
BNCI2014001 and Shin2017A. In this case, the train data
became the fine-tuning set, and the remaining was used as the
test set. For Cho2017, we split the target subject set in half,
using the first part for fine-tuning and the other for testing.
The results obtained follow in the next section.

For both modalities (individual and shared), the models have
trained 200 epochs, using an early stopping of 75 iterations,
learning rate of 0.000625, weight decay of 0.1, and a batch
size of 64 trials2. The loss criterion and optimizer used were
CrossEntropyLoss and Adam, respectively, with beta values
equal to 0.5 and 0.999. For fine-tuning, the models were
trained for an additional 100 epochs, with a patience of 30.
In all cases, we used s in S&R data augmentation set to 12.
We used a one-tailed paired permutation test with and without
data transformation, and we combines the p-values resulting

1Euclidean Alignment processing is realized in an offline fashion, whereas
S&R data augmentation is executed online.

2In the case of individual training with Shin2017A dataset, due to the limited
number of trials, we used a batch size of 20.

from each dataset taken separately via Stouffer [23].

IV. RESULTS AND DISCUSSION

We evaluated the effectiveness of Euclidean Alignment and
S&R data augmentation using individual and shared models.
Our aim was to determine whether the use of these transforma-
tions, both individually and combined, would help to improve
BCI decoding accuracy.

For the individual models, trained using data from single
subjects, using EA, S&R, or EA and S&R did not improve
the accuracy, as shown in the column overall in Table I.
When looking for individual models, we note that for EEG-
Conformer and ShallowNet, using EA and S&R improved
average performance in 2.53% and 4.05%. However, for
DeepNet, there was a decrease of 8.34% when using EA and
S&R. One possible explanation is that DeepNet is a larger
model, which may be overfitting the augmented data. Still, the
results indicate that using EA and S&R for training with data
from single subjects does not improve accuracy consistently.

When training shared models with data from all subjects
in a dataset, using either EA, S&R, and EA and S&R im-
proved the accuracy of all models compared to the models
without EA and S&R (Table I). Overall, the impact of using
EA was the most prominent, but combining EA and S&R
resulted in further improvements. When evaluating individual
datasets, shown in Figure 3, using EA and S&R generated
improvements in all cases, but using only S&R reduced the
accuracy in some models in the BNCI2014001 dataset. We
can see that using EA and S&R enabled the shared models
to perform similarly to the individual models (Table I), even
without using any target subject data for fine-tuning (although
we used a small amount of target data to adjust the Euclidean
Alignment). Also, the larger model, DeepNet, benefited the
most from using data from multiple subjects, enabled by the
use of EA and S&R.

When we fine-tuned the models using target subject data, us-
ing EA and S&R resulted in the most prominent improvements
compared to the base model (Table I and Figure 4). Still, using
only EA or S&R individually also improved the accuracies,
except for the S&R with the ShallowNet. Moreover, compared
to the individual models, the fine-tuned models with EA, S&R,
or EA and S&R improved the overall accuracies for all models
(Table II). This shows that combining these techniques, EA
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TABLE I
AVERAGE ACCURACY CONTRIBUTION OF EA AND S&R (MEAN ± STANDARD DEVIATION) COMPARED TO THE BASELINE MODEL OF EACH TRAINING

PARADIGM (INDIVIDUAL, SHARED, AND FINE-TUNED)

Processing Modality Models Overall
EEG-Conformer DeepNet ShallowNet EEGNet

EA
Individual 3.37 ± 9.86 -3.54 ± 9.81 2.43 ± 6.83 -1.06 ± 9.25 0.30 ± 8.94
Shared 5.99 ± 3.85 7.90 ± 3.64 4.20 ± 2.53 5.53 ± 2.76 5.91 ± 3.19
Shared and Fine-tuning 10.53 ± 6.35 7.94 ± 5.00 3.10 ± 1.92 5.20 ± 3.64 6.69 ± 4.23

S&R
Individual 0.97 ± 5.51 -3.89 ± 8.46 2.10 ± 6.43 1.24 ± 5.17 0.10 ± 6.39
Shared 2.07 ± 4.47 2.40 ± 4.21 0.28 ± 2.03 1.23 ± 4.71 1.50 ± 3.86
Shared and Fine-tuning 8.58 ± 5.31 4.55 ± 3.49 -1.04 ± 3.69 1.79 ± 3.01 3.47 ± 3.87

EA and S&R
Individual 2.53 ± 7.56 -8.34 ± 10.56 4.05 ± 7.78 -0.28 ± 8.32 -0.51 ± 8.55
Shared 8.08 ± 3.76 7.53 ± 4.27 5.07 ± 2.61 7.53 ± 3.72 7.05 ± 3.59
Shared and Fine-tuning 13.60 ± 6.38 7.58 ± 6.58 5.00 ± 3.47 7.47 ± 2.94 8.41 ± 4.84

Bold for the best model accuracy improvement.

TABLE II
AVERAGE ACCURACY OF INDIVIDUAL AND CROSS-SUBJECT WITH FINE-TUNING PARADIGMS (MEAN ± STANDARD DEVIATION)

Model Individual Shared and Fine-tuned

EA S&R EA and S&R EA S&R EA and S&R

EEG-Conformer 46.53 ± 12.38 48.38 ± 14.58 47.45 ± 12.53 64.2 ± 7.59 58.65 ± 7.72 67.81 ± 6.86
DeepNet 33.68 ± 8.20 32.52 ± 5.31 28.24 ± 5.90 62.74 ± 6.27 60.35 ± 9.88 60.90 ± 7.36

ShallowNet 57.87 ± 10.91 54.05 ± 13.79 62.27 ± 10.29 68.30 ± 9.81 59.27 ± 9.39 72.36 ± 10.34
EEGNet 48.26 ± 10.53 49.77 ± 9.92 49.31 ± 11.39 70.70 ± 7.99 60.94 ± 7.92 71.70 ± 7.15

Bold for the best model accuracy.
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Fig. 3. Prediction accuracy using EEG-Conformer, ShallowNet, DeepNet,
and EEGNet shared models with and without Euclidean alignment and data
augmentation (S&R). The statistic comparison between EA+S&R and without
EA and S&R shows significant difference with p < 0.001.

and S&R, enabled the effective training of shared models
with data from multiple subjects. Finally, combining EA and
S&R generated synergies in the shared and fine-tuned models,
resulting in the best overall accuracies, except for DeepNet,
which worked better using only EA.

Other projects have also explored data augmentation to
improve deep learning models in the context of decoding EEG
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Fig. 4. Prediction accuracy using EEG-Conformer, ShallowNet, DeepNet,
and EEGNet shared models after fine-tuning, with and without Euclidean
alignment and data augmentation (S&R). The statistic comparison between
EA+S&R and without EA and S&R shows significant difference with p <
0.001.

data. For instance, Rommel et al. [12] made a systematic com-
parison of data augmentation methods in EEG data to improve
model performance. They obtained improvements of up to
25% and 45%, in low data regimes, for BNCI2014001 using
the SmoothTimeMask and FTSurrogate strategies, respectively.
Ali et al. [13] used a new data augmentation strategy and its
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proposed feature extraction method, reaching significant im-
provements compared to state-of-the-art networks. Our combi-
nation of EA and S&R showed an improvement in the average
accuracy of 13.60% for EEG-Conformer, 7.58% for DeepNet,
5.00% for ShallowNet and 7.47% for EEGNet shared models
regarding the three datasets.

Similarly, for Euclidean alignment, He and Dongrui [15]
showed an increase of up to 10% when using EA with machine
learning algorithms. More recently, Junqueira, B. et al. [28]
also showed an improvement of 4.33% when applying EA
as a preprocessing step for deep learning architectures. We
systematically evaluated using both Euclidean Alignment and
Data Augmentation in Deep Learning models. We showed that
using EA and S&R enabled the training of shared models with
data from all subjects in a dataset, resulting in better overall
accuracies in the evaluated datasets.

For individual models, we still see some inconsistency
with the use of these regularizations, and we should further
investigate which conditions cause them to improve or degrade
performance. We could also evaluate other data augmentation
methods and which work better with Euclidean Alignment and
with which each model and dataset. Finally, we could perform
hyperparameter optimizations to improve the accuracy.

V. CONCLUSION

This paper has proposed to evaluate the impact of Euclidean
alignment in combination with a data augmentation technique
called Segmentation & Reconstruction, which has been little
explored in the context of deep learning for EEG signals.
When trained with data from multiple subjects, an overall
improvement of 8.41% in accuracy was observed in the
shared models. Therefore, we believe that the combination of
Euclidean alignment with data augmentation techniques such
as Segmentation and Reconstruction are important as a pre-
processing and regularization step, respectively, so that they
become standards when training cross-subject models.
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