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Abstract. To address the increasing complexity of modern scientic
computing workows, HPC clusters must be able to accommodate a
wider range of workloads without compromising their eciency in pro-
cessing batches of highly parallel jobs. Cloud computing providers have
a long history of leveraging all forms of virtualization to let their clients
easily and securely deploy complex distributed applications and similar
capabilities are now expected from HPC facilities.
In recent years, containers have been progressively adopted by HPC prac-
titioners to facilitate the installation of applications along with their soft-
ware dependencies. However little attention has been given to the use of
containers with virtualized networks to securely orchestrate distributed
applications on HPC resources.
In this article, we describe a way to leverage network virtualization to
benet from the exibility and isolation typically found in a cloud en-
vironment while being as transparent and as easy to use as possible for
people familiar with HPC clusters. Users are automatically isolated in
their own private network which prevents unwanted network accesses
and allows them to easily dene network addresses so that components
of a distributed workow can reliably reach each other. We describe the
implementation of this approach in the pcocc (private cloud on a com-
pute cluster) container runtime. We evaluate both its overhead as well
as its benets for representative use-cases on a Slurm based cluster.

Keywords: HPC · containers · cloud · VXLAN · Slurm · namespaces ·

PCOCC

1 Introduction

In the last decade, high performance computing has been adopted in increas-
ingly diverse scientic domains, from climate modelling and high energy physics
to genomics and AI. HPC clusters have historically focused on providing plat-
forms optimized for compute-intensive numerical simulations, which harness the
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aggregate performance of a large number of nodes to perform computations in
a minimal time on a xed amount of resources using a common set of parallel
programming interfaces such as MPI and OpenMP. HPC facilities have dedi-
cated a large part of their eorts to serving this use case by providing a uniform,
highly tuned software stack made of compilers, runtime systems, and libraries
that users can leverage to build optimized parallel applications. However, with
the increasing adoption of HPC across all scientic domains, new applications
need to be able to benet from HPC resources. As a global trend, they require
a wider range of software dependencies and rely on more and more complex
workows mixing numerical simulations, AI/ML algorithms or data analysis.
It is therefore becoming essential that HPC clusters provide tools that make
it easier for users to deploy their own customized software stack. In contrast,
cloud environments have been built from the ground up with the objective to se-
curely run complex dynamic workloads while being shared by a very large pool of
untrusted users. By providing exibility, automation, elasticity, and scalability,
cloud computing has become mainstream regarding the deployment of large-
scale applications and workows. These applications are often designed as a set
of components or services, each requiring a specic runtime or software stack.
Cloud providers make extensive use of hardware virtualization and containers to
partition resources in a exible and secure way as well as to facilitate application
deployment by allowing the packaging of application components as shippable
artifacts. The term cloud-native has been coined to describe applications that
have been developed specically for cloud platforms. The most popular platform
for deploying these applications is Kubernetes[1], an open-source product that
allows users to easily and reproducibly dene and deploy their workloads on any
kind of supported resource from commercial cloud oerings to self-hosted clus-
ters or even edge devices. Kubernetes mainly supports orchestrating applications
packaged as containers, a form of lightweight virtualization that operates at the
level of operating system interfaces. In Linux, this capability is exposed in the
form of namespaces, which allow changing the mapping of system identiers such
as PIDs, lenames, or network interfaces for a process or group of processes. By
providing each application with its own virtual view of the operating system,
applications can be isolated from each other and remain independent of the host
system. While Kubernetes was initially primarily used to host web services, its
exibility has made it popular for running various workloads. Workow engines
enable the scheduling of complex workows involving compute-intensive tasks
on Kubernetes clusters, particularly in the AI/ML eld.

While cloud and HPC have long evolved separately, there is a growing in-
terest in bridging the gap between these two environments so that users may
benet from the best capabilities of both cloud and HPC technologies, an ap-
proach often referred to as "converged computing". In this article, we discuss
how containers can help securely enable new workows in typical HPC clusters
in particular by making use of network virtualization, which is typically used in
cloud settings. Indeed while HPC applications are now more and more commonly
packaged in container images that can be reproducibly deployed, little attention
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has been given to leveraging network virtualization within an HPC environment.
To our knowledge, most HPC oriented container engines, with the exception of
Singularity, do not support setting up network namespaces, and little work has
been published on how to expose this capability to users of an HPC cluster. We
show that network virtualization can be enabled in a way that is transparent to
the end user while helping orchestrating distributed applications and improving
security.

2 Converged computing

The research topics related to converged computing can be classied in three
main categories: HPC in the cloud, hybrid solutions and cloud in HPC.

The rst approach consists in trying to allow HPC workloads to run e-
ciently in the cloud, in particular using Kubernetes. Indeed, Kubernetes has
quickly gained adoption among scientists wanting to leverage cloud resources
for deploying computational workloads. To run eciently, parallel HPC applica-
tions do however require specialized scheduling, resource allocation and process
management which is not provided out of the box by Kubernetes. The MPI Op-

erator3 is commonly used to allow launching MPI applications on Kubernetes.
To further bridge the gap with the level of support oered by HPC resource
managers, multiple tools allow to easily instantiate virtual clusters within Ku-
bernetes, in which resources are managed by an HPC scheduler such as Flux or
Slurm [2] [3]. Some more tightly integrate the virtual cluster to the underlying
environment by delegating resource management to Kubernetes which allows the
simultaneous execution of unmodied HPC and non HPC workloads [4]. Other
research aims at adapting Kubernetes scheduling and placement algorithms so
that it may better handle HPC workloads [5] [6]. In [7], the authors present
a solution to enable the scaling of HPC workloads on Kubernetes to allow for
more elasticity and exibility.

The second approach consists in creating hybrid architectures bridging cloud
and HPC environments, with varying degrees of integration. For example, it can
be done by ooading HPC workloads from Kubernetes to a remote HPC cluster
through custom tools [8]. Another method relies on transparently converting
Kubernetes-native workload specications to Slurm commands for execution on
HPC resources [9]. In [12], the authors present a proof of concept for building
a Kubernetes cluster through Slurm allocations by creating Kubernetes agents
on compute nodes that link back to an existing and long-standing Kubernetes
control plane. The hybrid approach generally allows users to easily dene their
workows through Kubernetes while still beneting from the performance of an
HPC cluster, and with minimal modication to each environment.

Finally, the third approach consists in extending HPC platforms with some
capabilities more commonly available in the cloud. Many users benet from the
specialized tooling and support provided by HPC facilities and there is value

3 https://github.com/kubeow/mpi-operator
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in making it easier to deploy a wider range of workloads in this familiar envi-
ronment. On-premise HPC clusters also remain a more cost-ecient platform
than the cloud for many large consumers of compute resources, and some of
the largest scale HPC workloads have yet to be fully supported by most cloud
providers [10]. In some cases, using the cloud is not even an option that can be
considered, most notably for regulatory reasons.

A noticeable step in this direction is the growing adoption of containers [11].
By allowing users to package an application along with its dependencies and
deploy it on any environment, containers are a great tool to test new software, use
specic versions of dependencies, and generally reduce reliance on the underlying
software stack. Deploying containers on HPC environments comes with its own
set of challenges: containers must run within the resource constraints set by the
resource manager and being able to run a container should not provide a user
with any additional privilege on the host. Moreover, containers must be quickly
started on thousands of nodes without overloading the shared lesystem. As the
most popular container engine, Docker, did not meet these requirements, many
HPC oriented container engines were developed to better integrate containers in
HPC environments [12].

3 Motivation

While containers are now commonly supported in HPC environments, they are
mostly used for a very specic purpose which is to facilitate the deployment of an
application, along with its dependencies, as a self-contained image that relies as
little as possible on the host software stack. This explains why most of the HPC
oriented container engines only make use of the mount and user namespaces
to make lesystems within a container independent from the host lesystems.
Other namespaces such as the PID or network namespaces are typically shared
with the host. This means that, with respect to networking, processes within a
container are no dierent from processes launched directly on the host. While
common practice in HPC environments, having all processes share the same
network is far from ideal both in terms of security and ease of use.

HPC clusters are typically shared by a large number of users, sometimes
even from multiple institutions. When users log in interactively to a cluster, they
are presented with a shell environment that resembles a shell on their personal
workstation and they tend to use it similarly, forgetting that the server is shared
with other users which they do not necessarily trust. A very common security
issue comes from starting network applications listening on localhost without
authentication on shared machines such as login nodes. The very popular Jupyter
notebook server used to behave in this way by default, which was a critical issue
considering that it allows to run arbitrary code once connected. Many users
setup similarly insecure congurations, for example launching unauthenticated
remote gdb servers or establishing SSH tunnels to private resources, forgetting
that they are sharing a network with sometimes hundreds of untrusted users.
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Moreover, HPC users are deploying more and more complex workows tightly
integrating parallel simulations with machine learning, data analytics, or in-situ
visualization. Integrating these software components increasingly requires de-
ploying network services within the HPC cluster. For example, workow engines
such as Fireworks4 which are required to manage these complex workows often
store workow state using network databases. Multiple components of a work-
ow may need to communicate with each other at runtime or a user may want
to establish an interactive connection to a dashboard or visualization tool to
monitor or even steer a computation. Even assuming that all network protocols
are properly authenticated, reliably deploying network services or client-server
applications is dicult on an HPC cluster with a shared network. Network dae-
mons launched by a user cannot listen on pre-dened network ports as they may
already be used by another user and the address at which they are reachable can
change whenever they are started on new nodes by the scheduler for example.

One way to overcome these limitations is to leverage network namespaces to
setup a dedicated network stack for containers, which is what Kubernetes does
for each pod (group of tightly coupled containers). Each pod is assigned its own
IP address which means there is no risk of conict in case the same port is used
by another pod on the same host. Users can also associate domain names to
their services, which allows them to know in advance at which domain name
and port a service will be reachable, no matter the state of the cluster or on
which nodes containers are eectively deployed. Network policies can be dened
to isolate trac as needed, for example between multiple tenants.

4 A Simple model for HPC clusters

To take full advantage of containers and solve the issues identied above, we
propose to apply a networking model loosely inspired by Kubernetes to an HPC
cluster managed by Slurm. While Kubernetes and Slurm implement very dier-
ent sets of features, they both share the same core capability: allocating resources
on a cluster to schedule user-dened workloads.

Using Kubernetes, the main unit of scheduling is the pod which represents
a set of resources on a single server in which one or more containers are exe-
cuted. Containers within a pod share some of their namespaces, in particular the
network namespace. Each pod thus has its own network stack, and its own IP
address. Users do not normally manage individual pods. They create workload
objects such as jobs or deployments which dene the containers they want to
run and how many times they want to run them. Kubernetes controllers then
schedule the appropriate number of pods for running these workloads.

Using Slurm, the main unit of scheduling is the job, which represent a set of
resources on multiple servers in which users can run one ore more steps. A step
consists in the parallel execution of multiple instances of a program, within the
resources allocated for a job. By making use of an HPC container engine, these
programs can be run within containers.

4 https://materialsproject.github.io/reworks/
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In this work, we propose to use the concept of pods in a Slurm cluster.
Mirroring the denition used in Kubernetes and other tools such as Podman, we
use the term ’pod’ to describe a set of namespaces, in our case PID and network,
shared between multiple containers on a node. Similarly as with Kubernetes,
users do not have to manage pods directly: they can submit Slurm jobs as usual
and pods are automatically created when resources are allocated. Steps are then
run in containers within the pod created for the job on each node. For a given
job, a single pod is created per node but a node can be shared by mutliple pods
if it has been allocated by multiple concurrent jobs.

The properties of Kubernetes pods were chosen to facilitate the transition
from earlier types of clusters where related processes were run within the same
virtual machine or bare metal operating system. These properties also help make
the introduction of pods, along with network namespaces, transparent for typical
HPC workloads. As processes started one a node for a job are executed within
the same pod, they can interact with each other normally using either shared
memory or loopback connections, but they are now isolated from processes of
other jobs. Each pod is given an IP which allows it to communicate with other
pods as well as with processes on the host without NAT. This allows processes
in multi-node jobs to communicate normally with each other as well as with the
Slurm daemons.

Kubernetes namespaces (completely unrelated to the container namespaces
discussed until now) can be used to create naming scopes for group of resources
such as pods as well as to dene access policies between them. In a multi-tenant
cluster, it is common to assign distinct namespaces to each tenant. By default
Kubernetes allows unrestricted network communications between all pods and
network policies are used to dene ltering rules. A commonly applied policy
consists in forbidding network trac across namespaces.

In this work, as a rst approach, we consider that each user of an HPC
cluster is assigned its own equivalent of a namespace and we apply a default
global network policy which only allows network trac between pods belong-
ing to the same user. Cluster administrators can also dene global or per-user
ingress/egress rules for communicating with addresses outside of the pod net-
work. Support for more exible denition of namespaces and network policies
may be studied as future work.

As in Kubernetes, DNS records are created for each pod, in a subdomain
associated to each namespace, or user in our current implementation. For each
job, pod<n>.<jobname>.<user>.<cluster> maps to the pod on the nth node
of the allocation, and <jobname>.<user>.<cluster> maps to all pod IPs. The
resolver of containers started in a pod is congured to search rst in their job
domain, then in their namespace domain before defaulting to a set of domains
congurable by cluster administrators.

HPC clusters can usually be accessed through login nodes, on which users can
start interactive shells. We apply the principles described above to interactive
workloads as well by automatically creating for a pod for each user when they
establish their rst connection to a login node. For each connection, a container is
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started in the pod previously created for the user and the pod is destroyed when
the user no longer has any active sessions on the node. Users can also establish
SSH connections to compute nodes which are allocated to them for running jobs.
For each such connection, a container is created in the pod matching the most
recent job on the node for the user.

5 Implementation of Pcocc Networking

The networking model described in the previous section has been implemented
in pcocc (pronounced like "peacock", for private cloud on a compute cluster),
a tool which allows to run virtual machines and containers in HPC clusters.
While originally written as a standalone Python executable, the container engine
has been recently rewritten in Rust, with one objective being to allow tighter
integration with the scheduler through the use of a Slurm SPANK[13] plugin.
This plugin is used to start pods by hooking into the extern step which is a special
step that always runs as soon as nodes as allocated for a job. It then creates
containers in these pods for running processes launched by each job step, either
from a user specied image or from a default image. For interactive accesses, the
ForceCommand directive of the OpenSSH server allows to hook SSH connections
to spawn containers for each session.

Conguring network namespaces is delegated to a network daemon running
on each node of the cluster. It implements a simple protocol through a local
UNIX domain socket, which allows to create or teardown a network namespace
for either a job or a login pod. Each namespace is provided with a single vir-
tual Ethernet interface. In our current implementation RDMA networks are not
namespaced and can be used as normal. Isolating RDMA communications is left
for future work.

The main dierence between the setup of pods for job or login sessions resides
in how IP adresses are allocated. For jobs, a single request allows to allocate all
IPs required for a job at once. The lifecycle of these IPs is tied to the lifecycle
of their job which can be queried from the Slurm controller. Login sessions only
allocate IPs for a single pod. Their lifecycle is tied to a lease system which the
network daemon must periodically refresh to keep the allocation. The full IP
allocation state is stored in etcd for high availability and for use by network
daemons.

Virtual Ethernet interfaces congured for each pod are interconnected using
layer 2 tunnels encapsulated by VXLAN which are congured when pods are
started on a node. A unique tunnel identier is allocated for each user which
ensures that packets cannot be forwarded between pods belonging to dierent
users. Figure 1 depicts how these tunnels are setup. Connectivity between the
pod network and external nodes is provided through gateway nodes on which the
network daemon setups forwarding rules based on the etcd state. It implements
global and per-user ltering for connections in and out of the pod network.
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Fig. 1. Pods interconnected by VXLAN tunnels for two users executing two concurrent
jobs with the Slurm srun command. Pods are depicted as colored boxes, each color
representing a dierent user.

As can be seen on gure 1 the per-job slurmstepd daemon of Slurm is put in
the same network namespace as the job. This is required as this daemon provides
a PMIx server that must be accessible over localhost from the job processes.

The DNS server exposed in containers is implemented using CoreDNS. Do-
mains are populated based on the IP allocation state stored in etcd.

This rst implementation of our network model was guided by the objec-
tive of being easily deployable in an existing cluster without any disruption to
non-containerized workloads. Compute nodes do not incur any additional load
or complex network conguration when they are not hosting any pod and the
use of an encapsulated overlay network allows some independence from the net-
work architecture of the underlying cluster. In this work we did not leverage
existing Kubernetes plugins, as custom networking logic had to be implemented
in to emulate features outside the scope of the CNI and to ensure transparent
operation from the point of view of Slurm. Implementing the whole network
stack allowed us to more freely experiment with the design. In the future we
nonetheless plan to support the CNI interface to benet from the wide range of
deployment options and features oered by Kubernetes networking solutions. In
partcular, we plan to evaluate Calico which implements the container network
with layer 3 routing, thus avoiding the overhead of encapsulation at the cost of
a potentially more complex deployment, depending on the network layout of the
cluster.
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6 Performance evaluation

To evaluate the performance of our approach, we measure the overhead of run-
ning well-known HPC benchmarks relying on MPI (HPCG and HPL) inside
containers deployed by pcocc. Containerization has been shown to add negligi-
ble overhead to the execution of HPC jobs [14] when sharing the host network.
However network virtualization, especially when relying on encapsulation, may
increase the cost of processing each network packet and reduce application per-
formance.

First, we focus on the overhead of using containers with virtual networks at
job startup. As we want to evaluate the scalability of our approach at a larger
scale, tests are run in a virtual cluster of 400 virtual machines (VMs). The VMs
are organized as a typical HPC cluster managed by Slurm, each VM acting as a
compute node with 6 cores.

We measure the time needed to create the networking conguration for a set
of pods when launching a job. When a job is launched, each node calls the local
networking daemon from the Slurm plugin and waits until the network is set up.
This operation, including the call to the daemon itself, is timed and printed in
the logs. For each job launch, the maximum value across all nodes is recorded
as the last node to nish will also be the last one to start the MPI processes
so any delay would impact the whole job execution. These maximum values are
averaged across 20 executions for each job size and the results are shown at the
top of gure 2. The total time needed to setup the network scales well with just
above 800 milliseconds needed to setup the network for a job spanning 400 nodes.
Compared to the time Slurm takes to launch a job in general, which is about
300 to 500 milliseconds in this virtual environment, we believe it is an accept-
able overhead as it only doubles the time needed for smaller jobs and becomes
insignicant for larger jobs as compared to the expected execution time. Next,
we measure the time needed to execute a job step within an existing allocation.
We use the osu_init benchmark from the OSU microbenchmark suite (v7.3) and
measure the total execution time of the srun osu_init command, performed in
a batch script. This test emphasizes the overhead of starting containers for each
execution step, and of relying on the virtual network for performing the initial
wireup of the communications between the tasks during MPI_Init. MPI_Init,
which has to be called at the beginning of MPI tasks, carries out a PMIx Fence
operation that exchanges messages using TCP/IP and is the most likely to be
impacted by network virtualization overhead in typical MPI applications. Fur-
ther communications are generally performed through RDMA which is currently
shared with the host.

Performance samples are collected within a batch script which times the ex-
ecution of 50 sequential steps. The bottom of gure 2 shows the distribution
of measured times for jobs of 50 and 400 nodes in three congurations: with-
out containers (’native’), using containers sharing the host network (’ctr’) and
using containers with network virtualization (’ctrnet’). The result shows that
the network virtualization does not seem to impact the execution time of a step
signicantly, as the results for ’ctr’ and ’ctrnet’ stay very similar for smaller
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Fig. 2. (Top) Average time taken to setup the networking on a node for dierent job
sizes. (Bottom) Execution time of a job step executing the osu_init benchmark. The
nodes are virtual machines with 6 cores each.

and larger job sizes. The constant gap between the native and containerized
versions correspond to the container creation step, unrelated to the networking.
This comforts the idea that using the container network should not signicantly
lengthen the execution time of an MPI job, especially considering that only
TCP/IP communications are aected.

Finally, we deployed our solution on bare-metal compute nodes to measure
the impact of network virtualization on the execution of typical HPC workloads
making full use of the underlying hadware. For this purpose, we use a compute
partition composed of dual-socket Intel Xeon Gold 6148 CPUs for a total of 40
cores and 175GB of usable memory per node. Nodes are interconnected with an
EDR Inniband network. The software environment on the cluster consists of
RedHat Entreprise Linux 8.8, Slurm 23.11.1, OpenMPI 4.1.4 and PMIx v4. We
chose two popular benchmarks, HPL (v2.3)[15] and HPCG (v3.1)[16], which are
commonly used to assess the performance of HPC clusters for running parallel
applications. We compared the results for native, containerized and container-
ized with network virtualization executions on 50 nodes. To ensure comparable
results, all executions of a given benchmark are performed on the same set of
nodes and the same software stack is deployed on the containers as on the host.
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Fig. 3. Average GFLOP/s of HPCG (left) and HPL (right) on 50 nodes.

The results are shown in gure 3. The observed dierences in performance are
miminal, with less than a 1% overhead for HPCG and HPL with the container
network. This result is consistent with what we observed on the virtual cluster,
considering that only PMIx and a few communications back to the launcher use
the container network.

7 Conclusion

In this paper, we show how classical HPC clusters can benet from adopting
a networking model similar to that used in cloud environments. As containers
have become popular to facilitate deploying complex software stacks involved
in HPC workows, we present a solution that transparently leverages network
virtualization in containers to bring more exibility and security to HPC clus-
ters. Isolating users in their own private network prevents unwanted accesses and
facilitates the deployment of services which can be reached at known ports or do-
main names. We evaluate the impact of our solution on application performance
by timing the network creation at the beginning of a job and the execution time
of typical HPC benchmarks. We nd that jobs launched with virtual networks
can be started in less than a second at the scale of several hundred nodes. We
also observe less than 1% overhead when running common parallel benchmarks.
To further conrm these results, real applications and workows will be deployed
and evaluated. In the future, we plan to evaluate alternate implementations of
this model which avoid the use of encapsulation, potentially leveraging network
components used in Kubernetes. We also plan to virtualize RDMA interfaces by
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making use of Inniband partition keys so as to fully isolate all networks that
users have access to.

Disclosure of Interests. The authors have no competing interests to declare that

are relevant to the content of this article.
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