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Abstract—Radio-Frequency Fingerprint Identification (RFFI)
shows promise for enhancing wireless identification security
through unique emitter imperfections. However, this method,
which primarily relies on deep learning, faces challenges for
a real-time deployment on edge devices. Both memory and
computational resources are indeed presented as the major
obstacle of such deployment. To address these issues, this paper
proposes to investigate the behavior of compressed convolutional
neural networks when using unstructured pruning in a data-free
scenario, on several public datasets. Indeed, unstructured
pruning exhibits significant compression capabilities while
preserving performance with minimal computation. We show
that state-of-the-art RFFI neural networks can be pruned by
up to 70% of the weights, while maintaining F1-Scores above
99%, without retraining. Additionally, we advocate the use of
data from a later day, referred to as resilience, as an additional
indicator of network performance.

Index terms - Radio Frequency Fingerprint Identification, Deep
Learning, Pruning, Resilience

I. INTRODUCTION

Radio-Frequency Fingerprint Identification (RFFI) is a tech-
nique designed to identify wireless devices by extracting the
unique characteristics created by the imperfections of their
components. This approach has gained considerable attention
in recent decades due to its potential applications in device
security. The use of the non-reproducible characteristics of the
emitter would essentially make it impossible to compromise
a device. Therefore, it could provide a stronger security
approach compared to current wireless communication pro-
tocols [1]. In this context, the rise of machine learning has
given a new impulse to RFFI, aiming to distinguish between
different emitters based on the signals they emit.

Deep learning is often associated with high computational
and memory requirements, which can be challenging for em-
bedded systems. Therefore, alternative techniques have been
developed, including the design of light machine learning
algorithms [2] or the reduction of trained networks. To obtain
low complexity models, various compression methods have
been explored, such as bit quantization, transfer learning, and
network pruning [3], [4]. Over the past 5 years, the use
of pruning to reduce complexity has significantly increased.
Pruning is a method introduced in 1989 by Yann LeCun in
the article “Optimal Brain Damage” [5]. It is designed to
decrease the complexity of learning models by selectively
eliminating network elements with the least influence on
the model performance. The ratio of neutralized weights is

called sparsity. There are several network pruning techniques,
including unstructured pruning [6], involving the removal of
individual weights, and structured pruning [4], involving the
removal of weights in groups that constitute a filter, a channel
or a neuron. Another classic pruning method is to remove
weights given a set of selected patterns [7].

The field of network pruning for the compression of RFFI
networks is relatively new, with only few publications avail-
able to date [8], [9], [10]. The proposed methods, all structured
pruning algorithms, involves retraining, demanding substantial
data and extensive computational resources to produce the final
networks. To address this issue, we apply data-free pruning,
offering a solution to reduce the size of neural networks
without requiring data while preserving the network identifica-
tion capabilities without the need for additional computational
and memory resources for data processing. Moreover, these
articles do not explore the behavior of the networks in an
ever-changing environment. Yet, the primary goal of RF finger-
print identification is to recognize devices in given scenarios,
requiring the network to identify devices across various time
periods and possibly different contexts. This implies that the
network not only captures the initial channel conditions but
also acquires knowledge of device characteristics, referred to
as the RF fingerprint. We name this capacity resilience.

The key contributions of this paper include:

• A comparative study of unstructured pruning of two
Convolutional Neural Networks (CNNs) over four RFFI
datasets: these networks can be pruned from 35% up
to 70% sparsity, depending on the network and dataset,
without retraining, while maintaining a 99% F1-Score.

• An improved classification: with unstructured pruning,
F1-Score can increase classification on all tested CNNs
and datasets, up to 0.19%.

• A heightened comprehension of network resilience ca-
pacity: our findings reveal that resilience strongly relies
on the network original structure, and that unstructured
pruning does not seem to affect the ability to perform on
different days.

Section II introduces RF fingerprint, identification system and
the different datasets. Section III analyzes two commonly
state-of-the-art CNNs for RFFI. Finally, in Section IV, pruning
methods are explored, and results are reported across multiple
evaluation criteria.



II. RF FINGERPRINT IDENTIFICATION PRINCIPLE

A. RF Fingerprint

The process of transmitting a digital signal consists of
several essential steps, including modulation, division into In-
phase (I) and Quadrature (Q) channels, amplification, filtering,
and transmission via an antenna. At the receiving side, the
signal is captured by a receiving antenna and subsequently
undergoes amplification, filtering, and demodulation into I
and Q channels before recovering the original data. Due to
imperfections in the emitter components and the impact of the
channel, the received signal contains a slight distortion called
an RF fingerprint (F). This received add qualificatif signal xr,
depending on the original signal x can be expressed as :

xr(t) = F ◦ x(t) = FChannel ◦ FPA ◦ FLO ◦ x(t) (1)

with ◦ the composition function, FLO as the Local Oscillator
fingerprint, FPA as the Power Amplifier fingerprint, and
FChannel as the signal distortion caused by the channel or
environment. We will not consider the receiver fingerprint in
the process, as it is the same for all signals received.

B. Pruning-based Identification System

In the studied scenarios, signals emitted by the different
transmitters are received and collected to construct a database.
This database is then used to train a classifier with the
objective of identifying all transmitters independently.

We suggest an additional processing step after the training
phase, involving the pruning of the network. Our approach is
introduced in Figure 1. While various pruning techniques can
be employed, we specifically examine data-free unstructured
pruning. This method allows the creation of a sparse neural
network with a higher level of sparsity compared to struc-
tured pruning, as removing weights individually is easier than
removing them in groups, without affecting network capacity.
Sparse networks, combined with the acceleration and memory
optimization techniques [11], are promising. Nevertheless, it
is worth noting that this article does not cover hardware
acceleration for sparse networks.

Our goal is to attain the highest level of network sparsity,
while preserving its F1-Score performance, without utilizing
data for the pruning operation.

C. Datasets

The datasets used in this article are open access WiFi
datasets for RFFI. For each dataset, two distinct scenarios
are defined, designated as Scenario 1 (S1) and Scenario 2
(S2). The datasets are described in Table I. The signals from
Scenario 1 are extracted, shuffled, and divided into training and
testing datasets (90% assigned to training and 10% assigned
to test). The signals from Scenario 2 are employed as a second
test (test S2). We define resilience as the network ability to
perform with data that is either recorded at a different time or
in a different context than the data it was trained on, here the
resilience is measured with S2.
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Fig. 1: Proposed system for RF fingerprint identification.

III. DEEP LEARNING FOR RF FINGERPRINT
IDENTIFICATION

A. Definition

Let N = {(W k, Bk), k ∈ J1,KK} be a convolutional neural
network consisting of K layers, with each layer k defined by a
weight matrix W k representing the weights and a bias vector
Bk representing the biases. For simplicity in this paper, the
individual weights are referred to as wj . We define N as the
total number of parameters present in network N .

B. Convolutional Neural Networks

Multiple neural networks are used for RF fingerprint classi-
fication. There are numerous variations of neural networks,
each with its own unique description. Thus, we chose to
observe the performance of a reference architecture [15]
(CNNL), and a particularly lightweight network [13] (CNNS)
presented with the WiSig dataset. It illustrate that networks
of fundamentally different complexity can follow a similar
methodology. We give them the same raw IQ signals in the
time domain as input with dimensions of 256×2, representing
256 time samples across two channels (I and Q channels). With
theses inputs, CNNL and CNNS respectively have 1 232 774
and 39 778 parameters for the classification of six transmitters.

C. Methodology

For reproducibility and representativeness, all experiments
are performed on 5 fixed seeds, fixed values used for the
pseudorandom number generator. Each seed has an impact
on both the train-test split and the weight initialization. All
networks are trained on data from S1 (training dataset) and
tested on S1 (testing dataset) and S2. Networks are evaluated
on their macro F1-Score (expressed as a percentage).



Database POWDER - WiFi [12] WiSig - ManySig [13] Stable WiFi RF Fingerprints
(SWRFF) - Random [14]

ORACLE [15]

Description Recordings on two distincts
days.

Recordings on 4 days over a
month.

Enrollment phase: All devices
placed 1 meter away from the
receiver. Deployment phase:
Randomly moved within a 3-
meter radius.

Signals recorded from 2ft to
62ft with two runs per loca-
tion.

Transmitters 4 - USRP X310 6 - Atheros AR5212/AR5213 15 - 10 FiPy & 5 LoPy 16 - USRP X310
Signals ≈11700/day 1000/day/TX Enrollement: ≈5400/Tx

Deployement: ≈4300/Tx
4000/Tx/location/run

Scenario 1 Day 1 Day 1 Enrollement phase (morning) Run 1 - 2ft
Scenario 2 Day 2 Day 2-3-4 Deployement phase (evening) Run 2 - 2ft

TABLE I: Summary of RFFI datasets and scenarios chosen.

D. Training behaviour

In this section, we examine the performance of the networks
during training, using the Adam optimizer with the best
performing learning rate, a loss scheduler, diminishing of 10%
the loss value every 10 epochs, and cross-entropy as the loss
function. Networks are trained for 200 epochs with an early
stopping if the loss does not decrease for 10 epochs. At the
end of each training epoch, we evaluate the F1-Score of the
networks on two different sets of datatests: Scenario 1 (S1)
and Scenario 2 (S2).

The mean, minimum, and maximum F1-Scores of both
CNNs for the different databases are shown in Table II. The
best results between CNNL and CNNS , for each scenario and
dataset, are underlined.

Scenario Mean Min Max Mean Min Max
CNNL CNNS

POWDER [12]
S1 99.99 99.98 100.0 99.78 99.24 99.96
S2 91.14 86.09 95.67 79.41 66.59 98.89

WiSig [13]
S1 99.73 99.34 100.0 99.57 99.02 99.85
S2 58.55 51.47 69.32 56.98 49.23 72.75

SWRFF [14]
S1 99.63 99.36 99.80 99.61 99.15 99.85
S2 6.74 3.64 9.40 15.06 13.21 16.88

ORACLE [15]
S1 99.92 99.67 100.0 98.35 97.36 99.55
S2 29.70 26.26 32.89 26.40 25.10 27.67

TABLE II: Networks F1-Scores on the different datasets.

1) Disparity between Datasets: While all networks perform
similarly on S1, their performance on S2 varies significantly. It
is important to recognize that the second scenario may differ
greatly from the first. For example, the SWRFF dataset has
poor F1-Score on S2 due to changing locations, while the
POWDER dataset performs well on both S1 and S2, with
consistent locations and having less transmitters to identify.

2) Disparity between networks: CNNL outperforms CNNS

across all databases, on S1, due to its greater depth and
parameter count, allowing it to handle more complex data ,thus
performing better on data from the same scenario used for
training. Despite CNNS having significantly fewer parameters,
its classification performance remains strong, with minor F1-
Score reductions ranging from 0.02% to 1.57%. However,

CNNS with it slightly lower F1-Score on the ORACLE
database highlights the difficulty of training on this dataset.

3) Resilience: On S2, it is not clear why CNNS performs
better than CNNL on some seeds. A possible explanation
would be that CNNS being smaller tends to generalize more
by not being able to fit the data as close as CNNL.

4) Variability and Resilience: CNNS exhibits greater
variability than CNNL across different seed values,
particularly in resilience testing with S2, as can be seen
with the minimum-maximum intervals.. While CNNS often
shows lower minimum scores compared to CNNL, some
CNNS realisations outperform any achieved by CNNL.
This variability mainly originates from the initial network
weight values rather than the test/train data distribution,
indicating that CNNS higher dependence on initialization
is due to its fewer parameters. Consequently, some CNNS

implementations may exhibit superior resilience compared to
any CNNL networks. However, this advantage may be offset
by reduced performance on S1, and it is entirely dependent
on the seed.

The choice of network architecture is crucial for RF finger-
print identification and should be made carefully. While larger
networks may offer greater reliability and adaptability, smaller
networks can enhance resilience at the expense of increased
instability and sightly lower performance on the first scenario.
In the next section, we will delve into pruning as a method to
reduce network complexity while maintaining performance.

IV. PRUNING

A. Metrics

Pruning can be defined by the removal or zeroing of selected
weights within a network. In unstructured pruning, weights are
typically individually set to zero, effectively considering them
as non-existent components of the network. We call the ratio of
weights set to zero sparsity. CNNL, with a 0.97 sparsity, would
be equivalent to CNNS in terms of remaining parameters.

B. Definition

In the context of pruning, let’s define r as the desired
sparsity. A mask M = {(MWk , k ∈ J1,KK} is considered for
the network N . The matrices MWk have the same dimensions
as W k. mwj refers to the mask value for a given weight wj ,



they take the value 1 if the weight of the network is to be kept
and 0 if it is to be pruned. We define the pruned network as:

Nr = {(W k ⊙MWk), k ∈ J1,KK}, (2)

with ⊙ for element-wise multiplication. We then express the
sparsity r as:

r = 1− 1

N
×

∑
wj∈N

mwj
. (3)

The number of biases in a neural network is negligible
compared to the number of weights. Therefore, they are
ignored during pruning.

C. Criteria for unstructured pruning

To be able to prune, it is necessary to define a criterion.
This criterion consists in defining a score S or a rule to select
the weights to be removed. Several data-independent criteria
can be found in the literature:

1) Random: This criterion involves randomly removing
weights across the network.

2) L1 norm: Also known as the magnitude norm, this norm
focuses on removing weights with the smallest magnitude [3].

S(wj) = |wj |. (4)

3) LAMP: This criterion is a magnitude-based criterion that
can be applied globally to the network [6]. It takes into account
the relative magnitude of each weight within a given layer W k.
For wj ∈ W k:

S(wj ,W
k) =

(wj)
2∑

wi≥wj ,wi∈Wk

w2
i

. (5)

4) SynFlow: This criterion [16] is sensitivity-based. It
evaluates the weights based on their sensitivity when subjected
to a loss function with input data consisting of ones.

S(wj , g(wj)) = |wj × g(wj)|. (6)

Here, g(wj) represents the gradient value obtained when a
loss function is calculated as the sum of all the outputs, given

an input data consisting entirely of ones, for the network
under study with all its weights considered in absolute value.

All criteria outlined here are meant to be applied with global
pruning, implying that weight removal is determined by their
scores across the entire network, regardless of their specific
locations within the network. However, some norms can also
be used for local pruning, which means that we prune each
layer with the desired sparsity ratio separately. Local pruning
means that all layers will undergo pruning with the same ratio.

L1 is the only criterion presented here applied to local
pruning, therefore we will study the L1 criterion for both local
and global pruning. Other criteria are only used for global
pruning as they are shown to be more effective globally.

D. Pruning algorithm

In local pruning, a mask is first created with the same
dimensions as the weights for each dense or convolutional
layer, with all weights initially set to one. For each layer,
scores are computed for each weight. To achieve the desired
sparsity level, we calculate the number of weights that should
be set to zero. This requires selecting an appropriate threshold
and then setting the masks for weights with scores lower than
the threshold to zero. After applying pruning to all layers, an
element-wise multiplication of the weight matrices with their
respective mask matrices is performed.

In global pruning, the methodology is similar. However,
the weights are not removed on a per-layer basis, instead,
the specified number of weights with the lowest scores are
eliminated, regardless of their position in the network.

E. Experiments

The previous networks (see Table II) undergo pruning at
various sparsity levels from 0.05 to 0.95 in 0.05 increments,
considering all previously mentioned criteria. These pruned
networks are then assessed on both S1 and S2 across all 5
seeds.

The behavior of CNNL and CNNS , pruned at different
sparsity with the LAMP criterion, are shown in Figure 2 and
Figure 3 on S1 and Figure 4 and Figure 5 on S2, respectively.
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Fig. 2: LAMP pruning on different datasets for CNNL for
S1.
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Fig. 3: LAMP pruning on different datasets for CNNS for
S1.
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Fig. 4: LAMP pruning for CNNL for S2.
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Fig. 5: LAMP pruning for CNNS for S2.

For the sake of brevity, only this criterion is displayed, as
demonstrated later in this section. It is the best performing
criterion. The average of the five seeds was plotted for all
pruned networks, with the minimum and maximum F1-Scores
achieved for each sparsity displayed in transparency. The
observations for the LAMP criterion remains valid for the
other criteria.

The two CNNs trained on all datasets exhibit different
behaviors. Indeed, as the dataset becomes more complex,
involving numerous transmitters across various locations and
time points, the less the network is able to be sparse with
unstructured pruning, as can be observed in the SWRFF and
ORACLE datasets. Moreover, it can be observed in Figure
2 and Figure 3 that CNNL is capable of handling a higher
degree of pruning than CNNS . This can be attributed to the
fact that CNNL has a greater depth and parameter count.
Finally, Figure 4 and Figure 5 demonstrate that unstructured
pruning, when maintaining the F1-Score on S1, preserves
both the original resilience and variability on S2, as was
found in Table II.

Performance across all criteria can be then discussed con-
sidering three distinct experimentations:

i. Improving F1-Score through pruning,
ii. Achieving the highest pruning sparsity while maintaining

over 99% F1-Score,
iii. Achieving the highest pruning sparsity while maintaining

over 95% F1-Score.

For each scenario, we calculated the average value across
all seeds for all criteria to determine the highest level of
sparsity possible. The results are shown in Table III.

1) LAMP vs SynFlow: Local criteria are less effective than
global pruning. This is because it uniformly removes weights
across all layers. As the pruning ratio increases, layers with
fewer parameters are quickly affected, leading to a shortage of
connections. Meanwhile, other layers still have many weights
that can be pruned without much impact on performance.
Regarding global criteria, global L1 is less effective than both
SynFlow and LAMP. SynFlow performs better on CNNS than
CNNL, likely due to the smaller size of the network paired
with the efficiency of gradient-based pruning, which seems to
be particularly effective on small networks like CNNS . But,
overall, LAMP proves to be the most effective criterion for
both networks, allowing at least 35% pruning while preserving
99% of F1-Score.

To enhance the classification process (Experimentation 1),
SynFlow appears to be a better choice, as it enhances the F1-
Score. Nevertheless, to reduce the number of active parame-
ters, i.e., to achieve higher sparsity (Experimentation 2 and 3),

Experimentation Criterion F1-Score S1 F1-Score S2 Sparsity r
CNNL

i SynFlow 100.0 91.1 0.40
ii LAMP 99.68 84.77 0.70
iii LAMP 97.56 79.36 0.75

CNNS

i Local L1 99.80 79.42 0.10
ii LAMP 99.09 79.11 0.65
iii LAMP 99.09 79.11 0.65

(a) POWDER

Experimentation Criterion F1-Score S1 F1-Score S2 Sparsity r
CNNL

i LAMP 99.92 58.17 0.30
ii LAMP 99.50 53.63 0.55
iii LAMP 99.50 53.63 0.55

CNNS

i Global L1 99.72 57.01 0.05
ii LAMP 99.41 54.41 0.45
iii LAMP 95.09 51.24 0.60

(b) WiSig
Experimentation Criterion F1-Score S1 F1-Score S2 Sparsity r

CNNL

i SynFlow 99.64 6.79 0.15
ii LAMP 99.19 5.93 0.45
iii LAMP 95.96 6.14 0.55

CNNS

i LAMP 99.62 15.03 0.05
ii SynFlow 99.23 14.80 0.35
iii LAMP 95.94 13.25 0.50

(c) SWRFF

Experimentation Criterion F1-Score S1 F1-Score S2 Sparsity r
CNNL

i LAMP 99.93 29.35 0.25
ii LAMP 99.49 29.17 0.35
iii LAMP 96.08 29.73 0.50

CNNS

i SynFlow 98.37 26.30 0.05
ii - - - -
iii SynFlow 95.21 24.75 0.35

(d) ORACLE

TABLE III: Mean F1-Score and Sparsity for Different Models and Criteria.



LAMP appears to be the most suitable candidate for RFFI.
2) Pruning improving F1-Score (S1): On average, for

CNNL, we have a F1-Score increase on S1 of 0.01% to 0.19%,
while for CNNS , the increase is between 0.01% to 0.15%
(compared to unpruned networks, Table II). Nevertheless,
these gains are observed at low sparsity levels of only 0.05
to 0.10 for CNNS and 0.15 to 0.30 for CNNL.

3) CNNL vs CNNS: Despite CNNL having more parame-
ters than CNNS , the sparsity difference to validate the same
experimentation is only 0.05 to 0.15, with CNNS often achiev-
ing smaller sparsity levels. Despite CNNL being pruned up to
0.70 sparsity on the POWDER dataset in both experimenta-
tions ii and iii, it still retains nine times more active parameters
than the original CNNS .

4) Impact of initial design and pruning process: The initial
design of the neural network is crucial for achieving the
desired F1-Score and network size as all results are strongly
correlated to the F1-Score of the original network for both
S1 and S2.

Unstructured pruning methods, without retraining, are
consistent across all tested datasets, showing that unstructured
pruning is a viable method for reducing the number of active
parameters of RFFI neural networks.

V. CONCLUSIONS

This article proposes the application of unstructured pruning
to compress convolutional neural networks (CNNs) without
retraining, resulting in sparse networks for Radio Frequency
Fingerprint Identification. A comparison of two state-of-the-
art networks, CNNL and the lightweight CNNS , across four
different databases reveals notable differences. CNNL, with
over nine times the parameters of CNNS , exhibits greater
stability across various seeds, while CNNS instability leads
to high-performing realizations only on some seeds.

The study demonstrates that unstructured pruning can
achieve sparsity levels ranging from 0.35 to 0.60 without com-
promising F1-Score or resilience. However, the choice of the
initial network significantly impacts the pruned performance.

Furthermore, it was found that the selection of the best
criterion depends on the pruning objective: for maximizing
sparsity, the LAMP criterion is preferred, whereas SynFlow
emerges as an interesting option for enhancing F1-Score.

Further investigation into iterative pruning may prove ben-
eficial in enhancing both F1-Score and sparsity levels. While
this method necessitates training data, it mitigates the critical-
ity of the initial network structure and enhances classification
accuracy.
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