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Abstract—Characterising the tumour extracellular matrix
(ECM) holds promise for identifying predictive biomarkers, par-
ticularly in assessing patient response to immunotherapy. While
the cellular components of the tumour microenvironment have
been extensively characterised, the non-cellular elements of this
ecosystem remain underexplored. In this study, we investigated
the geometry of Fibronectin (FN) in immunofluorescence images,
a key ECM protein, in head and neck tumours. Our analysis
identified two primary classes associated with FN structure:
(a) aligned fibres, and (b) reticular fibre-like, which exist on
a spectrum of structural variation. We proposed an approach
leveraging Voronoi diagrams as adaptive windows. Circular
statistics were then used to capture the spatial organisation of
FN, providing insights into its structural heterogeneity within the
tumour microenvironment.

Index Terms—Fluorescence microscopy, Bioimage analysis,
Circular statistics, Spatial tessellations, Extracellular matrix

I. INTRODUCTION

The tumour microenvironment represents a complex and
continuously evolving entity comprising cancer cells and a
diverse array of immune cells, stromal cells, blood vessels,
neurons and extracellular matrix (ECM). The ECM, consisting
of an intricate meshwork of proteins and glycosaminoglycans,
serves as the architectural scaffold of tissues and organs,
providing a dynamic milieu for physical and biochemical sig-
nalling in cells. Throughout the course of tumour progression,
the ECM undergoes pronounced topological and biophysical
alterations, distinguishing it from normal tissue.

While numerous studies have focused on the cellular con-
stituents of the tumour microenvironment and their spatial
distribution, less attention has been paid to the non-cellular
ECM components. In present study we investigate the geom-
etry of Fibronectin (FN) in head and neck tumours. FN plays
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a crucial role in scaffolding collagen assembly, prior to being
remodelled and replaced by dense collagen bundles associated
to treatment resistance. Our ultimate goal is to gain insights
into disease progression through a deeper understanding of the
structural features of the ECM.

To do so, we analyse FN immunofluorescence images from
head and neck cancer patients. The images are preprocessed
to eliminate non-fibrillar objects. The associated graph repre-
senting the fibrillar components is then extracted, wherein the
nodes serve as the generators of the corresponding Voronoi
diagram. In Section III, we detail our proposed methodology
for the detection and characterisation of FN fibres. We explain
the rationale behind our approach. In Section IV, we present
the experimental results and findings of our study.

II. PROBLEM STATEMENT

The data consist of immunofluorescence images of head
and neck tumour tissue. Each image has dimensions of
(1872 × 1404) pixels, with a resolution of 2.013 pixels per
micrometer (px/µm). We focus our analyses on fluorescence
images of stromal Fibronectin (FN). Two distinct forms of
fibrillar FN are singled out based on the biological significance
of fibrillar FN assemblies and their role in ECM maturation
and remodelling [1]. Our primary aim is to develop an algo-
rithmic pipeline capable of characterising fibrillar FN found
in our images. In tumour tissue, these manifestations lie on a
continuum between the following two states (Fig. 1):

1) Reticular fibre-like structures: Fibres forming a network-
like arrangement.

2) Aligned fibres: Fibres exhibiting a certain orientation.
This continuum of configurations poses challenges in dis-

criminating and segmenting them due to their often blended
nature. This complexity renders patch-based approaches sub-
optimal. Furthermore, patch-based methods depend on the
local neighbourhood, where the optimal size and shape of the
neighbourhoods vary according to the data.
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The aim of this work is to translate this continuum into a
continuous metric that enables quantification of fibre align-
ment. The key discriminator between these arrangements is
the diversity of local orientations. However, defining the term
local poses an additional hurdle, as previously discussed. In
this paper, we introduce a pipeline that detects FN fibres and
that makes use of Voronoi triangulation to construct adaptive
windows within which we compute a directional statistic that
measures fibre alignment. Voronoi cells serve as adaptive
local windows that dynamically adjust their shape and size
according to the underlying data. This adaptability improves
robustness, particularly in our case where traditional fixed-size
windows are suboptimal.

In this study, four annotated images serve as a comparison
baseline in section III, and we provide statistical justification
for the existence of these fiber arrangements in section IV.

Fig. 1: Fluorescence microscopy image of FN distribution and
tumour stained by PanCytokeratine (PanCK) in an invasive
squamous cell carcinoma of the tongue. Resolution: 2.013
px/µm. Stained using Opal technology and acquired using
the Vectra Polaris (Akoya Biosciences) Multispectral Imaging
System.

III. METHOD

A. Preprocessing

Non-fibrillar FN objects, namely the aggregates (Fig. 1),
need to be removed as part of a preprocessing step. Simple
thresholding is often inadequate for their detection, as FN fi-
bres can also exhibit significant luminosity. Nonetheless, these
aggregates are distinguishable by their distinctive geometry,
which closely resembles that of ellipses. In this section, we
introduce a method designed to detect geometric objects within
images that admit a representation through marks [2].

We consider grayscale images represented by u ∈ U ⊂
Rp×q . A mark in Rd encodes geometric descriptors of the
object of interest. Let M denote the set of marks. For ellipses,

a mark m = (a, b, θ) represents the semi-major and semi-
minor axes lengths and orientation, the support Pm of the
ellipse is defined as {x = (x, y) ∈ R2 : (x cos θ+y sin θ

a )2 +

(x sin θ−y cos θ
b )2 ≤ 1}.

Consider an arbitrary set X in R2 representing the positions
of the centres of geometric objects. The set of (unordered) n-
point configurations is formally defined as the set Ωn = {ω =
{ω1, . . . , ωn} ∈ (X × M )n, ωi = (xi,mi), i = 1, . . . , n},
where xi ∈ X is the position of the centre of the i-
th geometric object, and mi is the associated mark. The
configuration set Ω is then defined as the union of all finite
sets of configurations:

Ω =
⋃
n∈N

Ωn

For each ω ∈ Ω, we define a marked point process using
the Gibbs density as follows:

dP(ω) ∝ exp[−J (ω)]dP0(ω) (1)

where P0 is the measure of a Poisson process and J (·) is an
energy function. Let

Ω ∋ ω 7→ J (ω) :=

n∑
i=1

JD(ωi) +
∑
i∼j

JR(ωi, ωj) (2)

where JD is a data fidelity term and JR is a regularisation
term. Finding an optimal configuration implies finding the
configuration with the highest probability given the data.
Equivalently, this means minimising the energy function J
over Ω. The data fidelity term JD is taken as the convolution
between the image u and kernels defined by the shapes of
ω ∈ Ω. The regularisation term prevents object overlap by
assigning an infinitely large value when the shapes defined by
ωi and ωj intersect, and maintaining a value of zero otherwise.

It follows that

JD(ωi) = − 1

#ξi

∑
(k,l)∈ξi

u(k, l)

+
1

#∂ξi

∑
(k,l)∈∂ξi

u(k, l) + τmin (3)

where #A is the cardinality of set A, and{
ξi := P(ai,bi,θ) ∩ Z2

∂ξi := P(ai+1,bi+1,θ) ∩ (R2 \ P(ai,bi,θ)) ∩ Z2

The function JD(·) selects objects that exhibit a contrast
surpassing τmin with their boundaries. In other words, any
admissible configuration ω ∈ Ω will be such that JD(ω) ≤ 0.

Traditionally, estimating the global optimum for the energy
function involves incorporating simulated annealing schemes
into a Reversible-jump Markov chain Monte Carlo (RJM-
CMC) or a Multiple Births and Deaths sampler [2]. This pro-
cess requires careful tuning of annealing parameters, resulting
in significant computational time. In this work, we introduce
a more efficient approach—a two-step greedy algorithm (Al-
gorithm 1)—for estimating a local optimum of the energy
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function. During the first step, we choose a candidate for each
pixel, opting for the shape that minimises the negative data
term. Subsequently, we sort these candidates with respect to
their energy and eliminate objects as needed to satisfy the
non-overlap constraint (Fig. 3c).

Algorithm 1: Object Detection Algorithm
Data: Image u ∈ [0, 1]p×q , Set of marks M , τmin

Result: Binary mask bm
1 Initialise empty arrays v, c, and bm, all of the same size as

u;
2 foreach (k, l) ∈ {1, . . . , p} × {1, . . . , q} do
3 v(k, l)← argmin

i
JD(ωi) ;

4 if JD(ωv(k,l)) ≤ 0 then
5 c(k, l)←v(k, l);

6 foreach j in argsort(vec(c)) ; // in descending order
7 do
8 kj← 1

#ξj
1ξj − 1

#∂ξj
1∂ξj ;

9 if maxvec(kj + bm) ≤ 1; // if disjoint
10 then
11 bm← bm+kj ;

12 return bm;

B. Fibre detection & characterisation

We characterise the fibres with respect to their orientations.
To do so, we use a bank of Gabor kernels. The Gabor kernel is
a directional filter. It is a product of an elliptical Gaussian and
a sinusoidal plane wave. It was first used to model receptive
fields of simple cells in the visual cortex [3]. Mathematically,
the 2D Gabor kernel is expressed as:

g(λ,θ,ψ,σ,γ)(x, y) = exp

[
− x′2 + γy′2

2σ2

]
cos

(
2π
x′

λ
+ ψ

)
(4)

where x′ = x cos θ + y sin θ and y′ = −x sin θ + y cos θ.
The parameters controlling the kernel’s properties are the
wavelength of the sinusoidal factor λ, the orientation of the
normal to the parallel strips θ, the phase offset ψ (set to zero
hereafter), the standard deviation of the Gaussian envelope σ,
and the spatial aspect ratio γ. Let G be a set of Gabor kernels
with different parameters allowing for a versatile analysis of
orientation and spatial features. The most prominent orienta-
tion information encoded by the various Gabor kernels in G
at pixel (x, y) in the image u is given by (Fig. 3.b):

ũ(x, y) = max
g∈G

g ∗ u(x, y) (5)

However, this operation is also prone to detecting edges, which
is undesirable in the context of fibre detection. This issue is
addressed by dividing g ∈ G into two overlapping halves,
with the central Gaussian envelope in each half precisely
aligned. Each convolution is subsequently replaced with two
convolutions, and the pixel-wise minimum value is taken
between them. Next, we proceed to construct the graph of the
fibres and subsequently delineate Voronoi cells. The graph’s

edges are determined by thresholding the Gabor response and
thinning the resulting image using Zhang-Suen’s algorithm [4].
Nodes in the graph are then sequentially introduced, classified
into two distinct types:

• End nodes: These nodes denote the terminal points of the
skeleton, corresponding to pixels with only one neighbor-
ing pixel.

• Bifurcation points: These nodes are locations where the
skeleton branches or merges.

The Voronoi diagram is then constructed using the set of
nodes as generators. To quantify the degree of alignment
among the fibers within these cells, we compute the local
variance of the orientation θ∗

V ∈ argmaxg∈G g ∗ u|V within
each Voronoi cell. Given the cyclic nature of angular data,
classical central tendency measures can be misleading by
treating elements of the quotient set R/kZ, for k > 0, as
distinct entities. Circular statistics adjust for this periodicity.
We will focus on 2π-periodic data, for simplicity, noting that
R/2πZ is homeomorphic to R/kZ, allowing for equivalent
analysis with different perdiocities by scaling angles. Let
θ = (θ1, . . . , θd) ∈ [0, 2π]d, the circular variance of θ is given
by

V2π[θ] = 1− ρ (6)

where ρ = d−1

√(∑d
i=1 cos θi

)2
+
(∑d

i=1 sin θi

)2
.

The lower the value of Vk[·], the more concentrated the
distribution. However, unlike ordinary variance, circular vari-
ance is bounded above by 1. Specifically, lower values of
Vπ[·] indicate that the fibres in question are more aligned.
To ensure that stronger Gabor responses contribute more to
the statistic, the angles are weighted by their corresponding
Gabor responses. If G = (G1, . . . , Gd) is the Gabor response
map, then

ρw =

√(∑d
i=1Gi cos θi

)2
+
(∑d

i=1Gi sin θi

)2
∑d
i=1Gi

(7)

IV. RESULTS

Table II presents the results obtained from our aggregate
detection using Leave-One-Out Cross-Validation, compared
against two state-of-the-art methods. To validate our fibre
segmentation approach, we generate fibre images along with
their corresponding ground truth masks using Algorithm 2. We
randomly perturb the vertices of a hexagonal lattice. Its edges
are then randomly removed with probability p. We generate a
realisation of the Potts model [5] to represent a finite number
of states in the image and smooth the image accordingly using
a family of Gaussian kernels to create varied textures. To
replicate the variability in photon counts that occurs during
image acquisition, Poisson noise is added. For the Potts model,
we use s = 4 states and a coupling parameter of β = 5. We
benchmark our method against the U-Net architecture trained
for 100 epochs (Fig. 2). The results are reported in Table I.

Our method outperforms the benchmark in segmenting fi-
bres and offers the additional benefit of interpretability without
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Algorithm 2: Synthetic image generation
Data: Number of states s, Coupling constant β > 0, Vector

of standard deviations for s Gaussian kernels
σ = (σ1, . . . , σs) > 0, Deletion probability p ∈ [0, 1],
Maximal displacement k ≥ 0

1 Initialise zero arrays u, v ∈ Rp×q;
2 Generate P ∼ Potts(β, s);
3 foreach x ∈ {k, . . . , p− k}, y ∈ {k, . . . , q − k} do
4 if x+ y ∈ 2Z then
5 (∆x,∆y) ∼ U({−k, . . . , 0, . . . , k}2);
6 u(x+∆x, y +∆y)← 1;

7 foreach v ∈ Delaunay(suppu) do
8 Remove v with probability p;

9 foreach i ∈ {1, . . . , s} do
10 Construct Gaussian kernel gi with mean 0 and variance

σ2
i ;

11 ui ← u ∗ gi;
12 v ← v + ui1{P=i};

13 w ← Otsu(v); // mask
14 Add Poisson noise to v;
15 return (v, w);

the need for labelled samples. However, effective use of the
Gabor filter bank requires some prior knowledge of fibre
thickness.

The pipeline overview is illustrated in Figure 3. Using
the annotated FN images, we analyse the circular variance
distribution relatively to the labels (aligned or reticular fibre-
like). Two key observations warrant mention. Firstly, the
Kolmogorov-Smirnov and Mann-Whitney U tests (Fig. 4)
demonstrate significant differences in the circular variance
values between each of the two classes. This finding supports
the delineation of the two classes made by the experts.
Secondly, while the annotated images assign regions to one
of the two classes, many regions exhibit characteristics of
both to varying degrees, leading to ambiguity. This presents
a challenge in precisely validating the classification based on
computed circular variance of orientations.

Method
Metric

Accuracy F1 Jaccard Recall Precision

U-Net 0.85 0.72 0.56 0.56 0.99
std ±0.04 ±0.02 ±0.03 ±0.03 ±0.01

Ours 0.93 0.88 0.79 0.84 0.94
std ±0.02 ±0.01 ±0.01 ±0.02 ±0.01

TABLE I: Performance metrics for fibre segmentation on
synthetic images

V. CONCLUSION

In conclusion, we proposed an interpretable pipeline that
characterises fibronectin (FN) structures within the tumour
extracellular matrix (ECM) by utilising a bank of Gabor ker-
nels to analyse their orientations. The Gabor kernel, originally
designed to model receptive fields of simple cells in the visual
cortex, proved effective in capturing directional information

(a) Generated image (b) Ground truth

(c) U-Net output (d) Our method

Fig. 2: Fibre segmentation comparison between U-Net trained
for 100 epochs and our method.

Method
Metric

Precision Recall

Stardist (Fluo) 0.40± 0.25 0.65 ± 0.12

Cellpose (Cyto3) 0.13± 0.1 0.649± 0.13

Ours 0.60 ± 0.27 0.43± 0.11

TABLE II: Performance statistics for aggregate detection using
Leave-One-Out Cross-Validation

within the ECM fibres. By constructing a graph of the fibres
and delineating Voronoi cells based on the graph’s nodes, we
were able to construct adaptive windows of different shapes
and sizes that take into account the underlying data.

By utilising circular statistics, we quantified the alignment
of FN fibres within Voronoi cells, accounting for the cyclic
nature of angular data. Overall, our pipeline serves as a robust
quantifier of the organisation and spatial arrangement of FN
structures within the tumor ECM.

This work constitutes a first step towards identifying po-
tential biomarkers in the tumour extracellular matrix (ECM)
with predictive value for patient outcomes, including their
response to immunotherapy. Ongoing studies will involve
correlating geometric features of FN in the context of a clinical
immunotherapy trial.
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