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Abstract

Multilingual anaphora resolution identifies re-
ferring expressions and implicit arguments in
texts and links to antecedents that cover sev-
eral languages. In the most challenging setting,
cross-lingual anaphora resolution, training data,
and test data are in different languages. As
knowledge needs to be transferred across lan-
guages, this task is challenging, both in the
multilingual and cross-lingual setting. We hy-
pothesize that one way to alleviate some of the
difficulty of the task is to include multimodal
information in the form of images (i.e. frames
extracted from instructional videos). Such vi-
sual inputs are by nature language agnostic,
therefore cross- and multilingual anaphora res-
olution should benefit from visual information.
In this paper, we provide the first multilin-
gual and multimodal dataset annotated with
anaphoric relations and present experimental
results for end-to-end multimodal and multilin-
gual anaphora resolution. Given gold mentions,
multimodal features improve anaphora resolu-
tion results by ∼ 10% for unseen languages.

1 Introduction

A procedural text is a sequence of instructions de-
scribing how to create or change an object in a
certain way. Among the many genres of texts, pro-
cedural texts are the ones related to real-world ap-
plications such as robotics with human-robot inter-
action (Misra et al., 2016), video understanding of
how-to videos (Miech et al., 2019; Zhukov et al.,
2019; Mishra et al., 2021), etc. Procedural text
understanding requires a system to track how a
given entity undergoes change. However, using
language for describing entity changes may raise
linguistic ambiguities, which are a key challenge,
especially in instructional videos. In particular,
temporally evolving entities present rich and, to
date, understudied challenges. Cooking recipes
provide a paradigmatic source of potentially am-
biguous referring expressions for ingredients that
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Figure 1: An example of multilingual and multimodal
anaphora resolution data and learning strategy. The blue
dashed box denotes the training phase, whereas the red dashed
box shows the testing phase of our multilingual and multi-
modal anaphora resolution system. ϕ represents zero anaphors,
also known as null or implicit arguments.

are undergoing physical or chemical changes such
as chopping, boiling, mixing, etc. (Kiddon et al.,
2015). Existing approaches include Huang et al.
(2017, 2018), who suggest reference resolution, or
Fang et al. (2022) and Oguz et al. (2022), who pro-
pose anaphora resolution for tracing the temporal
change of entities in recipes.

Anaphora resolution is the task of identifying
the antecedent of an anaphor, where the antecedent
is a language expression in the previous context
that a given anaphor refers to (Poesio et al., 2018;
Fang et al., 2022; Ye et al., 2023). Anaphoric lan-
guage expressions can occur in many forms, such
as sentences, nominal phrases including pronouns,
and challenging zero anaphora (a.k.a, implicit argu-
ments or null pronouns) which are not verbalized.
An example of such a case is given in Figure 1,
where the zero anaphora ϕ in the instruction place
ϕ on a hot pan refers to the antecedent the dough in
the previous context of the recipe. While anaphora
resolution is classically seen as a uni-modal text-
based task, there have been some attempts at adding
modalities. Oguz et al. (2022) present the first at-
tempt to formulate a multimodal anaphora reso-



Multilingual Multimodal Parallel Anaphorcity Zero-Pronoun

PAWS (Nedoluzhko et al., 2018) ✓ ✗ ✓ C ✓

CorefUD 1.0 (Nedoluzhko et al., 2022) ✓ ✗ ✓ C ✓

ParCorFull2.0 (Lapshinova-Koltunski et al., 2022) ✓ ✗ ✓ C ✓

CRAC (Žabokrtský et al., 2022) ✓ ✗ ✗ C ✗

CIN (Goel et al., 2022) ✗ ✓ ✗ C ✗

Find-2-Find (Oguz et al., 2022) ✗ ✓ ✗ B,N,C ✓

VWP (Hong et al., 2023) ✗ ✓ ✗ C ✗

MMAR (ours) ✓ ✓ ✓ B,N,C ✓

Table 1: The list of the multilingual and multimodal anaphora resolution datasets shows the novelty of our collection.
We use the ✓if the property is addressed by the corresponding data; if not, the mark is ✗. The Anaphorcity column
indicates the anaphoric relations annotated in the data: B is Bridging, N is near-identity, and C is coreference.

lution task. Oguz et al. (2023a) present a system
for anaphora resolution with object localization in
a multitask learning setting to show the help of
multimodal image information for anaphora resolu-
tion in recipe instructions of cooking videos. How-
ever, all previous work on multimodal anaphora
resolution has only been done in English (Goel
et al., 2022; Oguz et al., 2023b; Ates et al., 2023).
Multilingual coreference resolution has been re-
searched extensively: For example, Zhekova and
Kübler (2010) show the importance of language-
independent hand-crafted features, and Žabokrtskỳ
et al. (2022, 2023) demonstrate the effectiveness of
deep learning methods for multilingual coreference
resolution. However, to the best of our knowledge,
we have made the first attempt to investigate mul-
timodal representations for multilingual anaphora
resolution in procedural texts. We show that vi-
sual inputs provide important language-agnostic
features and improve multilingual resolution.

Our contributions are as follows: (1) we provide
novel multimodal parallel data1 in English, Turkish,
and German, which are annotated with anaphora
resolution, including zero anaphora; (2) we pro-
vide a novel model architecture for multilingual
and multimodal anaphora resolution with mention
detection that outperforms a strong baseline (Oguz
et al., 2022); (3) we show that multimodal repre-
sentations outperform language-only multilingual
representations on unseen data for anaphora reso-
lution. To our knowledge, our dataset is the first
and only multimodal parallel anaphora resolution
dataset for multiple languages.

2 Related Work

Our work is at the intersection of two research
areas: anaphora resolution and procedural text un-

1a placeholder for the link of code and data

derstanding. In this section, we summarize related
work and emphasize the most important common
points and differences between our data and al-
ready existing data sets, as well as our approach
and previous methods.

2.1 Anaphora Resolution

Research on anaphora resolution is usually ad-
dressed in two different directions. The first one
is the annotation task (Poesio and Artstein, 2008;
Fang et al., 2022; Oguz et al., 2022; Ye et al., 2023)
with a focus on determining mention types and
anaphoric relations, i.e., coreference (Ghaddar and
Langlais, 2016; Ng, 2017) and bridging (Rösiger,
2018; Poesio and Artstein, 2008), and identify-
ing mentions (i.e., anaphor and antecedents) in
a document that are involved in anaphoric rela-
tions. The second direction is the modeling of
anaphora resolution (Lee et al., 2017, 2018; Joshi
et al., 2020; Yu and Poesio, 2020; Pandit and Hou,
2021) to automatically identify anaphoric men-
tions and their anaphoric relations. Recent studies
tackle anaphora resolution in an end-to-end fash-
ion (Lee et al., 2017; Yu and Poesio, 2020) that
jointly identifies the referring expressions and their
anaphoric relations in a document. The state-of-
the-art works focus on span-based language rep-
resentation of mentions (Joshi et al., 2020) and
Transformer-based resolution modeling (Pandit and
Hou, 2021). Anaphora resolution has been studied
separately from multilingual (Nedoluzhko et al.,
2018; Žabokrtskỳ et al., 2022) and multimodal
(Goel et al., 2022; Oguz et al., 2022) perspectives
without connecting the two to date.
Multilingual Anaphora Resolution Multilin-
gual anaphora resolution is an active area of re-
search. The SemEval 2010 (Recasens et al., 2010)
and CoNNL 2012 (Pradhan et al., 2012) shared
tasks have contributed to progress in multilingual



anaphora resolution. ParCorFull2.0 (Lapshinova-
Koltunski et al., 2022) is the only parallel multilin-
gual coreference resolution data in German and En-
glish. Recently, the Universal Dependencies anno-
tation scheme (De Marneffe et al., 2021) was used
to synchronize datasets of different languages in
the CorefUD 1.0 corpus (Nedoluzhko et al., 2022).
This corpus was used for the CRAC shared tasks
on multilingual coreference resolution (Žabokrtskỳ
et al., 2022, 2023). The winning CorPipe system
(Straka and Straková, 2022) implements a jointly
trained pipeline approach based on the end-to-end
system by Lee et al. (2017) to solve mention de-
tection and then performs coreference linking on
the retrieved mentions. To date, to the best of our
knowledge, all existing multilingual datasets focus
on coreference, and none considers anaphoric re-
lations as bridging and near-identity, in contrast to
our approach presented below.
Multimodal Anaphora Resolution Multimodal
anaphora resolution combines language and visual
representations for input to find the antecedent of
the anaphor. Research on person or character iden-
tification in TV series or stories (Ramanathan et al.,
2014; Cui et al., 2021; Hong et al., 2023; Liu and
Keller, 2023) addressed the problem of coreference
resolution in a given text. Similarly, Kong et al.
(2014) and Goel et al. (2023) resolve coreferen-
tial referring expressions in more generic scenarios
by using text and images as inputs. In contrast
to previous studies, Oguz et al. (2022) focus on
procedural texts from cooking videos that contain
state changes of entities. The resolution complex-
ity grows substantially with the increase in visual
and textual complexity triggered by evolving entity
changes. In summary, previous multilingual stud-
ies focus solely on coreference relations without
multimodal information, while existing multimodal
anaphora resolution studies investigate multimodal
features only for English data. In the following, we
propose a novel multilingual data set with visual
inputs alongside the parallel multilingual cooking
recipes for anaphora resolution (see Table 1).

3 Data

Language Data To create our data set, we
started with available English multimodal anaphora
resolution data and translated these data into
more languages. In this study, we build on the
Chop&Change anaphora resolution dataset and
annotation schema of Oguz et al. (2022, 2023b)

for two reasons. First, it includes near-identity
anaphoric relations (unlike other approaches),
bridging, and coreference for noun phrases, pro-
nouns, and null pronouns (a.k.a, implicit arguments
or zero anaphora). Second, cooking videos of the
recipes are provided with annotations for video-
instruction alignment. In total, in our work here we
provide 400 multimodal training recipes and 100
multimodal test recipes in English; for data statis-
tics, see Appendix A. We then manually translate
each recipe into Turkish and German by native lan-
guage speakers based on the original English recipe
and video inputs, refer to A. As much as possible,
we keep the sentence structure of the instructions
while translating manually. For example, we do not
drop the direct or prepositional objects or expand
any zero anaphora in the source in the translations.
Additionally, we use a pronoun in the translation
whenever a pronoun is used for an entity. However,
we also prepare and analyze pro-drop data in Turk-
ish A. We keep the linguistic feature distribution as
in the original English documents and manually ap-
ply the anaphora annotation to the other languages
based on the annotation of English recipes. An
example of a German translation and annotation of
an English recipe is provided in Figure 2. In total,
1,200 training and 300 test recipes, a third each
in English, German, and Turkish, are included in
the multilingual and multimodal MMAR language
dataset, with recipes in each language making up
equal parts of the dataset. For detailed information
regarding the translation and annotation of Turkish
and German recipes, refer to Appendix A.

Visual Data For each video, procedural steps in a
recipe are annotated with temporal boundaries and
described by imperative instructions in the text. In
other words, each recipe instruction is aligned to a
part of the corresponding cooking video. For exam-
ple, the instruction ’thinly slice the beef’ in Figure
2 is annotated with the corresponding starting and
ending times of the segment in the video. Follow-
ing Oguz et al. (2022), each textual instruction is
temporally aligned to a segment of the correspond-
ing cooking video. Because of the mapping to a
whole instruction video segment, a gold mention
has no precise alignment to a specific frame. Thus,
Zhou et al. (2018), Huang et al. (2018), Oguz et al.
(2022), and Oguz et al. (2023a) randomly sample
the frames for each instruction. In contrast in our
work, we use the CLIP model (Radford et al., 2019)
to select the best frame and the best region for the



thinly slice 

the marinade

ground black pepper

the beef 

add soy sauce sugar and

add

add green onions minced garlic sesame seeds toand

sesame oil

stir ∅

pour the marinade over the steak

...

1.

2.

3.

4.

5.

6.

dünn schneidenDas Rindfleisch

hinzufügenSesamöl

zuFrühlingszwiebeln gehackten Knoblauch hinzufügender Marinade

∅

Sojasoße

1.

2.

3.

4. Gemahlenen schwarzen Pfeffer

5.

6.

umrühren

Zucker und

und Sesamkörner

hinzufügen

überDie Marinade gießendas Steak

...
Figure 2: An example annotation of anaphora resolution for a Beef Bulgogi recipe in English and its translation in German with
one frame of the video segments. The arrows start from the anaphor and point to the corresponding antecedent/s. Similarly,
the anaphoric mentions are shown with the same color boxes. The gray boxes indicate singletons, i.e., mentions without any
anaphoric links. We follow the same color coding as in English and translated German recipes. Turkish translation is in Figure 4.

instruction in a preprocessing step (i.e., CLIP is not
trained with the rest of the model). To investigate
the contribution of multimodal features, we train
and evaluate our model with and without visual
features of each gold and candidate mentions. We
present the outcomes of two pre-trained video en-
coders used for extracting multimodal features in
Appendix A.0.2.

4 Methodology

4.1 Task

The task of anaphora resolution is to assign each
anaphoric mention (e.g., span) i in an instruction
to one or more antecedents yi ∈ {ϵ, y1, . . . , yi−1},
where ϵ is an (empty) dummy antecedent, and yi is
one of the preceding gold spans from the previous
instructions. E.g., in Figure 2, the anaphor the steak
in the 6th step refers to the antecedent the beef in
the 1st step, and the null pronoun ϕ in the 5th step
refers to the 3rd and the 4th steps. The selection
of dummy ϵ as an antecedent indicates that the
anaphor is either an incorrect span or a singleton
without an antecedent such as green onions from
the 3rd step in Figure 2.

4.2 Method

4.3 Baseline Model

We use an end-to-end anaphora resolution
Chop&Change (C&C) system Oguz et al. (2022)
based on end-to-end conference resolution Fang
et al. (2021); Lee et al. (2017) as a baseline. This
end-to-end resolution system begins with mention
extraction, followed by anaphora resolution. The
mention detection model is trained with the back-
propagated anaphora resolution loss. There is no
separate explicit loss that penalizes mention errors.

4.4 Proposed Model

We propose a multi-task learning method inspired
by a hierarchically supervised multi-task learning
model (Sanh et al., 2019) focused on semantic tasks
(e.g., named entity recognition, relation extraction,
coreference resolution, etc.) to learn enhanced
word embeddings. A well-trained mention detec-
tion model is crucial for multi-lingual anaphora
resolution. Our multitask learning method func-
tions similarly to an end-to-end system, but it
additionally backpropagates the mention loss to
train the mention detection model together with
the anaphora loss (in an alternating fashion, see
Section 4.5 and Figure 3). Below, we provide a
detailed formalization of our methods.

4.4.1 Input

Language Input. We consider all continuous
token sequences with up to L words as a poten-
tial span. We use pre-trained XLM-ROBERTA

(Conneau et al., 2019), a state-of-the-art multi-
lingual model for a wide range of cross-lingual
transfer tasks. Anaphoric language expres-
sions can occur several sentences apart. Thus,
capturing document-level dependencies is es-
sential to judge whether two expressions are
anaphoric (Pražák and Konopik, 2022). Let
XLM-ROBERTA(w1, . . . , wT ) be the word rep-
resentations computed by the model, where w1 is
the first token and wT is the last token of the overall
recipe. A span xi consists of one or more consec-
utive tokens of an instruction Ii in a recipe. We
use the verb of an instruction as a pointer for null
pronouns, e.g., stir is used as a pointer token for
the null pronoun ϕ in the 5th instruction stir ϕ in
Figure 2.



Word Representation
XLM-RoBERTa(w1, ..., wT)

Mention Representation
FFNN(gi)

Anaphora Resolution
FFNN(gij)

Mention Detection
FFNN(g'i)

L=1; pour, the, marinade, over, the, steak
L=2; pour the, the marinade, marinade over, over the, the steak
L=3; pour the marinade, the marinade over, ..., over the steak, ..

xi= marinade >> gi = ([marinade], [marinade], WIDTH(1))
xi = the marinade >> gi = ([the], [marinade], WIDTH(2))
xi = over the steak >> gi = ([over], [steak], WIDTH(3))
xi = the steak >> gi = ([the], [steak], WIDTH(2))

xi = the steak, fi = fa                   xj = soy sauce, fj = fb
gij = cat(cat(gi, g'i), cat (gj, g'j),  (gi.gj),  (vi.vj), TEMPORAL(6-2))
-----------------------------------------------------------------------------------------
xi = the steak, fi = fa                   xj = the beef, fj = fc
gij = cat(cat(gi, g'i), cat (gj, g'j),  (gi.gj),  (vi.vj), TEMPORAL(6-1))

CLIP

fc

1. thinly slice the beef .
2. add soy sauce

...
6. pour the marinade over the steak

fb

g'i

gi

gi
g'i

fa...

...

mention_loss

anaphora_loss

Figure 3: The model architecture for mention detection and anaphora resolution. md_loss is the mention detection loss, and
ar_loss is the anaphora resolution loss. The green box shows the potential spans of token sequences with L tokens. The blue box
shows some potential spans with representation for the mention detection module. The yellow box shows the pair representation
for anaphora resolution. fa, fb, and fc represent the frames of the spans the beef, soy sauce, and the steak, respectively. A word
within a bracket denotes the vector of the words, e.g., [the] is the vector of the. cat(.) means the concatenation of the given inputs.

Visual Input. Each cooking video consists of
more than one segment, each corresponding to
one instruction. Each segment consists of many
frames. We pick one frame to represent each in-
struction. Each frame f is encoded using the CLIP
model (Radford et al., 2021). The frame-level vec-
tors obtain the instruction’s visual feature vector:
vi = CLIP(f) for the spans extracted from the
instruction Ii, as Figure 3 illustrates.

4.4.2 Mention Detection

For mention detection, following Lee et al. (2017)
and Oguz et al. (2022), we consider potential spans
and compute the corresponding span score. Up
to L, we consider all the continuous sequences of
tokens as potential spans for instructions (see green
box in Figure 3). XLM-RoBERTa is used to ex-
tract the contextualized multi-lingual word embed-
dings x∗t = XLM-RoBERTa(w1, . . . , wT ) where
x∗t refers to the vector representation of the token
at time t of the recipe. The vector representation
gi of a given span is obtained by concatenating the
word vectors of its boundary tokens and its width:

gi = [x∗START(i), x
∗
END(i), ϕ(i)], g

′
i = FFNN(gi) (1)

START(i) and END(i) represent the starting and
ending token indexes for gi, respectively. ϕ(i) =
WIDTH(END(i) − START(i)) is the width feature
of the span where WIDTH(.) is the embedding
function of the predefined bins of [1, 2, 3, 4, 8, 16].

An example is provided in the blue box in Fig-
ure 3, where xi = over the steak is represented
with the concatenation of the vector of start token
over, the end token steak, and WIDTH(3). The men-
tion score is computed for each span using cross-
entropy loss, and the mention model is trained with
back-propagated mention loss mention_loss =
softmax(FFNN(g′i)) as in Figure 3.

4.4.3 Anaphora Resolution
Following Oguz et al. (2022), we formulate
anaphora resolution as a classification task over
pairs of gold and candidate mentions. The rep-
resentation of a span pair gij is obtained by con-
catenating the contextualized representations (i.e.,
equation 1) two span embeddings gi and gj , and
element-wise multiplication of the corresponding
span representation, gi · gj :

gij = [gi, gj , gi · gj , ϕtemp(i, j))].

ϕtemp(i, j) = TEMPORAL(#aj −#ai)

where the feature vector ϕtemp(i, j) is the distance
between the step index of span i and span j, TEM-
PORAL(·) (Oguz et al., 2022) is an embedding
function that uses the predefined list of bins of
[1, 2, 3.., 30], #ai refers to the instruction index of
span i and #aj to the instruction index of span
j. We concatenate ϕtemp(i, j) to obtain the vector
representation of a span pair. We minimize the
cross entropy loss for candidate span pairs with
anaphora_loss = sigmoid(FFNN(gij)) for resolu-
tion, as in Figure 3.



Visual Features in Anaphora Resolution Oguz
et al. (2022) assumes two spans are likely to be
anaphoric if their frames are similar and define
the visual similarity of pairs via the dot product of
the paired visual features, vi · vj , in the anaphora
resolution (cf. Figure 3), referred to Frame-Cos:

gij = [gi, gj , gi · gj , vi · vj , ϕtemp(i, j))]. (2)

We instead instead concatenate the visual fea-
tures with the span language features [gi, vi] and
[gj , vj ] in the representation of gij to condition the
span representation to language-agnostic visual fea-
tures, referred to Frame-Span:

gij = [gi, vi, gj , vj , gi · gj , ϕtemp(i, j))]. (3)

4.5 Training Details
We chose the straightforward yet highly effective
training detailed in (Søgaard and Goldberg, 2016;
Sanh et al., 2019): at each epoch in the training
process, a task (i.e., mention detection or anaphora
resolution) is chosen randomly, and we select a
batch of training data for the assigned task to update
parameters. This cycle continues until convergence
is achieved. Hence, the mention representation
layer learns using mention and anaphora errors.

4.6 Evaluation
Following Hou et al. (2018) and Oguz et al. (2022),
we analyze the performance of our end-to-end hi-
erarchical anaphora resolution model with the F1-
score, where precision is the result of dividing the
number of correctly predicted pairs by the total
number of predicted pairs and recall is computed
by dividing the number of correctly predicted pairs
by the total number of gold pairs.

5 Experiments

We conduct various cross- and multi-lingual exper-
iments to investigate the impact of visual features
on anaphora resolution. The main body of the
paper focuses solely on English monolingual ex-
periments incorporating multi-lingual and frame
features, while the Appendix B details experiments
involving Turkish and German, along with video
encoders.

5.1 Gold and Candidate Mentions
We define candidate mentions to be all possible
continuous token sequences (Clark and Manning,
2016; Lee et al., 2017). In Figure 2, for example,

to the marinade or seeds to the marinade are ex-
amples of candidate mentions in the 3rd step, that,
however, do not correspond to correct spans. In
contrast, gold mentions are all correct spans, e.g.,
sesame seeds and the marinades in the 3rd step in
Figure 2. When gold mentions are given, a mention
detection module is unnecessary and thus left out of
the gold mention-based experiments, whereas can-
didate mentions heavily depend on mention detec-
tion. Therefore, we conduct separate experiments
for the candidate and gold mentions to investigate
the effect of multimodal features.

Gold Mentions. We have gold mentions for each
language in both train and test datasets. Thus, we
train our model without mention detection compo-
nent with/out multimodal features for cross- and
multi-lingual experiments. Note that mention detec-
tion is unnecessary for anaphora resolution when
using gold mentions. Our model, without vision
and using Frame-Cos, is equivalent to the C&C
model (Oguz et al., 2022) and serves as baseline.

Candidate Mentions. To apply anaphora resolu-
tion for candidate mentions, we first need to detect
the mentions (e.g., extracting correct spans from
the recipe instructions). Thus, we add a mention
representation and detection layers for capturing
the mention features trained for the mention pre-
diction [g′i, g

′
j ] to Equation 2 and Equation 3 as in

the yellow box in Figure 3. Additionally, our mul-
titask training approach allows us to train mention
detection separately from anaphora resolution. We
conducted experiments with multi-lingual mention
detection, training the mention detection compo-
nent using English, Turkish, and German mentions,
while training the anaphora resolution in English.

5.2 Multi-lingual and Multimodal Features
To check the benefit of cross- and multi-lingual
features for anaphora resolution, we compare the
results of multi-lingual experiments with cross-
lingual experiments. Multimodal features might
provide language-agnostic knowledge of anaphora
resolution for the challenging task of multi-lingual
anaphora resolution for unseen languages. How-
ever, the best way to use visual features for
anaphora resolution is an open question. To in-
vestigate the visual features for both anaphora reso-
lution and mention representation, we focus on two
methods: (1) Frame-Cos (Oguz et al., 2022), where
we use the similarity of visual representations of in-
structions for mention pairs in the anaphora resolu-



Turkish German English
NPs Zero Full NPs Zero Full NPs Zero Full

Trained no vision 25.41 12.42 22.22 38.10 22.91 33.56 50.35 67.84 56.19
on Frame-Cos 26.86 33.73 28.93 37.80 39.54 38.43 51.66 70.62 57.88

English Frame-Span 31.95 43.94 35.63 41.16 49.45 44.18 53.52 71.43 59.34
Trained no vision 44.86 54.57 47.89 45.39 61.33 52.13 50.47 67.97 56.41

on Frame-Cos 50.47 61.37 53.76 49.11 70.80 58.18 52.66 69.97 58.16
Multi-lingual Frame-Span 50.57 64.36 54.72 51.82 72.16 60.34 54.39 72.36 60.21

Table 2: F1 scores of the anaphora resolution for gold mentions, for models without vision features and with both Frame-Cos
and Frame-Span. The model is trained with only English (English Spans) and multi-lingual data with English, German, and
Turkish (Multi-lingual Spans) as well as with multimodal features in Frame-Cos and Frame-Span methods.

tion module (see Equation 2), and (2) Frame-Span,
where we learn mention representations using the
corresponding instruction visual features directly
(see Equation 3).

6 Results and Discussion

In Table 2 3, and 4, we compare the multi-lingual
experiments with the English-only results. Ap-
pendix Section B and Table 7 provide more detailed
results and experiments, including both language-
visual perspectives and mention detection.

Overview. We present the anaphora resolution
results in the cooking domain with multimodal and
multi-lingual features for both candidate and gold
mentions in English, German, and Turkish, in two
settings: Training on mono-lingual data only, i.e.,
a cross-lingual setting, and training on all three
languages simultaneously, i.e., a multi-lingual set-
ting. Overall, the results with candidate mentions
in Table 3 / Table 4 and gold mentions in Table
2 show that visual features improve both nominal
and zero anaphora resolution results for seen and
unseen languages, especially for zero anaphora res-
olution, both for cross- and multi-lingual settings.
German and English are from the same language
family, whereas Turkish is from a different family
(the Altaic family). Therefore, for both candidate
and gold mentions, we observe a similar pattern in
anaphora resolution results according to language
family relatedness: For a model trained on English
data only, the transfer to German works better than
to Turkish, exemplified by the better cross-lingual
results for German. Furthermore, the performance
for candidate mentions is propagated to subsequent
tasks due to the sequential structure of the hierar-
chical system, as shown in Figure 3: The difference
between the results given candidate and gold spans
demonstrates that the mention detection model for
the candidate mentions propagates errors to the ac-

tual anaphora resolution. As an example, if the
noun phrase the marinade in the 3th step in Figure
2 is not detected as a mention by the mention de-
tection model, the anaphora resolution model fails
to detect the marinade as mention to resolve the an-
tecedent. In Table 2, our Frame-Cos and no-vision
models are equivalent to the baseline, i.e., the C&C
model. We present further results utilizing models
trained on Turkish and German data. Additionally,
we also employ video features to investigate the im-
pact of video encoders on multi-lingual anaphora
resolution, refer to Appendix B.

Multi-lingual Features. We evaluate the effec-
tiveness of multi-lingual features using two ap-
proaches. The first approach involves multi-lingual
mention detection combined with English anaphora
resolution (Table 3). Our proposed model can
learn multi-lingual mention features through dis-
tinct mention detection processes that do not re-
quire anaphora annotation, refer to 7. This scenario
is particularly prevalent, as it is common to have
data available for mention detection (e.g., span de-
tection) in various languages without correspond-
ing anaphora annotations. The second approach
includes both multi-lingual mention detection and
multi-lingual anaphora resolution (Table 4). Ta-
ble 3 shows that multi-lingual features in mention
detection are effective for anaphora resolution in
unseen languages but inefficient for anaphora reso-
lution in the seen English language. Table 4 shows
that multi-lingual training considerably improves
both nominal and zero anaphora resolution results
for Turkish and German, given candidate mentions.
In contrast, cross-lingual cases with training in En-
glish are much more challenging. A slight improve-
ment is only achieved in the setting with visual
features for English. Similar tendencies can be
observed for the anaphora resolution given gold
mentions in Table 2 and 7. The slight improve-



Turkish German English
NPs Zero Full NPs Zero Full NPs Zero Full

C&C English Frame-Cos 4.11 5.88 4.64 4.59 0.41 2.99 39.29 57.18 44.25

Trained no vision 4.26 2.23 3.68 8.81 2.77 6.65 40.07 58.58 45.44
on Frame-Cos 6.45 5.32 6.11 8.40 5.53 7.28 43.33 57.61 47.88

English Frame-Span 7.30 16.98 10.37 9.17 15.87 11.86 44.02 64.43 50.33
Multi-lingual Mention Frame-Cos 13.99 6.10 11.71 27.26 13.58 22.31 42.06 58.33 47.12

English Anaphora Frame-Span 19.12 24.44 20.72 28.60 28.80 28.67 42.54 61.71 48.57

Table 3: F1 scores for candidate mentions for the anaphora resolution of baseline C&C English (Oguz et al., 2022) and our
models with/out vision features with Frame-Cos and Frame-Span. The model is trained only in English and has multimodal
features in Frame-Cos and Frame-Span methods. Multi-lingual Mention / English Anaphora is trained on multi-lingual mention
detection, while the anaphora resolution component is trained exclusively in English. The models are trained for 500 epochs.

Turkish German English
NPs Zero Full NPs Zero Full NPs Zero Full

C&C Multi-lingual Frame-Cos 33.66 47.76 37.98 40.53 53.33 45.85 43.07 53.15 46.24

Trained no vision 32.18 49.45 37.76 39.66 54.67 45.83 42.76 58.98 47.96
on Frame-Cos 34.85 48.13 39.02 40.19 55.64 46.62 42.92 60.67 48.87

Multi-lingual Frame-Span 37.29 50.96 41.51 40.87 55.95 47.05 45.50 61.05 50.56

Table 4: F1 scores of the anaphora resolution for candidate mentions of baseline C&C multi-lingual and our models with/out
vision features and with both Frame-Cos and Frame-Span. The model is trained with multi-lingual data in English, German, and
Turkish as well as with multimodal features in Frame-Cos and Frame-Span methods. The models are trained for 500 epochs.

ment with multi-lingual features of gold mentions
of English comes with zero anaphora resolution,
whereas there is no apparent effect on the nominal
anaphora resolution.

Multimodal Features. According to Tables 2,
3 and 4, multimodal features improve the results
of anaphora resolution for German, Turkish, and
English for both seen and unseen languages. The
influence of visual features on anaphora resolution
results of gold mentions, in Table 2, is clearly ap-
parent with English training. When we test the
model trained with English, we observe a mini-
mum 4% improvement for nominal anaphora res-
olution and a minimum 10.4% improvement for
zero anaphora resolution for unseen Turkish and
German gold mentions. English results, on the
other hand, show a slight improvement with overall
anaphora resolution. When investigating the cor-
rect predictions, we find that the multimodal fea-
tures are highly effective, especially for the resolu-
tion of zero and pronominal anaphors for seen and
unseen languages. However, we find indications
that the effect of the visual features decreases when
the distance between the anaphor and antecedent
pair is increased. For the German and English
examples in Figure 2, visual features are helpful
to predict the 4th instruction as the antecedent of
zero anaphora ϕ in the 5th; however, the model

fails to predict the 3th instruction as antecedent.
On the other hand, the impact of the visual fea-
tures is obscure for unseen languages for candidate
mentions (s. Table 4), whereas w We observe a
slight improvement with the Frame-Span method
for multilingual Turkish, German, and English. We
conjecture that visual features induce unwarranted
similarity between correct and incorrect spans of
mentions. For example, we obtain the same visual
input for incorrect span marinade over and correct
span the marinade.

7 Conclusion and Future Work

In this study, we presented a novel multilingual
and multimodal dataset for anaphora resolution.
Additionally, we empirically validated the bene-
fit of multimodal features on anaphora resolution
in a multilingual setting. We hope that our work
will help to show that using additional language-
agnostic modalities, such as the vision modality,
can help to bridge gaps between languages, espe-
cially if training data are sparse or unavailable. Our
results also indicate that mention detection is a
bottleneck for anaphora resolution for unseen lan-
guages that conceals the positive impact of visual
features. Thus, span-based language models like
SpanBert (Joshi et al., 2020) need to be developed
for multi-lingual settings.



Limitations

The primary limitation of our studies is the pre-
trained visual and language model employed. Uti-
lizing a more robust multilingual language model
could further enhance the results. However, larger
models may not always be feasible, and our method
offers new avenues for improvement when model
size is constrained. Furthermore, our focus on the
cooking domain provides a controlled environment
for the anaphora resolution task, but the applicabil-
ity of our results to broader domains remains to be
validated.

Ethics Statement

The videos of our data are publicly available and
have already been published. Thus, our study does
not create risk or privacy problems.
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Ondřej Pražák and Miloslav Konopik. 2022. End-to-
end multilingual coreference resolution with mention
head prediction. arXiv preprint arXiv:2209.12516.

Alec Radford, Jong Wook Kim, Chris Hallacy, Aditya
Ramesh, Gabriel Goh, Sandhini Agarwal, Girish Sas-
try, Amanda Askell, Pamela Mishkin, Jack Clark,
et al. 2021. Learning transferable visual models from
natural language supervision. In International confer-
ence on machine learning, pages 8748–8763. PMLR.

Alec Radford, Jeffrey Wu, Rewon Child, David Luan,
Dario Amodei, Ilya Sutskever, et al. 2019. Language
models are unsupervised multitask learners. OpenAI
blog, 1(8):9.

Vignesh Ramanathan, Armand Joulin, Percy Liang, and
Li Fei-Fei. 2014. Linking people in videos with
“their” names using coreference resolution. In Com-
puter Vision–ECCV 2014: 13th European Confer-
ence, Zurich, Switzerland, September 6-12, 2014,
Proceedings, Part I 13, pages 95–110. Springer.

Marta Recasens, Lluís Màrquez, Emili Sapena, M Antò-
nia Martí, Mariona Taulé, Véronique Hoste, Massimo
Poesio, and Yannick Versley. 2010. SemEval-2010
task 1: Coreference resolution in multiple languages.
In Proceedings of the 5th international workshop on
semantic evaluation, pages 1–8.

Ina Rösiger. 2018. BASHI: A corpus of Wall Street
Journal articles annotated with bridging links. In Pro-
ceedings of the Eleventh International Conference on
Language Resources and Evaluation (LREC 2018),
Miyazaki, Japan. European Language Resources As-
sociation (ELRA).

Victor Sanh, Thomas Wolf, and Sebastian Ruder. 2019.
A hierarchical multi-task approach for learning em-
beddings from semantic tasks. In Proceedings of the
AAAI conference on artificial intelligence, volume 33,
pages 6949–6956.

Anders Søgaard and Yoav Goldberg. 2016. Deep multi-
task learning with low level tasks supervised at lower
layers. In Proceedings of the 54th Annual Meeting of
the Association for Computational Linguistics (Vol-
ume 2: Short Papers), pages 231–235, Berlin, Ger-
many. Association for Computational Linguistics.

Milan Straka and Jana Straková. 2022. ÚFAL CorPipe
at CRAC 2022: Effectivity of multilingual models for
coreference resolution. In Proceedings of the CRAC
2022 Shared Task on Multilingual Coreference Res-
olution, pages 28–37, Gyeongju, Republic of Korea.
Association for Computational Linguistics.

Atsushi Ushiku, Hayato Hashimoto, Atsushi Hashimoto,
and Shinsuke Mori. 2017. Procedural text genera-
tion from an execution video. In Proceedings of
the Eighth International Joint Conference on Natu-
ral Language Processing (Volume 1: Long Papers),
pages 326–335, Taipei, Taiwan. Asian Federation of
Natural Language Processing.

Klaus Von Heusinger and Jaklin Kornfilt. 2005. The
case of the direct object in turkish: Semantics, syntax
and morphology. Turkic languages, 9(3):44.

Jianfeng Wang, Zhengyuan Yang, Xiaowei Hu, Linjie
Li, Kevin Lin, Zhe Gan, Zicheng Liu, Ce Liu, and
Lijuan Wang. 2022. Git: A generative image-to-text
transformer for vision and language. arXiv preprint
arXiv:2205.14100.

Frank F Xu, Lei Ji, Botian Shi, Junyi Du, Graham
Neubig, Yonatan Bisk, and Nan Duan. 2020. A
benchmark for structured procedural knowledge
extraction from cooking videos. arXiv preprint
arXiv:2005.00706.

Bingyang Ye, Jingxuan Tu, and James Pustejovsky.
2023. Scalar anaphora: Annotating degrees of coref-
erence in text. In Proceedings of The Sixth Workshop
on Computational Models of Reference, Anaphora
and Coreference (CRAC 2023), pages 28–38.

Juntao Yu and Massimo Poesio. 2020. Multi-task learn-
ing based neural bridging reference resolution. arXiv
preprint arXiv:2003.03666.
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A Data

Procedural texts consist of instructions that direct
individuals on how to carry out procedural tasks.
They explain the necessary steps or rules to fol-
low to complete the task (Eiriksdottir and Catram-
bone, 2011; Ushiku et al., 2017; Xu et al., 2020).
Anaphora resolution for procedural text is challeng-
ing because of a severe lack of annotated data. The
sheer amount of diverse actions and temporally
evolving entities amplifies the difficulty of anno-
tating sequences of instructions with anaphoric re-
lations. Only a few datasets have been released
for anaphora resolution in procedural texts, includ-
ing a corpus by Fang et al. (2021) belonging to
the chemistry domain and datasets from the cook-
ing domain by Fang et al. (2022) and Oguz et al.
(2022, 2023b). However, there is currently a lack
of multilingual procedural texts that have been an-
notated with anaphora resolution. We consider the
Chop&Change dataset Oguz et al. (2022, 2023b)
which includes video and text of cooking recipes;
refer Table 5 for the statistics of text recipes of
Chop&Change. Hence, we manually translate the
Chop&Change dataset in German and Turkish by
native language annotators based on the original
English recipe and video inputs. We select Turk-
ish to analyze the impact of multimodal features
on multilingual anaphora resolution when the un-
seen language belongs to a different language fam-
ily. Conversely, we choose German to examine
the effect of multimodal features on multilingual
anaphora resolution when the languages belongs
to the same language family. Then, we manually
extend the anaphoric annotation to encompass Ger-
man and Turkish recipes; see Figure 2 and Figure
4. In this section, we elucidate the process of trans-
lating and annotating German and Turkish recipes.

A.0.1 Turkish Dataset
When comparing Turkish to English and German,
we observe that Turkish is a highly agglutinative
language. Thus, suffixes play a critical role in
Turkish grammar. To form a cooking instruction,
the appropriate suffix must be added to the verb
root based on the subject of the command. Thus,

Train Test

Entities 9,213 2, 893
Zero Anaphor 997 266
Pronoun 304 139
Nominal 7,912 2,488
Pairs 4,715 1,485
Zero Anaphor-Antecedent 1,621 449
Pronoun Anaphor-Antecedent 368 165
Nominal Anaphor-Antecedent 2,726 871
Instruction 4,582 1,436
Recipe 400 100

Table 5: Annotation statistics of MMAR English data.

this section explains our English-Turkish transla-
tion process, focusing on imperative verbs and ac-
cusative nouns.

Nouns. Turkish, like many languages, utilizes
grammatical cases to convey the function of nouns
and pronouns within sentences. These cases play a
crucial role in indicating various relationships and
contexts(Knecht, 1985). The accusative case marks
the verb’s direct object and is formed by adding
specific suffixes to the noun. For example, "the
beef" in instruction 1 of our example in Figure 4
is translated as "dana etini." To make "dana eti"
(beef) accusative, we add the suffix "-ni," resulting
in "beef-ACC." Meanwhile, the dative case signi-
fies the indirect object and often translates to "to" or
"for" in English (Knecht, 1985; Von Heusinger and
Kornfilt, 2005) and formed by adding the suffix
"-e, -a" to the noun. For example, "to the mari-
nade" (step 3 in Figure 4)is translated into Turkish
as "marineye." Here, we append the suffix "-ye" to
"marine" to form "marinade-DAT" in accordance
with the dative case. Other cases include the loca-
tive and instrumental for serving distinct functions
such as indicating location, possession, or means
of action.

Pronouns. Turkish is a pro-drop language, which
typically omits subject and object pronouns
(Knecht, 1985; Oral et al., 2024). Turkish omit ob-
ject pronouns in sentences where the context makes
the object transparent. Therefore, we prepared
two sets of Turkish-translated data: one where pro-
nouns are omitted and another where the pronouns
are retained as they are in the original English text.
In Figure 5(b), We omit the pronoun "onu" (red-
colored token, it-ACC) in the Turkish translation,
replacing it with a zero-pronoun (text in green-box)



thinly slice 

the marinade

ground black pepper

the beef 

add soy sauce sugar and

add

add green onions minced garlic sesame seeds toand

sesame oil

stir ∅

pour the marinade over the steak

...

1.

2.

3.

4.

5.

6.

ince ince dilimleyindana etini

ekleyinsusam yagı

yeşil sogan kıyma ekleyinmarineye

∅

soya sosu

1.

2.

3.

4. toz karabiber

5.

6.

karıştırın

şeker ve

ve susam

ekleyin

üzerinemarineyi dökünetin

...

Figure 4: An example annotation of anaphora resolution for a Beef Bulgogi recipe in English and Turkish with
one frame of the video segments. The arrows start from the anaphor and point to the corresponding antecedent/s.
Similarly, the anaphoric mentions are shown with the same color boxes. The gray boxes indicate singletons, i.e.,
mentions without any antecedents. We follow the same color coding as in English and translated Turkish recipes.

Figure 5: Turkish translation for verb and pronouns: (a) illustrates how verbs are used to construct polite imperative
sentences in Turkish (b) demonstrates the phenomenon of pronoun omitting in Turkish translation.

because the context clearly expresses the object it-
self. Then, we investigate the effect of multimodal
features on both sets of Turkish data; see the results
of Turkish with omitted pronouns in Table 8.

Verbs. In the imperative form of Turkish, the
second-person singular uses the bare verb stem
without the infinitive ending. However, other im-
perative forms use various suffixes. Additionally,
the imperative mood receives suffixes that vary de-
pending on the formality of the command and the
subject pronoun. For example, the verbal stem "dil-
imle" in the 1.2 example of Figure 5 is the second-
person singular informal imperatives that are fre-
quently employed to issue commands or make re-
quests. Therefore, we selected the second-person
plural to convey the courteous and instructive am-
biance typical of cooking videos in our annotation;
see the first example "dilimle-yin," in Figure 5. Ad-
ditionally, the choice of vowel in suffixes depends
on vowel harmony rules and the final vowel of the
verb root. For example, "dök-ün" in sixth step and
"dilimley-in" in the first step.

A.0.2 Visual Dataset

Various approaches can be used for video vector
representation, such as frame sampling (Zhou et al.,
2018; Huang et al., 2018), spatio-temporal mod-
eling (Ni et al., 2022; Wang et al., 2022), sequen-
tial processing, and hybrid methods. The choice
of approach depends on the specific application
and the computational resources available. We use
three different approaches: (1) Video-Git2 (Wang
et al., 2022), which is video encoding based on a
generative (e.g., caption generation) decoding (2)
Video-XCLIP3 (Ni et al., 2022) for the discrim-
inative method (Ni et al., 2022), which is video
encoding based on a discriminative video classifica-
tion method, (3) frame sampling based on the best
frame selection with CLIP (Radford et al., 2021),
see in Figure 6. Each cooking video is divided
into multiple segments, each representing a single
instruction. Each segment is made up of numer-
ous frames, see in Figure 6. Thus, we have two
potential approaches: using video segments con-

2https://huggingface.co/docs/
transformers/main/en/model_doc/git

3https://huggingface.co/docs/
transformers/main/en/model_doc/xclip

https://huggingface.co/docs/transformers/main/en/model_doc/git
https://huggingface.co/docs/transformers/main/en/model_doc/git
https://huggingface.co/docs/transformers/main/en/model_doc/xclip
https://huggingface.co/docs/transformers/main/en/model_doc/xclip


Figure 6: Frames of video segments of two instructions from a recipe. The frame numbers depict the order of
frames. The best frames are selected based on the similarity score from the CLIP model (Radford et al., 2021),
explained in Section 3.

Figure 7: Visualization of mention representation in a recipe
for English (en), German (de), and Turkish (tr) is shown with
gold mentions in green and incorrect mentions in red, both
before (a) and after (b) mention detection training on a multi-
lingual anaphora resolution dataset.

taining multiple frames or selecting the best single
frame to represent the visual features. In this study,
we utilize video and image (for our frames) en-
coders. For video encoding, we provide the video
segment corresponding to the instruction to the
video encoder (Video-Git and Video-XCLIP) and
apply mean-pooling to represent the video as a one-
dimensional vector. To extract the best frame, we
pick the best frame of a video that best matches a
given description using CLIP (Radford et al., 2021)
model, see Figure 6. CLIP can assess the similarity
between images and text descriptions, enabling us
to score each frame against the provided descrip-
tion and choose the best match. Therefore, we en-
code all video segment frames and the instruction
using CLIP, compute the cosine similarity between

Turkish German English

Trained on Turkish 78.14 52.34 56.62
Trained on German 39.78 78.15 29.36
Trained on English 45.58 45.70 78.86
Trained on Multilingual 79.61 79.08 82.02

Table 6: F1 scores of mention detection results for can-
didate mentions’ cross- and multilingual features.

each frame’s embedding and the text embedding,
and select the frame with the highest similarity
score.

B Additional Results

We are not able to present all results in Table 3, 4,
and 2 because of page limitations. Thus, we use
this to expand our results of multimodal and multi-
lingual experiments to show the effect of our model
and multimodal features on multilingual anaphora
resolution of the cooking domain.

B.1 Mention Detection

Mention detection is a crucial element in anaphora
resolution systems, tasked with identifying men-
tions, including nominals, pronominals, and zero
anaphora. We test the mention detection compo-
nent of our model trained with cross- and multi-
lingual datasets. To evaluate, we apply the F1 score,
where precision is the result of dividing the number
of correctly predicted mentions by the total number
of predicted mentions, and recall is computed by
dividing the number of correctly predicted men-
tions by the total number of gold mentions. Table 6
shows the cross- and multi-lingual mention detec-
tion results. Despite German and English belong-
ing to the same language family, the model trained
on Turkish data outperforms the model trained on
German data for recognizing unseen English men-



Turkish German English
NPs Zero Full NPs Zero Full NPs Zero Full

no vision 46.78 58.06 50.23 27.99 53.32 35.75 35.03 61.28 42.22
Trained Video-GIT 47.33 59.06 50.93 28.05 54.73 36.69 35.54 61.5 43.59

on Video-XCLIP 47.1 59.27 50.83 29.31 53.83 37.31 36.92 62.91 44.94
Turkish Frame-Cos 48.30 62.16 52.06 34.75 60.02 43.85 39.87 66.83 48.20

Frame-Span 49.71 64.13 54.12 34.86 64.85 46.72 39.92 68.77 48.49
no vision 32.60 49.86 37.11 47.08 64.52 54.45 38.07 62.64 45.03

Trained Video-GIT 33.50 50.82 37.94 47.02 65.30 54.77 39.35 63.18 45.55
on Video-XCLIP 33.28 50.72 37.90 46.90 65.23 54.50 38.71 62.53 45.06

German Frame-Cos 35.62 54.02 40.34 48.75 66.95 56.15 39.76 64.25 46.58
Frame-Span 37.77 55.05 42.35 50.74 69.06 58.53 42.07 66.34 48.96

no vision 25.41 12.42 22.22 38.10 22.91 33.56 50.35 67.84 56.19
Trained Video-GIT 25.21 23.12 24.64 37.55 24.03 33.11 51.75 68.81 57.29

on Video-XCLIP 26.73 20.08 24.95 36.01 34.67 35.56 51.49 70.71 57.92
English Frame-Cos 26.86 33.73 28.93 37.80 39.54 38.43 51.66 70.62 57.88

Frame-Span 31.95 43.94 35.63 41.16 49.45 44.18 53.52 71.43 59.34
no vision 44.86 54.57 47.89 45.39 61.33 52.13 50.47 67.97 56.41

Trained Video-GIT 48.38 60.43 52.06 48.24 66.29 55.88 51.96 68.64 57.32
on Video-XCLIP 49.47 58.86 52.30 51.53 65.49 57.35 51.86 70.53 57.96

Multilingual Frame-Cos 50.47 61.37 53.76 49.11 70.80 58.18 52.66 69.97 58.16
Frame-Span 50.57 64.36 54.72 51.82 72.16 60.34 54.39 72.36 60.21

Table 7: F1 scores of the anaphora resolution with video and frame features of gold mentions.

tions. According to the analysis of the true nega-
tives, we observe that the decrease in performance
is caused by zero anaphor detection. Multilingual
training significantly enhances English mention
detection, while only slight improvements are ob-
served for Turkish and German. A similar effect
of multilingual training on mention detection is
illustrated in Figure 7, where outlier gold men-
tions (green dots) can be observed for German and
Turkish, while English gold mentions are grouped
together.

B.2 Multimodal with Language Experiments
Our language experiments address three distinct
questions in Table 7. The first question investi-
gates the effect of multimodal features on cross-
lingual anaphora resolution. The second question
examines multilingual anaphora resolution to as-
sess the impact of multimodal features when both
training and testing data are available for multiple
languages. The last question pertains to unseen
languages: how multimodal features impact the
outcomes of anaphora resolution in languages that
were not included in the training data.

Monolingual Monolingual results are obtained
by training and testing the model in the same lan-
guage. Using multimodal features with the Frame-
Span method significantly enhances the results
compared to using only language features (i.e.,

without the vision component) for both NP and zero
anaphora resolution. For example, Turkish results
demonstrate approximately a ∼ 4% improvement
for full anaphora resolution, around a ∼ 6% im-
provement for zero anaphora resolution, and about
a ∼ 2% improvement for NP anaphora resolution.
German and English monolingual results exhibit a
similar improvement trend. Thus, it can be confi-
dently asserted that multimodal features are effec-
tive for monolingual anaphora resolution, irrespec-
tive of the language family.

Multilingual Multilingual results are obtained
by training and testing the model in Turkish, Ger-
man, and English. The utilization of multimodal
features outperforms language-only features across
all evaluated cases, such as NPs, zero, and full
anaphora resolution. The significant improvements
associated with utilizing multimodal features are
particularly evident in zero anaphora resolution,
∼ 10% for German and Turkish and ∼ 5% for
English. For NP anaphora resolution, we observe
approximately a ∼ 6% improvement for both Turk-
ish and German, and about a ∼ 4% improvement
for English. Notably, we do not observe significant
improvement with multilingual features compared
to monolingual experiments.

Unseen Languages The results pertain to test-
ing on unseen languages that were not included



Pronoun Omitted Turkish
NPs Zero Full

Trained no vision 44.05 61.75 51.38
on Frame-Cos 44.37 61.72 51.56

PO Turkish Frame-Span 46.62 63.42 53.51
Trained no vision 28.05 52.83 35.76

on Frame-Cos 30.51 56.01 39.38
German Frame-Span 34.83 56.28 42.44
Trained no vision 18.65 12.25 16.20

on Frame-Cos 21.85 22.57 22.12
English Frame-Span 25.41 28.46 26.61
Trained no vision 43.53 61.42 50.92

on Frame-Cos 44.71 61.91 51.75
Multilingual Frame-Span 45.42 66.06 53.86

Table 8: F1 scores of the anaphora resolution for Turkish
test dataset with omitted pronouns. Multilingual dataset
includes German, English and PO Turkish.

in the training process. For instance, the model
is trained in the German dataset and tested on the
Turkish dataset, or otherwise. By the results, multi-
modal features play a crucial role in enhancing the
performance of anaphora resolution when applied
to unseen languages, significantly improving the
models’ ability to generalize and effectively handle
linguistic variations that were not present during
the training phase for NP and zero anaphora reso-
lution with the candidate, as in Table 3 and 4, and
gold mentions as in Table 2 and 7.

B.3 Results of Visual Experiments

Video understanding studies use two approaches
image-based encoding (Radford et al., 2021) with
video frames, or video-based encodings (Ni et al.,
2022; Wang et al., 2022) for video segments. Video-
based encoding methods still use frames as inputs
but focus on both the temporal and spatial features
of the frames. We examine the performance of
both methods for anaphora resolution. We com-
pare the provided video features with our best-
selected frames. In Table 7, we observe the features
of best frames outperform the Video-XCLIP and
Video-GIT features with Frame-Cos and Frame-
Span methods for monolingual and multilingual
experiments. We assume video features cause a
similarity issue between the instruction. In Figure
6, two video segments are similar to each other
when compared using the best frames, even though
"beer" and "the meat" are different spans.

B.4 Results of Pronoun Omitted (PO) Turkish
The pronoun might be omitted in pro-drop lan-
guages when it is pragmatically or grammatically
inferable from the context. Thus, we compare
the cross-lingual and multilingual Turkish results
with/out multimodal features between direct and
pro-drop translations. The PO Turkish results are
slightly reduced compared to those directly trans-
lated Turkish, multi-lingual, and unseen (Table
8) language experiments. The results of models
trained with German and English drop drastically
for zero anaphora, Table 8. Additionally, the PO
Turkish-trained model yields inferior results com-
pared to the direct translation approach.


