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Abstract—High-fidelity virtual reality (VR) simulations are
becoming increasingly attractive in the medical and surgical
training field. In this context, the sensory feedback returned to
the surgeon or practitioner is of primary importance to create a
significant experience. One of the main challenges in delivering
VR systems for surgical training and planning that include the
possibility to interact with the virtual scene, and render the
associated touch sensation to the user, is the real-time simulation
of soft tissues. This paper reports preliminary results in the
design and implementation of an integrated system that includes
dynamic simulation of the interaction with deformable objects
and tissues, a VR environment with finger motion tracking, and
haptic feedback provided by a wearable device. In addition,
it explores the challenges and advances in integrating such
technologies with a focus on creating realistic tactile experiences.
It also addresses the complexity of combining hardware and
software components, proposing some solutions to overcome
integration problems.

Index Terms—Simulation, Soft material, Virtual Reality, Hap-
tic rendering, Motion retargeting

I. INTRODUCTION

In recent years, there has been an increasing demand for
integration of virtual environments with the real world, where
a sensation generated by events happening in the virtual space
is conveyed to the user through different types of devices
providing, e.g., visual and haptic stimuli. Research progress
in this area will enable VR technology to be used in fields
that require a high degree of fidelity of the experience,
such as surgical training and planning, as well as remote
surgery. Accurate and realistic simulation allows also having
augmented interaction with a physical object through its virtual
counterpart. For example, in surgical training the physical
phantom used by the trainees is usually disposable and very
expensive: the possibility of having a digital twin or even a
virtual-only phantom can instead enable advanced ”virtual”
sensors and the possibility to reuse the phantom after the
training session, thus drastically reducing the costs.

Simulation of biological tissues deformation and haptic
rendering of the interaction with them has been attacked
in the literature as separate problems. The simulation of
deformable bodies, and in particular of biological tissues, has
been traditionally treated via Mass-Spring Model (MSM), like
in [1]–[3], and Finite Element Method (FEM) analysis, as
in [4]–[6]. These methodologies usually suffer the very-high
computation times, making them unfeasible for the real-time
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Fig. 1. Architecture of the proposed integrated solution.

interaction with these soft bodies, unless having to reduce the
number of masses (for MSM) or meshes (for FEM) to make
the computation fitting the required real-time constraints. In
recent times other approaches based on AI tried to mitigate
such issue, as in [7], [8], but computing the only steady-state
deformation without its transient.

Few results are available for the interaction with soft bodies.
In [9], [10] the interaction is obtained through grounded
interfaces, without the possibility of grasping or manipulating
the virtual object. As a matter of fact, works on wearable
haptic interfaces, allowing retargeting the real-hand motion to
a virtual-hand, are mainly focused on the device design, as in
[11], [12].

This paper proposes an integration of dynamic simulation of
the interaction with soft objects, VR technology, and wearable
haptic devices - capable of detecting finger movements and
providing feedback such as touch pressure, temperature and
texture of the touched object - with a focus on motion
retargeting for a customized hand model. In addition, this
paper highlights the challenges and advances in the integration
of these technologies, particularly in representing the complex-
ities of motion retargeting and deformable objects, which are
critical for realistic tactile experiences.

II. PROPOSED ARCHITECTURE

The system architecture, shown in Fig. 1, includes a VR-
ready high-end consumer laptop, equipped with an Intel Core
i7 10875H and an Nvidia RTX 2070 Super graphics card,
running the MuJoCo physics engine [13], [14], responsible for
the simulation of the virtual scene and the deformable objects,



Fig. 2. Hand model with cuts along the knuckles grasping a deformable cube.

and a Python application that manages the interconnection
between MuJoCo and the other components.

The virtual scene includes a 3D model of a physical
anatomic phantom of the abdomen (upper right corner of Fig.
1), which contains a deformable kidney (upper left corner of
Fig. 1). For immersive 3D view of the scene, an Oculus Rift
S VR headset is connected to the laptop via a customized
OpenXR interface [15].

A Weart TouchDIVER [16] wearable haptic device renders
touch feeling through pressure on the user’s fingers, temper-
ature and texture of the object touched in the virtual scene
by the digital hand model. The haptic glove is composed of
three thimbles, worn on thumb, index and middle fingers, and
a main component to be worn on the hand palm.

The Weart TouchDIVER is connected to the laptop via
a Bluetooth connection to a Weart proprietary middleware,
which provides information on the palm pose and fingers
closure state and takes the commands (e.g. pressure change on
the fingertips, temperature change, etc.) via a TCP connection
to the Python application that integrates all the components.

III. HAND MODEL AND MOTION RETARGETING

The hand model used in the virtual environment available
from the Weart assets, and developed for Unity, was not ready
for integration in MuJoCo due to its skeletal rig model style,
which is not supported in MuJoCo. It was then necessary
to develop a new hand model. Two approaches were then
considered: to cut the geometry along the knuckles as shown
in Fig. 2 or to implement the skin over a hand skeleton model
available in MuJoCo. The first solution is more portable and
can be used also in robotic simulation enevironments like, e.g.,
CoppeliaSim, shown in the figure. Simulation of soft bodies
in CoppeliaSim is however possible only for a limited set
of geometrical shapes like, e.g., cube, sphere, cilinder. The
second option was then chosen to allow the simulation of soft
bodies of any geometrical shape in MuJoCo.

The use of a hand model different from the one provided
by Weart, required the development of a customized motion
retargeting method. The information on the hand configuration
retrievable from the TouchDIVER middleware consists in the
palm pose and in a closure parameter, varying between 0
(fully open) and 1 (fully closed). To retarget this information
to the virtual hand, each finger is modeled as a planar 3R
robot, as sketched in Fig. 3. The manipulator base tracks

Fig. 3. Planar 3R robot as simplification of each finger.

the palm pose, while the closure parameter is mapped to the
normalized distance of each finger tip to the TouchDIVER
main component mounted on the hand palm (Fig. 1, bottom).

The kinematics of the closure task is then defined by

ḋ =
1

d
pT (q) J(q) q̇

with p ∈ R2 the position of the 2R manipulator tip, q ∈ R3 the
vector of joint variables and J(q) the manipulator Jacobian.

Denoted with dr the value of the closure parameter retrieved
from the glove, and using the following definitions (dropping
dependencies on the joint variables q for brevity)

Jd =
1

d
p J J#
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d

(
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)−1
, (1)

where a damped least square solution is used to compute the
task Jacobian pseudoinverse J#

t .
The tracking task is then achieved trough the control law

q̇ = J#
t

[
Kp

(
dr − d

)]
+

(
I − J#

t Jd
)
u, (2)

with u defined so as to enforce joint limit constraints.
This definition of the closure task makes the control of

the virtual hand independent of the hand size of users and
allows a simple control of the fingers without resorting to pre-
specified trajectories. Moreover, the kinematic redundancy of
each manipulator with respect to the closure task allows to
specify additional constraints both on the singular finger, like
e.g., joint limit enforcement, and on the collective motion to
make, for example, the grasp more natural and effective.

IV. DEFORMABLE KIDNEY MODEL

The right kidney of the virtual phantom has been made
deformable using the MuJoCo 3.0 flexcomp object type and
it is possible to manipulate it with feedback such as touch,
temperature, and texture sensations.

Since the 3D model of the phantom abdomen was recon-
structed from CT scans of the physical phantom, a number
of transformations of the 3D mesh model were necessary.
In particular, holes and voids were removed and the planar
meshes converted to volumetric ones. Reduction of the number
of mesh vertices was also necessary for computational cost
issues. In fact, finding the right trade-off between the number
of mesh vertices and accuracy of simulation is a critical



Fig. 4. Sequence diagram of the execution of the simulation cycle.

aspect. Low-vertex deformable meshes are faster to simulate
but are not realistic, while high-vertex meshes can make the
simulation much slower than real time and may not fit the
computational resources of most hardware equipment.

V. INTEGRATION OF THE OCULUS VR WITH OPENXR
INTERFACE

The integration of Oculus VR with MuJoCo required the
use of the OpenXR library. This choice is motivated by the
fact that it is currently supported by almost all commercial
VR headsets and has an (unofficial, but up-to-date) Python
interface. This makes it possible to use Python code (which is
portable and does not require compilation) with different VR
headsets without having to write hardware-specific code.

Code optimization was necessary to make the VR rendering
smooth and prevent that the simulation of the physics engine
was slowed down. In particular, a multi-threaded approach to
decouple the rendering process from the simulation process
have been put in place. This has made possible to render a
frame while at the same time computing the simulation for the
next frame, thus reducing the overall time spent for simulating
physics and rendering the corresponding frame.

Moreover, given the fact that the Oculus Rift S renders
images on its screens at a fixed rate of 80Hz, while the
physics engine runs simulation at higher frequency (depending
on the simulation time set in MuJoCo), a mechanism to
synchronize the simulation time and the rendering time has
been put in place. To achieve this, the simulation thread (which
calls MuJoCo for the physics simulation) runs a number of
steps (depending on the frame rate of the VR headset, which
information is available from OpenXR) before invoking the
rendering thread, thus running the simulation thread at a higher
frequency than the rendering thread. The sequence diagram of
the simulation and rendering threads is represented in Fig. 4

VI. CONCLUSIONS

This paper presented preliminary results of ongoing research
on interaction with virtual worlds including soft material, with
rendering of the haptic sensation generated by the virtual
interaction. The presented experimental system integrates a
3D vision head set, a wearable haptic interface and a physics
engine providing simulation tools for deformable materials.
The integration of these components required the definition
of appropriate models, both digital and mathematical, and
control methods. In particular, to retarget the motion of the real

hand to its virtual counterpart, a custom task has been defined
allowing effective motion tracking and independence on the
real hand size. The experimented limitations to the simulation
realism due to the computationally demanding simulation of
soft objects motivates the use of alternative methods, possibly
including pre-trained models. This is the direction of future
research paths.
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