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Abstract. Timing leaks in timed automata (TA) can occur whenever
an attacker is able to deduce a secret by observing some timed behav-
ior. In execution-time opacity, the attacker aims at deducing whether
a private location was visited, by observing only the execution time. It
can be decided whether a TA is opaque in this setting. In this work, we
tackle control, and show that we are able to decide whether a TA can be
controlled at runtime to ensure opacity. Our method is constructive, in
the sense that we can exhibit such a controller. We also address the case
when the attacker cannot have an infinite precision in its observations.

Keywords: timed automata, opacity, side-channel attacks, timed control

1 Introduction

In order to infer sensitive information, side-channels attacks [26] exploit various
observable aspects of a system rather than directly exploiting its computational
processes, such as power consumption, electromagnetic emissions, or time. In
particular, by observing subtle differences in timing, attackers can infer valu-
able information about the internal state of the system. For example, in [20], a
timing attack vulnerability is identified in the Chinese public key cryptography
standard; the authors show how the most significant zero bits leakage obtained
from the execution time allows to extract the secret key.

Timed automata (TAs) [1] are a powerful formalism to reason about real-
time systems mixing timing constraints and concurrency. Timing leaks occur
when an attacker is able to deduce a secret by observing some behavior of a TA.

Franck Cassez proposed in [19] a first definition of timed opacity for TAs:
the system is opaque when an attacker can never deduce whether some secret
⋆ This is the author (and extended) version of the manuscript of the same name
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sequence of actions (possibly with timestamps) was performed, by only observ-
ing a given set of observable actions together with their timestamp. It is then
proved in [19] that it is undecidable whether a TA is opaque. The aforementioned
negative result leaves hope only if the definition or the setting is changed, which
was done in four main lines of works.

First, in [28,29], the input model is simplified to real-time automata [22], a
restricted formalism compared to TAs considering a single clock, reset at each
transition. [25] works on constant-time labeled automata, a subclass of real-
time automata where events occur at constant values, while the author of [30]
considers weighted automata as a restricted subclass of TAs, where weights on
transitions constitute their possible timings. In these settings, (initial-state and
current-state) opacity becomes decidable.

Second, in [4,6], the opacity was studied in the setting of Cassez’ definition,
but with restrictions in the model: one-clock automata, one-action automata,
or over discrete time. Similarly, in [24], discrete-timed automata with several
clocks are considered and transformed into tick automata in order to verify the
current-state opacity.

Third, in [3], the authors consider a time-bounded notion of the opacity
of [19], where the attacker has to disclose the secret before an upper bound,
using a partial observability. Deciding opacity in this setting is shown to be
decidable for TAs.

Fourth, in [8], an alternative definition to Cassez’ opacity is proposed, by
studying execution-time opacity (ET-opacity): the attacker has only access to
the execution time of the system, as opposed to Cassez’ partial observations
where some events (with their timestamps) are observable. In that case, most
problems for TAs become decidable.

Several works address non-interference for TAs. Different notions of equiv-
alence (e.g., bisimulation) can be considered for this property. Several papers
[12,13,7] present some decidability results, while control is considered in [14].
General security problems for TAs are surveyed in [10].

Note that a preliminary version of control is considered in [5] for ET-opacity,
but only untimed, i.e., the actions could only be enabled or disabled once and for
all, thus severely diminishing the possibilities to render the system ET-opaque.
Finally note that [8] considers also parametric versions of the opacity problems,
in which timing parameters [2] can be used in order to make the system ET-
opaque. Our notion of control is orthogonal to parameter synthesis, as another
way to ensure the system becomes ET-opaque.

Controller synthesis can be described and solved thanks to game theory;
finding a strategy for a controller can be equivalent to computing a winning
strategy in a corresponding game. Several game models have been considered,
as timed games that can be used to solve synthesis problem on timed automata.
In this context, [11] aims to restrict the transition relation in order to satisfy
certain properties, while [23] completes this result, minimizing the execution
time, and [16] studies the reachability with robust strategies only.
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Contributions In this work, we aim at tuning a system to make it ET-opaque,
by controlling it at runtime.

Our attacker model is as follows: the attacker has a knowledge of the sys-
tem model, but can only observe the execution time. This can correspond to
an attacker observing the energy consumption of a device, clearly denoting the
execution time of a program or process; or to an attacker observing communica-
tions over a shared network, with an observable message acknowledging the end
of execution.

As usual, we consider that the system actions are partitioned between con-
trollable and uncontrollable. Our controller relies on the following notion of
strategy: at each timestamp, the strategy enables only a subset of the control-
lable actions. Our technique relies on a novel ad-hoc construction inspired by
the region automaton for TAs. We show that the existence of a controller to
make the system ET-opaque is decidable, and our approach is constructive. We
also address the case when the attacker cannot have an infinite precision in its
observations.

Outline Section 2 recalls the necessary material. Section 3 defines the control
problem for ET-opacity. Sections 4 and 5 define the core of our approach. Sec-
tion 6 extends our method when the attacker cannot have an infinite precision
in observing the execution time. Section 7 highlights future works.

2 Preliminaries

Clocks are real-valued variables that all evolve over time at the same rate.
Throughout this paper, we assume a set X = {x1 , . . . , xH } of clocks. A clock
valuation is a function µ : X → RH

≥0. Given R ⊆ X, we define the reset of
a valuation µ with respect to R, denoted by [µ]R, as follows: [µ]R(x) = 0 if
x ∈ R, and [µ]R(x) = µ(x) otherwise. We write 0 for the clock valuation as-
signing 0 to all clocks. Given a constant d ∈ R≥0, µ + d denotes the valuation
s.t. (µ + d)(x) = µ(x) + d, for all x ∈ X. We assume ▷◁ ∈ {<, ≤, =, ≥, >}. A
constraint C is a conjunction of inequalities over X of the form x ▷◁ d, with
d ∈ Z. A table of notations is available in Appendix A.

We define timed automata as in [1], with an extra private location, which
encodes the secret that shall not be leaked.

Definition 1 (Timed automaton). A timed automaton (TA) A is a tuple
A = (Σ, L, ℓ0, ℓpriv, F,X, I, E) where: 1) Σ is a finite set of actions, 2) L is a
finite set of locations, 3) ℓ0 ∈ L is the initial location, 4) ℓpriv ∈ L is the private
location, 5) F ⊆ L is the set of final locations, 6) X = {x1 , . . . , xH } is a finite
set of clocks, 7) I is the invariant, assigning to every ℓ ∈ L a constraint I(ℓ),
8) E is a finite set of edges e = (ℓ, g, a, R, ℓ′) where ℓ, ℓ′ ∈ L are the source and
target locations, a ∈ Σ ∪ {ε}, where ε denotes the silent action, R ⊆ X is a set
of clocks to be reset, and g is a constraint over X (called guard).
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(b) Duplicated version of A1

Fig. 1: A TA and its duplicated version (introduced in Section 4)

Example 1. Fig. 1a depicts a TA A1 with a single clock x, where Σ = {a, b, u}.
The edge e1 between ℓ0 and the private location ℓpriv is available only when the
valuation of x is equal to 0. The edge e6 between ℓ0 and ℓ2 resets x.

Since we are only interested in the (first) arrival time in a final location,
the following assumption does not restrict our framework, but simplifies the
subsequent definitions and results.

Assumption 1. We consider every final location as urgent (where time cannot
elapse): formally, there exists x ∈ X such that, for all (ℓ, g, a, R, ℓ′) ∈ E, ℓ′ ∈ F ,
we have x ∈ R and “x = 0” ∈ I(ℓ′). Moreover, final locations cannot have
outgoing transitions: formally, there is no (ℓ, g, a, R, ℓ′) ∈ E s.t. ℓ ∈ F .

Definition 2 (Semantics of a TA). Let A = (Σ, L, ℓ0, ℓpriv, F,X, I, E)
be a TA, the semantics of A is given by the timed transition system
TTSA = (S, s0, Σ ∪ R≥0, δ), with 1) S =

{
(ℓ, µ) ∈ L × RH

≥0 | µ |= I(ℓ)
}

,
2) s0 = (ℓ0, 0), 3) δ consists of the discrete and (continuous) delay transition
relations: i) discrete transitions: (ℓ, µ) e7→ (ℓ′, µ′), if (ℓ, µ), (ℓ′, µ′) ∈ S, and there
exists e = (ℓ, g, a, R, ℓ′) ∈ E, such that µ′ = [µ]R, and µ |= g. ii) delay transi-
tions: (ℓ, µ) d7→ (ℓ, µ + d), with d ∈ R≥0, if ∀d′ ∈ [0, d], (ℓ, µ + d′) ∈ S.

We write (ℓ, µ) d,e−−→ (ℓ′, µ′) for a combination of a delay and a discrete tran-
sitions when ∃µ′′ : (ℓ, µ) d7→ (ℓ, µ′′) e7→ (ℓ′, µ′).

Given a TA A with semantics (S, s0, Σ ∪ R≥0, δ), a run of A is a finite al-
ternating sequence of states of TTSA and pairs of delays and edges starting
from s0 of the form s0, (d0, e0), s1, . . . , sn where for all i < n, ei ∈ E, di ∈ R≥0

and si
di,ei−−−→ si+1. The duration of a run ρ = s0, (d0, e0), s1, . . . , (dn−1, en−1), sn

is dur(ρ) =
∑

0≤i≤n−1 di. We define last(ρ) = sn.

Extra clock We will need an extra clock z that will help us later to keep track
of the elapsed absolute time. This clock is reset exactly every 1 time unit, and
therefore each reset corresponds to a “tick” of the absolute time. (Note that its
actual value remains in [0, 1] and therefore always matches the fractional part
of the absolute time.) In all subsequent region constructions, we assume the
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existence of z ∈ X. For each location ℓ, we add the constraint “z ≤ 1” to I(ℓ),
and we add a self-loop edge (ℓ, z = 1, ε, {z}, ℓ).

2.1 Regions

Given a TA A, for a clock xi, we denote by ci the largest constant to which xi

is compared within the guards and invariants of A: formally, ci = maxj{dj |
xi ▷◁ dj appears in a guard or invariant of A}. Given a clock valuation µ and a
clock xi, ⌊µ(xi)⌋ (resp. fr(µ(xi))) denotes the integral (resp. fractional) part of
µ(xi).

Definition 3 (Equivalence relation [1]). Two clocks valuations µ, µ′ are
equivalent, denoted by µ ≈ µ′, when the following three conditions hold for any
clocks xi, xj ∈ X:

1. ⌊µ(xi)⌋ = ⌊µ′(xi)⌋ or µ(xi) > ci and µ′(xi) > ci;
2. if µ(xi) ≤ ci and µ(xj) ≤ cj: fr(µ(xi)) ≤ fr(µ(xj)) iff fr(µ′(xi)) ≤ fr(µ′(xj));
3. if µ(xi) ≤ ci: fr(µ(xi)) = 0 iff fr(µ′(xi)) = 0.

The equivalence relation ≈ is extended to the states of TTSA: given two
states s = (ℓ, µ), s′ = (ℓ′, µ′) of TTSA, we write s ≈ s′ iff ℓ = ℓ′ and µ ≈ µ′. We
denote by [s] and call region the equivalence class of a state s for ≈. The set of
all regions of A is denoted RA. A region r = [(ℓ, µ)] is final whenever ℓ ∈ F . The
set of final regions is denoted by RF

A. A region r is reachable when there exists a
run ρ such that last(ρ) ∈ r.

Region automaton We now define a region automaton based on [18, Propo-
sition 5.3] with two-component labels on the transitions: the first component
indicates how the fractionnal part of z evolved, with symbol “0” corresponding
to an absence of change, symbol “0+” corresponding to a change remaining in
(0, 1) and symbol “1” corresponding to a change where the fractionnal part either
starts or ends at 0. The second component is either ε if the transition represents
time elapsing in the TA, or provides the action that labels the corresponding
discrete transition in the TA.

Given a state s = (ℓ, µ), and d ∈ R≥0, we write s + d to denote (ℓ, µ + d). We
write r ∪ r′ for {s | s ∈ r or s ∈ r′}.

Definition 4 (Labeled Region Automaton). For a given TA A, the region
automaton RA is given by the tuple (RA, ΣR, δR) where:

1. RA is the set of states,
2. ΣR = {0, 0+, 1} × (Σ ∪ {ε}),
3. given two regions r, r′ ∈ RA and ζ ∈ ΣR, we have (r, ζ, r′) ∈ δR if there exist

s = (ℓ, µ) ∈ r, s′ = (ℓ′, µ′) ∈ r′ such that one of the following holds:
(a) ζ = (0, a) and (ℓ, µ) e7→ (ℓ′, µ′) ∈ δ in TTSA with e = (ℓ, g, a, R, ℓ′) for

some g and R;
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(b) ζ = (0+, ε) and ∃d ∈ R>0 such that 1) s
d7→ s′, 2) ∀0 < d′ < d, s + d′ ∈

r ∪ r′ and 3) fr(µ(z)) ̸= 0 and fr(µ′(z)) ̸= 0;4

(c) ζ = (1, ε) and ∃d ∈ R>0 such that 1) s
d7→ s′, 2) ∀0 < d′ < d, s + d′ ∈

r ∪ r′, and 3) fr(µ′(z)) = 0 iff fr(µ(z)) ̸= 0.

We write r
ζ−→R r′ for (r, ζ, r′) ∈ δR.

2.2 Execution-time opacity of a TA

Let us now recall from [8] the notions of private and public runs. Given a TA A
and a run ρ, we say that ℓpriv is visited on the way to a final location in ρ when
ρ is of the form (ℓ0, µ0), (d0, e0), (ℓ1, µ1), . . . , (ℓm, µm), (dm, em), . . . , (ℓn, µn) for
some m, n ∈ N such that ℓm = ℓpriv and ℓn ∈ F . We denote by Visitpriv(A) the
set of those runs, and refer to them as private runs. We denote by DVisitpriv(A)
the set of all the durations of these runs.

Conversely, we say that ℓpriv is avoided on the way to a final location in ρ
when ρ is of the form (ℓ0, µ0), (d0, e0), (ℓ1, µ1), . . . , (ℓn, µn) with ℓn ∈ F and
∀0 ≤ i < n, ℓi /∈ {ℓpriv}. We denote the set of those runs by Visitpriv(A), referring
to them as public runs, and by DVisitpriv(A) the set of all the durations of these
public runs.

These concepts can be seen as the set of execution times from the initial
location ℓ0 to a final location while visiting (resp. not visiting) ℓpriv.

Example 2. Consider the following two runs of the TA A1 in Fig. 1a. Note that
we use (ℓ0, v) as a shortcut for (ℓ0, µ) such that µ(x) = v.

ρ1 =(ℓ0, 0), (1, e3), (ℓ0, 0), (0, e1), (ℓpriv, 0), (0, e2), (ℓf , 0)
ρ2 =(ℓ0, 0), (0.1, e6), (ℓ2, 0), (0, e7), (ℓ3, 0), (0.8, e8), (ℓf , 0.8)

Run ρ1 ∈ Visitpriv(A1) is a private run, and dur(ρ1) = 1 ∈ DVisitpriv(A1). Run
ρ2 ∈ Visitpriv(A1) is a public run with dur(ρ2) = 0.8 ∈ DVisitpriv(A1).

Definition 5 (Full ET-opacity). A TA A is fully ET-opaque when
DVisitpriv(A) = DVisitpriv(A).

That is, if for any run of duration d reaching a final location after visit-
ing ℓpriv, there exists another run of the same duration reaching a final location
but not visiting ℓpriv, and vice versa, then the TA is fully ET-opaque.

Example 3. Consider again A1 in Fig. 1a. Each time x is equal to 1, we
can reset it via e3, and take edges e1 and e2 instantaneously. It results that
DVisitpriv(A1) = N. We have seen that 0.8 ∈ DVisitpriv(A1) in Example 2. So
DVisitpriv(A1) ̸= DVisitpriv(A1) and A1 is not fully ET-opaque.
4 Condition 2) ensures that we only move from one region to the “next” one (no

intermediate region), and condition 3) adds that we stay in the same region for z
(changing the region for z is handled in item (c)).
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3 Problem: Controlling TA to achieve ET-opacity

We assume Σ = Σc ⊎ Σu where Σc (resp. Σu) denotes controllable (resp. uncon-
trollable) actions. The uncontrollable actions are always available, whereas the
controllable actions can be enabled and disabled at runtime.

The controller has a strategy, i.e., a function σ : R≥0 → 2Σc which associates
to each time a subset of Σc, these actions are enabled, while others are disabled.

Definition 6 (Semantics of a controlled TA). Given a TA
A = (Σ, L, ℓ0, ℓpriv, F,X, I, E) and a strategy σ : R≥0 → 2Σc , the seman-
tics of the controlled TA Aσ is given by TTSAσ = (S, s0, Σ ∪ R≥0, δσ) with

1. S = {(ℓ, µ, t) ∈ L × RH
≥0 × R≥0 | µ |= I(ℓ)}, s0 = (ℓ0, 0, 0),

2. δσ consists of the discrete and (continuous) delay transition relation:
(a) discrete transitions: (ℓ, µ, t) e7→σ (ℓ′, µ′, t), if (ℓ, µ, t), (ℓ′, µ′, t) ∈ S and

there exists e = (ℓ, g, a, R, ℓ′) ∈ E such that µ′ = [µ]R, µ |= g, and
a ∈ σ(t) ∪ Σu (a is enabled by the strategy at time t, or uncontrollable);

(b) delay transitions: (ℓ, µ, t) d7→σ (ℓ, µ+d, t+d), with d ∈ R≥0, if ∀d′ ∈ R>0
such that d′ < d, (ℓ, µ + d′, t + d′) ∈ S.

We write (ℓ, µ, t) d,e−−→σ (ℓ′, µ′, t′) for a combination of a delay and discrete tran-
sitions when ∃µ′′ such that (ℓ, µ, t) d7→σ (ℓ, µ′′, t′) e7→σ (ℓ′, µ′, t′).

A run ρ = (ℓ0, µ0), (d0, e0), . . . , (ℓn, µn) is σ-compatible when, ∀0 ≤ i < n, it
holds that (ℓi, µi,

∑
j<i dj) di,ei−−−→σ (ℓi+1, µi+1,

∑
j≤i dj). We let

– Visitpriv
σ (A) = {ρ | ρ is private and σ-compatible},

– Visitpriv
σ (A) = {ρ | ρ is public and σ-compatible},

– DVisitpriv
σ (A) = {dur(ρ) | ρ is private and σ-compatible},

– DVisitpriv
σ (A) = {dur(ρ) | ρ is public and σ-compatible}.

Definition 7 (Full ET-opacity with strategy). For a strategy σ, a TA A
is fully ET-opaque with σ when DVisitpriv

σ (A) = DVisitpriv
σ (A).

Finitely-varying strategies To be able to manage strategies in the following con-
structions, we expect them to behave in a “reasonable” way. We only consider
finitely-varying strategies where the number of changes are finite for any closed
time interval. Indeed, we can assume that a controller cannot change infinitely
frequently its strategy in a finite time: it is unrealistic to consider, in a bounded
interval, neither a system that can perform an infinite number of actions, nor a
controller that can make an infinite number of choices. Finitely-varying strate-
gies are reminiscent of non-Zeno behaviors, in the sense that finitely-varying
strategies have a finite number of strategy changes in every bounded interval.

More formally, a strategy σ is finitely-varying when, for any closed time
interval I, there is a finite partition p1, . . . , pn of I such that each pi is an
interval within which σ makes the same choice (i.e., for all τ1, τ2 ∈ pi, 1 ≤ i ≤ n,
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σ(τ1) = σ(τ2)). See Example 12 in Appendix G for an example of non-finitely-
varying strategy.

In this paper, we are interested in several ET-opacity control problems i.e.,
related to a strategy σ making the TA Aσ ET-opaque. Those problems differ on
whether we want to prove the existence of a finitely-varying strategy enforcing
the ET-opacity or synthesize this strategy.

Full ET-opacity finitely-varying controller emptiness problem:
Input: A TA A
Problem: Decide whether the set of finitely-varying strategies σ such that
Aσ is fully ET-opaque is empty.

Full ET-opacity finitely-varying controller synthesis problem:
Input: A TA A
Problem: Synthesize a finitely-varying strategy σ such that Aσ is fully
ET-opaque.

Example 4 (Non-ET-opaque TA). There is no strategy such that TA A1 in
Fig. 1a is fully ET-opaque. Indeed, as Σu = {u} and Σc = {a, b}, the tran-
sitions e1 and e2 are uncontrollable, so we can reach ℓf at any integer time along
a run visiting ℓpriv. However, even if we can allow transitions a and b at integer
times too, the last transition e8 is uncontrollable and can be taken at any time.
Then, location ℓf can be reached at any time along a run not visiting ℓpriv.

4 The belief automaton

In this section, we build an automaton called the “belief automaton”, that will
allow us to determine in which regions the system can be after a given execution
time. This automaton considers a duplicated TA instead of the original TA in
order to distinguish the final state reached by a private or a public run.5

We define a duplicated version of a TA A, denoted by Adup, making it possible
to decide if a given run avoids ℓpriv or not just looking at the final reached loca-
tion. Note that any run of A has an equivalent one in Adup where each location is
replaced by its duplicated version if a previous visited location is ℓpriv. In partic-
ular, DVisitpriv(A) = DVisitpriv(Adup) and DVisitpriv(A) = DVisitpriv(Adup).

Definition 8 (Duplicated TA). Let A = (Σ, L, ℓ0, ℓpriv, F,X, I, E) be a TA.
The associated duplicated TA is Adup = (Σ′, L′, ℓ′

0, ℓ′
priv, F ′,X′, I ′, E′) where:

1) Σ′ = Σ, 2) L′ = Lpub ⊎ Lpriv with Lpub = L \ ℓpriv and Lpriv = {ℓp | ℓ ∈
L} ∪ {ℓpriv}, 3) ℓ′

0 = ℓ0, 4) ℓ′
priv = ℓpriv, 5) F ′ = {ℓp

f | ℓf ∈ F} ∪ F , 6) X′ = X,
7) I ′ is the invariant such that ∀ℓ ∈ L, I ′(ℓ) = I ′(ℓp) = I(ℓ),
8) E′ =

{
(ℓ1, g, a, R, ℓ2) | (ℓ1, g, a, R, ℓ2) ∈ E and ℓ1 ̸= ℓpriv

}
∪

{
(ℓp

1, g, a, R, ℓp
2) |

(ℓ1, g, a, R, ℓ2) ∈ E
}

∪
{

(ℓpriv, g, a, R, ℓp) | (ℓpriv, g, a, R, ℓ) ∈ E
}

5 This could equally have been encoded using a Boolean variable remembering whether
ℓpriv was visited, as in [9].
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Example 5. Fig. 1b depicts Adup
1 , the duplicated version of A1 in Fig. 1a. We

do not depict unreachable locations. Observe that each run avoiding ℓpriv ends
in ℓf , and that the only outgoing transition of ℓpriv is modified to go to ℓp

f .

4.1 Beliefs

For a given time t ∈ R≥0, we define a belief 6 bt as the set of regions that can be
reached at time t, i.e., for a TA A and r ∈ RAdup , r ∈ bt when there is ρ in Adup

such that last(ρ) ∈ r and dur(ρ) = t. In other words, a belief denotes the set of
regions in which the attacker believes to be, according to their observations.

We denote the set of beliefs of A by BA = {bt | t ∈ R≥0}. We write C ⊆ Σc

for a set of enabled actions.

Definition 9 (Belief automaton). For A a TA with Σ = Σc ⊎Σu, we define
the belief automaton as the tuple BA = (SBA ,ABA , ⊥, dBA) where:

1. SBA = 2RAdup ∪ {⊥} is the set of states,
2. ABA = {0, 0+, 1} × 2Σc ,
3. ⊥ is the initial state,
4. dBA ⊆ (SBA × ABA × SBA) and

(a) (⊥, (0,C), b) ∈ dBA iff b is the largest set such that ∀r ∈ b, ∃n ≥ 0,
[s0] (0,a1)−−−−→R · · · (0,an)−−−−→R r in RAdup with ∀1 ≤ i ≤ n, ai ∈ (C ∪ Σu),

(b) (b, (†1,C), b′) ∈ dBA iff b ̸= ⊥, b′ is the largest set such that ∀r′ ∈ b′,
∃r ∈ b, ∃n ≥ 1, r

(†1,ε)−−−→R · · · (†n,an)−−−−−→R r′ in RAdup with ∀1 ≤ i ≤ n, ai ∈
(C ∪ Σu ∪ {ε}) and †1 ∈ {0+, 1} and ∀1 < i ≤ n, †i ∈ {0, 0+}.

We first consider transitions from the initial belief ⊥: time cannot elapse
here; one can do a sequence of actions allowed at time 0 (condition 4a). Then,
from the other beliefs, a transition is made of a sequence of transitions from the
region automaton, the first one of which lets time elapse, and all the following
actions need to be allowed at that time (condition 4b).

Example 6. In this example and the following ones, we associate each belief
either to an open interval or to an integer, and, by abuse of notation, since
the automaton has only one clock, we write (ℓ, (τ, τ ′)) for the region containing
the state (ℓ, µ(x1)) with µ(x1) ∈ (τ, τ ′), τ ∈ N, τ ′ = +∞ if τ = c1, τ ′ = τ + 1
otherwise. Similarly, we write (ℓ, τ) for the region containing the state (ℓ, µ(x1)),
µ(x1) = τ ∈ N.

Let A2 be the TA in Fig. 2a. With the global invariant x ≤ 1, we have
the following beliefs. Here, the value of clock z is not given as, in this exam-
ple, it is equivalent to the value of x. (See Example 11 in Appendix G for an
example with z.) The corresponding belief automaton is depicted in Fig. 2b.

b′
0 =

{
(ℓ0, 0), (ℓpriv, 0), (ℓp

f , 0)
}

b0 = b′
0 ∪

{
(ℓf , 0)

}
b′

(0,1) =
{

(ℓ0, (0, 1)), (ℓpriv, (0, 1))
}

b(0,1) = b′
(0,1) ∪

{
(ℓf , (0, 1))

}
b′

1 =
{

(ℓ0, 1), (ℓ0, 0), (ℓpriv, 0), (ℓp
f , 0)

}
b1 = b′

1 ∪
{

(ℓf , 0)
}

6 We follow the vocabulary from, e.g., [15]. This is also close to the concept of estimator
(e.g., [24]).
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ℓ0

ℓpriv

ℓf

x ≤ 1

u
x = 1
x← 0

x
= 0

u

a

x = 0u

e1

e2

e3

e4

(a) TA A2

⊥

b0

b′
0

b(0,1)

b′
(0,1)

b1 b′
1

0, ∅

0, {a}

1, {a}

1, ∅

1,
{a
}

1, ∅

1, {a}
1, ∅

0+
, ∅

1, {a}

1, ∅

1, {a
}

1,
∅

0
+

, {
a}

1, {a}

1, ∅

0+, {a}

0+, ∅

(b) Belief automaton BA2

Fig. 2: A2 and the corresponding belief automaton

Bad beliefs Intuitively, a bad belief allows to discriminate private and public
runs. For a given TA A, we denote SecretA =

{
[(ℓ, µ)] | ℓ ∈ Lpriv, µ ∈ RH

≥0
}

the
set of regions reachable on a run visiting ℓpriv in Adup, and SecretA =

{
[(ℓ, µ)] |

ℓ ∈ Lpub, µ ∈ RH
≥0

}
the set of regions reachable on a run not visiting ℓpriv

in Adup.
For a given TA A, a belief b is said to be bad for full ET-opacity when

exactly one of the following two conditions is satisfied: 1) (b∩RF
A ∩SecretA ̸= ∅),

or 2) (b ∩ RF
A ∩ SecretA ̸= ∅). This means that finishing in this belief leaks an

information to the attacker: only one final state is possible (private or public,
but not both).

We can first characterize the ET-opacity of a controlled TA with beliefs. The
proof of this lemma can be found in Appendix B.1.

Beliefs and strategy For a TA A and a strategy σ, we denote by bσ
t the set of

regions in which we can be after a time t while following a strategy σ in A, i.e.,
r ∈ bσ

t when there exists ρ in Adup such that ρ is σ-compatible, last(ρ) ∈ r, r ∈
RAdup and dur(ρ) = t.

We define Bσ
A as the set of beliefs reachable by a strategy σ. Formally, for a

given strategy σ: Bσ
A = {bσ

t | t ∈ R≥0}.

Lemma 1 (Beliefs characterization for full ET-opacity). A TA A is fully
ET-opaque with a strategy σ iff, for all b ∈ Bσ

A, b is not bad for full ET-opacity.

A strategy for a belief automaton, called a b-strategy, is a function which
associates to a sequence of actions the next available action. Formally, a b-
strategy is a function α : (ABA)∗ → ABA . A state in a belief automaton controlled
by a b-strategy is made of the sequence of actions performed until that state is
reached, and the current belief.

10



Definition 10 (Controlled belief automaton). For a belief automaton BA
and a b-strategy α, we define Bα

A = (SBα
A ,ABα

A , (ε, ⊥), dBα
A) the belief automaton

controlled by α as follows:

1. SBα
A = (ABA)∗ × SBA is the set of states,

2. ABα
A = ABA = {0, 0+, 1} × 2Σc is the alphabet,

3. (ε, ⊥) is the initial state,
4. dBα

A ⊆ (SBα
A × ABα

A × SBα
A) and ((v, b), (†,C), (v · (†,C), b′)) ∈ dBα

A if
(b, (†,C), b′) ∈ dBA , and α(v) = (†,C) with † ∈ {0, 0+, 1}.

We define a finitely-varying b-strategy α in such a way that it corresponds to
a finitely-varying strategy for a TA: for all k ∈ N such that α(k)(ε) = (0+,C) for
some C, there exists a k′ > k ∈ N such that α(k′)(ε) = (1,C′) for some C′, with
α(i)(ε) = α(. . . (α(ε))) where α is applied i times.

In order to define the correspondence between a strategy for a TA and a b-
strategy for the corresponding belief automaton, we need to associate an interval
of time t(v) to a sequence of transitions v = (†1,C1) · · · (†n,Cn), knowing that
two transitions of the form (1,C) are necessary to go from an integer time to
another one. Let #†(v) be the number of indices i, 0 < i ≤ n, such that †i = 1;
then

t(v) =
{ {

#†(v)/2
}

if #†(v) ≡ 0 (mod 2)(
⌊#†(v)/2⌋, ⌊#†(v)/2⌋ + 1

)
otherwise.

Example 7. Let v1 = (0,C0) ·(1,C1) ·(0+,C2) ·(1,C3) ·(1,C4) and v2 = v1 ·(1,C5).
By definition, t(v1) = (1, 2) and t(v2) = {2}. This means that for all runs ρ1
and ρ2 corresponding respectively to v1 and v2, we have dur(ρ1) ∈ (1, 2) and
dur(ρ2) = 2.

Definition 11 (Strategy correspondence). Let A be a TA. We say that σ,
a finitely-varying strategy of A, corresponds to α, a finitely-varying b-strategy of
BA, denoted by σ ⊢⊣ α, when:

1. α(ε) = (0, σ(0)),
2. for v ∈ (ABA)+,

– if v = v′ · (1,C0) · (0+,C1) · . . . · (0+,Cn), n ≥ 0, and there exist
τ0 < . . . < τn+1 such that for all 0 ≤ i ≤ n + 1, τi ∈ t(v), σ(τi) = Ci, for
all 0 ≤ i ≤ n, Ci ̸= Ci+1 and there is no τ ′

i , τi < τ ′
i < τi+1, such that

σ(τi) ̸= σ(τ ′
i) ̸= σ(τi+1), then α(v) = (0+,Cn+1),

– otherwise, α(v) = (1,C) for τ ∈ t(v · (1,C)), σ(τ) = C and there is no
τ ′ < τ such that τ ′ ∈ t(v · (1,C)) and σ(τ ′) ̸= σ(τ).

In other words, within a time interval of the form (t, t + 1) with t ∈ N, the
b-strategy α does not keep track of the precise timestamps of strategy changes
in σ but makes the same changes in the same order. A belief b is reachable in
Bα

A when there exists a word v ∈ (ABA)∗ such that the state (v, b) is reachable.
We prove in the following that a strategy in the TA matches a b-strategy in

the belief automaton as do the runs and sequences of actions in belief automaton.
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Lemma 2 (Strategy correspondence). Let A be a TA. Given a finitely-
varying strategy σ of A, there is a finitely-varying b-strategy α of BA such
that σ ⊢⊣ α. Reciprocally, given a finitely-varying b-strategy α of BA, there is
a finitely-varying strategy σ of A such that σ ⊢⊣ α.

Proof. Let σ be a finitely-varying strategy for A. For any interval [i, i + 1),
i ∈ N, let pi0 , pi1 , . . . , pini

be the smallest finite partition into intervals such that
pi0 = {i} and σ makes the same choice within each pij

. We build the b-strategy α:

– α(ε) = (0, σ(0)),
– for all v ∈ (ABA)+, with |v| denoting the length of the word v,

• if t(v) = {ι} , ι ∈ N, is a singleton then by assumption, pι0 = t(v) and
we set α(v) = (1, σ(τ)) for some τ ∈ pι1 ,

• otherwise, v = v′ · (1,C1) · v′′ such that v′′ = (0+,C2) · . . . · (0+,Ck) and
as σ is finitely-varying, there exist ι, nι such that

⋃nι

j=1 pιj = t(v)
and, as we took the smallest partition, we know that for all 1 ≤ j < n,
for any τ ∈ pιj , τ ′ ∈ pιj+1 , σ(τ) ̸= σ(τ ′). Then,

α(v) =
{

(0+, σ(τ)), for some τ ∈ pι2+|v′′| if |v′′| < nι − 1
(1, σ(τ)), for some τ ∈ pι′

0
, ι′ = ι + 1 otherwise.

By construction, α is finitely-varying and σ ⊢⊣ α.
Conversely, let α be a finitely-varying b-strategy, let us build σ such that

σ ⊢⊣ α. Let τ ∈ R≥0 be a time instant and v = (†0,C0) · . . . · (†k,Ck) =
(α)(1)(ε) · . . . · (α)(k)(ε) be the smallest sequence such that t(v) = {ι} is a sin-
gleton and ι ≥ τ . As the strategy is finitely-varying this sequence is finite, and
we have †k = 1, then:

– either τ is an integer, then we fix σ(τ) = Ck;
– otherwise, let j < k be the greatest integer such that †j = 1. Consider then

the sequence (α)(j)(ε)·. . .·(α)(k)(ε) = (1,Cj)·(0+,Cj+1)·. . .·(0+,Ck−1)·(1,Ck)
and denote m = k − j, we define σ(τ) = Ci where i = j + ⌊fr(τ) ∗ m⌋.

By construction, σ is finitely-varying and σ ⊢⊣ α. ⊓⊔

We define a run that follows a b-strategy as follows.

Definition 12 (Feasible run). Let A be a TA, ρ be a run of Adup and
v ∈ (ABA)∗. We say that ρ admits v, denoted by ρ |= v, when one of the fol-
lowing holds:

1. ρ = (ℓ0, 0) and v = (0,C0) with C0 ⊆ Σc,
2. ρ = ρ′, (dn−1, en−1), (ℓn, µn) with en−1 = (ℓn−1, g, a, R, ℓn) and one of the

following holds:
(a) dn−1 = 0, ρ′ |= v, v = v′ · (†,C) and a ∈ C ∪ Σu ∪ {ε},
(b) 0 < dn−1 < 1, v = v′ · (1,C0) · (0+,C1) · · · (0+,Cm−1)(†,Cm), a ∈ Cm ∪

Σu ∪ {ε}, there exists i, 0 ≤ i ≤ m, ρ′ |= v′ · (1,C0) · (0+,C1) · · · (†′,Ci),
†′ = 0+ if i < m and †′ = † otherwise, and either

– fr(µn−1(z)) ̸= 0, fr(µn(z)) ̸= 0, and † = 0+, or
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(ε,⊥)
(
(0, {a}), b0

) (
(0, {a}) · (1, ∅), b′

(0,1)
)

(
(0, {a}) · (1, ∅) · (1, {a}), b1

)(
(0, {a}) · (1, ∅) · (1, ∅) · (1, {a}), b′

(0,1)
)

0, {a} 1, ∅

1, {a}
1, ∅1, {a}

Fig. 3: Bα
A2

: First states of the controlled belief automaton for TA A2 and b-
strategy α

– fr(µn−1(z)) = 0 or fr(µn(z)) = 0 and † = 1,
(c) dn−1 = 1, a ∈ C ∪ Σu ∪ {ε}, v = v′ · (1,C0) · (0+,C1) · · · (0+,Cm) · (1,C)

with 0 ≤ m and such that ρ′ |= v′.

Given a b-strategy α, ρ is feasible in Bα
A when there exist v ∈ (ABA)∗ and a

belief b ∈ SBA such that ρ |= v and (v, b) is reachable in Bα
A.

Example 8. Let A2 be the TA in Fig. 2. Let σ be a strategy such that A2 is fully
ET-opaque defined as follows:

σ(τ) =
{

{a} if τ ∈ N
∅ otherwise

Let α be a b-strategy for BA2 such that σ ⊢⊣ α:

α(v) =

 (0, {a}) if v = ε
(1, ∅) if v ∈ (0, {a}) · ((1, ∅) · (1, {a}))∗

(1, {a}) if v ∈ (0, {a}) · (1, ∅) · ((1, {a}) · (1, ∅))∗

Then, the first states of the automaton Bα
A2

are depicted in Fig. 3.
Runs ρ1 and ρ2 are feasible in Bα

A2
:

ρ1 = (ℓ0, 0), (1, e1), (ℓ0, 0), (0, e2), (ℓpriv, 0), (0, e3), (ℓp
f , 0)

ρ2 = (ℓ0, 0), (1, e1), (ℓ0, 0), (0, e4), (ℓf , 0)

For v = (0, {a}) · (1, ∅) · (1, {a}) a sequence of actions in the automaton Bα
A2

, we
have ρ1 |= v and ρ2 |= v.

We can now link a strategy and a b-strategy, from the point of view of runs.
The proof of the following lemma can be found in Appendix B.2.

Lemma 3 (Strategies and runs acceptance). Let A be a TA, ρ a run of
Adup, σ a finitely-varying strategy and α a finitely-varying b-strategy such that
σ ⊢⊣ α. We have: ρ is σ-compatible iff ρ is feasible in Bα

A.

5 Solving ET-opacity problems through the belief
automaton

Finally, we can prove that reasoning on the TA is equivalent to reasoning on the
belief automaton.
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Theorem 1. Let A be a TA. Given a finitely-varying strategy σ such that A
is fully ET-opaque with σ, there exists a finitely-varying b-strategy α such that
σ ⊢⊣ α and there is no reachable belief in Bα

A that is bad for full ET-opacity.
Reciprocally, given a finitely-varying b-strategy α such that there is no reachable
belief in Bα

A that is bad for full ET-opacity, there exists a finitely-varying strategy
σ such that σ ⊢⊣ α and A is fully ET-opaque with σ.

Proof. Let A be a TA and σ a finitely-varying strategy such that A is fully
ET-opaque with σ. By Lemma 2, the existence of the finitely-varying strategy
σ is equivalent to the existence of α a finitely-varying b-strategy with σ ⊢⊣ α.
By Lemma 3, we know that it is equivalent for a run ρ to be σ-compatible or
feasible in Bα

A. By Definition 12, this means that there is a sequence v of actions
of Bα

A such that ρ |= v and there is a belief b = bσ
dur(ρ) ∈ Bσ

A such that (v · b)
is reachable in Bα

A. This results that the set of reachable beliefs in Bα
A is equal

to the set BA. Finally, by Lemma 1, there is no belief bad for full ET-opacity
reachable in Bσ

A, and therefore, as the two sets are equal, neither in Bα
A. ⊓⊔

Intuitively, finding a b-strategy which avoids bad beliefs within BA amounts
to solving a one-player safety game on a finite arena where the bad beliefs are the
states to avoid. However, this approach would not necessarily produce a finitely-
varying strategy. We will therefore rely on one-player Büchi games instead. More
precisely, a one-player Büchi game can be defined by a tuple G = (Q, q0, Σ, δG , G)
where Q is a set of states, q0 ∈ Q is the initial state, Σ is a set of actions,
δG ⊆ Q × Σ × Q describes the transitions, and G ⊆ Σ is a set of “good” actions.
Starting from q0, at each step, the player selects a transition from δG to reach
a new state. The player wins if transitions labeled by actions from G are taken
infinitely often (note that Büchi games usually require that a set of “good” states
is visited infinitely often instead of actions, but both frameworks are trivially
equivalent).

Lemma 4 ([27]). Deciding the existence of a winning strategy in a one-player
Büchi game can be done in NLOGSPACE. Moreover this strategy, if it exists, can
be constructed in polynomial time.

As shown in [8], the full ET-opacity problem for timed automata (without
control) is decidable in NEXPTIME. The ability to control the system slightly
increases the complexity:

Theorem 2. The full ET-opacity finitely-varying controller emptiness problem
is decidable in EXPSPACE; and the full ET-opacity finitely-varying controller
synthesis problem is solvable in 2-EXPTIME.

See Appendix C.1 for the proof of this result.

6 Extension: robust definitions of ET-opacity

So far, the attacker needed to measure the execution time with an infinite
precision—this is often unrealistic in practice [21,17]. We therefore consider
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variants of opacity where intervals of non-opaque execution times can be consid-
ered acceptable as long as they are of size 0, i.e., reduced to a point (note that
there can be an infinite number of them).

In order to formally define these two new notions, we introduce new notations:
given a set S, then let JSK denote the closure of S (i.e., the smallest closed set
containing S) and let LSM denote the interior of S (i.e., the largest open set
contained in S). Let ⊕ denotes the exclusive OR operator such that, for two sets
A and B, A ⊕ B = {v | v ∈ (A ∪ B) \ (A ∩ B)}.

Let us first define almost full ET-opacity, where every punctual opacity viola-
tion is ignored. That is, a TA is almost fully ET-opaque whenever all non-opaque
durations are isolated from each other; that is, since these non-opaque durations
must be punctual, then the interior of intervals of non-opaque durations must
be empty.

Definition 13 (Almost full ET-opacity). A TA A is almost fully ET-opaque
when LDVisitpriv(A) ⊕ DVisitpriv(A)M = ∅.

Let us now define closed full ET-opacity, where a punctual violation is ignored
only if it is followed or preceded by an opaque interval. That is, we say a TA
is closed fully ET-opaque when the closure of the private durations equals the
closure of the public durations.

Definition 14 (Closed full ET-opacity). A TA A is closed fully ET-opaque
when JDVisitpriv(A)K = JDVisitpriv(A)K.

A difference between both definitions is, for example, whenever a non-opaque
duration is such that the immediately neighboring durations do not correspond
to any accepting run (neither public nor private). In that case, this non-opaque
duration will be left out by almost full ET-opacity, but will still be considered
non-opaque by closed full ET-opacity.
Example 9. Let A3 be a TA such
that DVisitpriv(A3) = (0, 1) ∪ {2}
and DVisitpriv(A3) = (0, 1). A3 is
not fully ET-opaque. LDVisitpriv(A3) ⊕
DVisitpriv(A3)M = ∅ so A3 is almost
fully ET-opaque. JDVisitpriv(A3)K =
[0, 1] ∪ {2} ≠ JDVisitpriv(A3)K = [0, 1]
so A3 is not closed fully ET-opaque.

0 1 2 3

Fig. 4: Representation of private
(above in red) and public (below in
blue) durations in A3

We are interested in the same problems as before. In particular, our aim is
to build a controller to make a TA closed ET-opaque with a finitely-varying
strategy. Reasoning and results similar to the following are presented for almost
ET-opacity in Appendices D and E.2.

Characterization A single belief is not sufficient to characterize a TA that is not
almost ET-opaque (resp. closed). Indeed, suppose a time t such that bt is bad for
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full ET-opacity. This means that a punctual violation of opacity exists. This kind
of violation can be allowed in the context of almost and closed full ET-opacity.
It is problematic if the times around it are also a violation of opacity.

More specifically, a violation to almost full ET-opacity corresponds to a suc-
cession of bad beliefs, i.e., every punctual violation is ignored. On the other
hand, a violation to closed full ET-opacity corresponds either to a succession of
bad beliefs, or to a unique bad belief surrounded by beliefs that do not contain
any final region. Intuitively, a punctual violation is ignored if it belongs to an
interval where private and public final states can be reached.

The formal definitions of bad belief for almost ET-opacity (Definition 15)
and closed ET-opacity (Definition 16) can be found in Appendix D.
Theorem 3. The closed full ET-opacity finitely-varying controller emptiness
problem is decidable; the closed full ET-opacity finitely-varying controller syn-
thesis problem is solvable.

As for full ET-opacity, this result is due to the equivalence between finding a
strategy for a TA and finding a strategy in the corresponding belief automaton,
and to the fact that such a strategy corresponds to a winning strategy in a one-
player safety game. Intermediate results and proofs are available in Appendix E.1
while results for almost full ET-opacity are presented in Appendix E.2.

7 Conclusion

We addressed here the control of a system modeled by a TA to make it fully
ET-opaque. We showed that the controller synthesis problem can be effectively
solvable for these two definitions. We also addressed two extensions (closed full
ET-opacity and almost full ET-opacity) which can relate to a robust setting
where the attacker cannot have an infinite precision.

In addition, we studied two other versions of opacity [8], namely weak ET-
opacity (in which it is harmless that the attacker deduces that the private lo-
cation was not visited) and ∃-ET-opacity (in which we are simply interested in
the existence of one execution time for which opacity is ensured); due to space
constraints, and to simplify the exposé, these extensions are omitted, but can be
found in Appendix F.

Future works A natural next step will be to introduce timing parameters à la [8],
and address control in that setting.

Addressing the control for the definition of opacity (based on languages)
as in [19] would be interesting in two settings: 1) the general setting, where
the controller synthesis will be undecidable but may terminate for some semi-
algorithms, and 2) decidable subclasses that remain to be exhibited, presumably
one-clock TAs.

Finally, the implementation of this work is on our agenda. While implement-
ing the beliefs directly would be straightforward, it would probably result in an
unnecessary blowup, and therefore an adaptation with structures such as zones
(which does not seem immediate) should be designed.
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A Notation table

Timed automaton
A a timed automaton
Σ a finite set of actions of a TA
L a finite set of locations of a TA
ℓ0 the initial location of a TA
ℓpriv the private location of a TA
F the set of final locations of a TA
X a finite set of clocks
xi the ith clock
H the number of clocks
I(ℓ) the invariant of location ℓ
E the finite set of edges of a TA
e an edge
R a set of clocks to be reset
g a guard
µ a clock valuation
d a delay
z extra clock
ci largest constant for clock xi

Semantics
TTSA the semantics of TA A
S the set of states in TTSA
s0 the initial state in TTSA
s a state in TTSA
δ transition function of TTSA
e7→ a discrete transition with edge e
d7→ a delay transition with delay d

ρ a run
last(ρ) last state of run ρ

Regions
r a region
[s] equivalence class of s
RA regions set of A
RF

A set of final regions of A
RA region automaton of A
ΣR set of actions of RA
δR transition function of RA
−→R a transition in RA
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Opacity
Visitpriv(A) set of private runs of A
Visitpriv(A) set of public runs of A
DVisitpriv(A) set of durations of private runs of A
DVisitpriv(A) set of durations of public runs of A

Strategy
Σc controllable actions
Σu uncontrollable actions
σ a strategy
α a b-strategy
Aσ A controlled by strategy σ
δσ transition function of TTSAσ

7→σ a discrete or delay transition in TTSAσ

d,e−−→σ a transition with delay d and edge e in TTSAσ

C set of activated controllable actions

Duplicated TA
Adup a duplicated TA
Lpriv set of private states
Lpub set of public states
ℓpriv a private state

Beliefs
bt belief for time t
BA set of beliefs of A
BA belief automaton of A
SBA states of BA
ABA actions of BA
v a sequence of actions of BA
dBA transition function of BA
SecretA set of regions reachable on a run visiting ℓpriv
SecretA set of regions not reachable on a run visiting ℓpriv
Bσ

A set of beliefs reachable by a strategy σ
Bα

A controlled belief automaton of A and b-strategy α
SBα

A states of controlled belief automaton
ABα

A actions of controlled belief automaton
dBα

A transition function of controlled belief automaton

B Proofs of Section 4

B.1 Proof of Lemma 1

Lemma 1 (Beliefs characterization for full ET-opacity). A TA A is fully
ET-opaque with a strategy σ iff, for all b ∈ Bσ

A, b is not bad for full ET-opacity.
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Proof. ⇒ Let A be a TA that is fully ET-opaque with strategy σ. Let b ∈ Bσ
A.

Suppose w.l.o.g. that b ∩ RF
A ∩ SecretA ̸= ∅. Let r ∈ b ∩ RF

A ∩ SecretA. Then
there is a σ-compatible run ρ ∈ Visitpriv

σ (A) such that last(ρ) ∈ r. A being
fully ET-opaque with strategy σ, DVisitpriv

σ (A) = DVisitpriv
σ (A). Thus, there

exists ρ′ ∈ Visitpriv
σ (A) such that dur(ρ′) = dur(ρ). Denoting r′ = [last(ρ′)],

we have by definition that r′ ∈ b ∩ RF
A ∩ SecretA. (Note that r′ ∈ RF

A as a
run ρ belongs to Visitpriv(A)∪Visitpriv(A) only if [last(ρ)] ∈ RF

A.) Therefore
b ∩ RF

A ∩ SecretA ̸= ∅.

⇐ If DVisitpriv
σ (A) ∪ DVisitpriv

σ (A) = ∅, A is fully ET-opaque with σ by defini-
tion. We thus assume otherwise and select t ∈ DVisitpriv

σ (A)∪DVisitpriv
σ (A).

W.l.o.g. we can assume that t ∈ DVisitpriv
σ (A). There thus exists a private

σ-compatible run ρ of duration t. In particular, [last(ρ)] ∈ bσ
t . By hypothe-

sis, as bσ
t ∩ RF

A ̸= ∅ (because of ρ), we have that bσ
t ∩ RF

A ∩ SecretA ̸= ∅.
Thus, there exists a σ-compatible run ρ′ such that dur(ρ′) = t and
[last(ρ′)] ∈ bσ

t ∩ RF
A ∩ SecretA. By definition of these sets, this implies that

t ∈ DVisitpriv
σ (A). Hence, DVisitpriv

σ (A) = DVisitpriv
σ (A) and A is fully ET-

opaque with σ. ⊓⊔

B.2 Proof of Lemma 3
Lemma 3 (Strategies and runs acceptance). Let A be a TA, ρ a run of
Adup, σ a finitely-varying strategy and α a finitely-varying b-strategy such that
σ ⊢⊣ α. We have: ρ is σ-compatible iff ρ is feasible in Bα

A.
Proof. ⇒ Let ρ = (ℓ0, 0), (d0, e0), . . . , (dn−1, en−1), (ℓn, µn) be a σ-compatible

run of Adup. By definition of a run, for all 0 ≤ i < n, there exists a
sequence of transitions (ℓi, µi)

di7−→ (ℓi, µ′
i)

ei7−→ (ℓi+1, µi+1) in TTSA with
ei = (ℓi, g, ai, R, ℓi+1) s.t. a ∈ σ

(∑
j≤i dj

)
∪ Σu ∪ {ε}.

For all transitions in the TTSA, there exist bi1 , bim such that the initial
state of the transition belongs to bi1 and the target state belongs to bim

,
and such that either bi1 = bim

or there is a transition between them in the
belief automaton. More exactly,
1. if ⌊µi(z)⌋ = ⌊µi+1(z)⌋, and fr(µi(z)) = 0 iff fr(µi+1(z)) =

0, then there exist bi1 , . . . , bim
, 1 ≤ m, s.t. [(ℓi, µi)] ∈

bi1 , [(ℓi+1, µi+1)] ∈ bim
, ai ∈ (Cm−1 ∪ Σu ∪ {ε}) and

(bi1 , (†,C1), bi2), . . . , (bim−1 , (†,Cm−1), bim
) ∈ δBA , † ∈ {0, 0+},

2. otherwise, there exist bi1 , . . . , bim
s.t. [(ℓi, µi)] ∈ bi1 , [(ℓi+1, µi+1)] ∈ bim

and (bi1 , (†,C1), bi2), . . . , (bim−1 , (†,Cm−1), b) ∈ δBA , † ∈ {0+, 1}.
Finally, as ai ∈ σ

(∑
j≤i dj

)
∪ Σu ∪ {ε}, for all 0 ≤ i < n, and σ ⊢⊣ α, the

transition associated to each action will belongs to Cm−1 and ρ is feasible in
Bα

A.
⇐ Let ρ = (ℓ0, 0), (d0, e0), . . . , (dn−1, en−1), (ℓn, µn) feasible in Bα

A. Then,
there is v = v1, · · · , vn ∈ ABα

A such that, for all 0 ≤ i < n,
(ℓ0, 0), (d0, e0), . . . , (di−1, ei−1), (ℓi, µi) |= v1, · · · , vi and there is bi, such that
[(ℓi, µi)], reachable by v1, · · · , vi. For all 0 ≤ i < n,
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• if di = 0, then ai ∈ C ∪ Σu ∪ {ε} with C = α(v1, · · · , vi),
• otherwise, there is (†i1 ,Ci1), · · · , (†im

,Cim
) such that bi is

reachable by v1, · · · , vi, (†i1 ,Ci1), · · · , (†im ,Cim), and, in par-
ticular, (bim , (†,C), bi) such that ai ∈ C ∪ Σu ∪ {ε} with
C = α(v1, · · · , vi, (†i1 ,Ci1), · · · , (†im

,Cim
)).

In both cases, as σ ⊢⊣ α, ai ∈ σ(
∑

j≤i dj) and then ρ is σ-compatible. ⊓⊔

C Proof of Section 5

C.1 Proof of Theorem 2

Theorem 2. The full ET-opacity finitely-varying controller emptiness problem
is decidable in EXPSPACE; and the full ET-opacity finitely-varying controller
synthesis problem is solvable in 2-EXPTIME.

Proof. We define the one-player Büchi game G = (SBA , (ε, ⊥),ABA , δdBA , G)
where G = {(†,C) ∈ ABA | † = 1} and δdBA = {(b, (†,C), b′) ∈ dBA |
b is not a bad belief for full ET-opacity} (in other words, we cut transitions
leaving the bad beliefs).

First, for a TA A, we know by Theorem 1 that if there is a finitely-varying
strategy σ such that A is fully ET-opaque with σ then there is a finitely-varying
b-strategy α such that no bad belief is reachable in Bα

A. The strategy α implies
a winning strategy for G as, being finitely-varying, it selects infinitely often a
good transition and, not visiting a bad belief, the removal of transitions leaving
those beliefs does not affect the strategy. Conversely, a winning strategy of G
directly entails a b-strategy α of BA which, being winning in G does not visit a
bad belief and is finitely-varying, hence by Theorem 1 there is a finitely-varying
strategy σ such that A is fully ET-opaque with σ.

By Lemma 4, the existence of a winning strategy in this game is decidable
in NLOGSPACE in the size of the game, hence it is in EXPSPACE (the non-
determinism can freely be removed thanks to Savitch theorem, which implies that
EXPSPACE = NEXPSPACE). Moreover, through the computation of a strategy
in G, one directly obtains that the full ET-opacity finitely-varying controller
synthesis problem is solvable in 2-EXPTIME. ⊓⊔

D Full definitions of Section 6

We define formally bad belief for almost full ET-opacity and closed full ET-
opacity.

Definition 15 (Bad belief for almost full ET-opacity). A belief bt is bad
for almost full ET-opacity when

– it is bad for full ET-opacity and
– there is d ∈ R>0 such that, either

• for all ϵ ∈ R>0, ϵ ≤ d, bt+ϵ is bad for full ET-opacity, or
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• for all ϵ ∈ R<0, ϵ ≥ −d, bt+ϵ is bad for full ET-opacity.

Definition 16 (Bad belief for closed full ET-opacity). A belief bt is bad
for closed full ET-opacity when

– it is bad for full ET-opacity and
– there is d ∈ R>0 such that either

• for all ϵ ∈ R>0, ϵ ≤ d, bt+ϵ is bad for full ET-opacity, or
• for all ϵ ∈ R<0, ϵ ≥ −d, bt+ϵ is bad for full ET-opacity, or
• for all ϵ ∈ R ̸=0, −d ≤ ϵ ≤ d, bt+ϵ ∩ RF

A = ∅.

Now, we formally define weak variants of almost and closed opacity. We give
also the corresponding definition of bad beliefs for each notion.

Definition 17 (Almost weak ET-opacity). A TA A is almost weakly ET-
opaque when LDVisitpriv(A)M \ LDVisitpriv(A)M = ∅.

Definition 18 (Bad belief for almost weak ET-opacity). A belief bt is
bad for almost weak ET-opacity when

– it is bad for weak ET-opacity and
– there is d ∈ R>0 such that, either

• for all ϵ ∈ R>0, ϵ ≤ d, bt+ϵ is bad for weak ET-opacity, or
• for all ϵ ∈ R<0, ϵ ≥ −d, bt+ϵ is bad for weak ET-opacity.

Definition 19 (Closed weak ET-opacity). A TA A is closed weakly ET-
opaque when JDVisitpriv(A)K ⊆ JDVisitpriv(A)K.

Definition 20 (Bad belief for closed weak ET-opacity). A belief bt is
bad for closed weak ET-opacity when

– it is bad for weak ET-opacity and
– there is d ∈ R>0 such that either

• for all ϵ ∈ R>0, ϵ ≤ d, bt+ϵ is bad for weak ET-opacity, or
• for all ϵ ∈ R<0, ϵ ≥ −d, bt+ϵ is bad for weak ET-opacity, or
• for all ϵ ∈ R ̸=0, −d ≤ ϵ ≤ d, bt+ϵ ∩ RF

A = ∅.

E Detailed proofs for Section 6

E.1 Closed ET-opacity

Lemma 5 (Beliefs characterization for closed full ET-opacity). A TA
A is closed fully ET-opaque with a strategy σ iff, for all b ∈ Bσ

A, b is not bad
for closed full ET-opacity.

Proof. ⇒ Let A be a TA closed fully ET-opaque with strategy σ. Let bt ∈ Bσ
A.

• Either t ∈ DVisitpriv
σ (A) ∩ DVisitpriv

σ (A) then bt is not bad for full ET-
opacity, and thus cannot be bad for closed full ET-opacity,
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• or, similarly, t /∈ DVisitpriv
σ (A) ∪ DVisitpriv

σ (A) and is not bad for closed
full ET-opacity,

• or finally, suppose w.l.o.g. that t ∈ DVisitpriv
σ (A)\DVisitpriv

σ (A). As A is
closed fully ET-opaque with σ, JDVisitpriv

σ (A)K = JDVisitpriv
σ (A)K, and

so this means that there exists d ∈ R>0 such that either
1. for all ϵ ∈ R>0, ϵ ≤ d, t + ϵ ∈ DVisitpriv

σ (A) ∩ DVisitpriv
σ (A), or

2. for all ϵ ∈ R<0, ϵ ≥ −d, t + ϵ ∈ DVisitpriv
σ (A) ∩ DVisitpriv

σ (A), or
3. for all ϵ ∈ R ̸=0, −d ≤ ϵ ≤ d, bt+ϵ ∩ RF

A = ∅.
In other words, for Items 1 and 2, for all ϵ there are σ-compatible runs
ρϵ, ρ′

ϵ such that dur(ρϵ) = dur(ρ′
ϵ) = t + ϵ and ρϵ ∈ DVisitpriv

σ (A), ρ′
ϵ ∈

DVisitpriv
σ (A). Then, {[last(ρϵ)], [last(ρ′

ϵ)]} ⊆ bt+ϵ and so bt+ϵ is not bad
for full ET-opacity. For Item 3, for all ϵ, there are no run ρϵ such that
dur(ρϵ) = t. So bt+ϵ ∩ RF

A ̸= ∅. As a consequence, bt is not a bad belief
for closed full ET-opacity.

Therefore, no bad belief for closed full ET-opacity belongs to Bσ
A.

⇐ Let A be a TA such that there is no bad belief for closed full ET-opacity in
Bσ

A. For every time t ∈ R≥0, let bt be the associated belief. bt is not bad for
closed full ET-opacity, thus one of the following holds:

• bt is not bad for full ET-opacity so no violation of opacity occurs at time
t,

• bt is bad for full ET-opacity and there exists d ∈ R>0 such that either
1. for all ϵ ∈ R>0, −d ≤ ϵ ≤ d, bt+ϵ is not bad for full ET-opacity, and
2. for all ϵ ∈ R ̸=0, −d ≤ ϵ ≤ d, bt+ϵ ∩ RF

A ̸= ∅.
Thus, for all ϵ, there are σ-compatible runs ρϵ, ρ′

ϵ such that ρϵ ∈
Visitpriv

σ (A), ρ′
ϵ ∈ Visitpriv

σ (A) with t + ϵ = dur(ρϵ) = dur(ρ′
ϵ). This

means that t + ϵ ∈ DVisitpriv
σ (A) ∩ DVisitpriv

σ (A) and JDVisitpriv
σ (A)K =

JDVisitpriv
σ (A)K.

Therefore, A is closed fully ET-opaque with strategy σ. ⊓⊔

Lemma 6 (Beliefs characterization for closed weak ET-opacity). A TA
A is closed weakly ET-opaque with a strategy σ iff, for all b ∈ Bσ

A, b is not bad
for closed weak ET-opacity.

Proof. This proof can be achieved similarly to the proof of Lemma 5. ⊓⊔

We can now proceed to the proof of Theorem 3.

Theorem 3. The closed full ET-opacity finitely-varying controller emptiness
problem is decidable; the closed full ET-opacity finitely-varying controller syn-
thesis problem is solvable.

Proof. First, as for full ET-opacity with Theorem 1, we can prove that, for a
given TA A and a strategy σ, Aσ is closed fully ET-opaque (resp. closed weakly
ET-opaque) iff there exists α, σ ⊢⊣ α such that there is no bad belief for closed
full ET-opacity (resp. for closed weak ET-opacity) reachable in Bα

A. The proof
is similar to the one of Theorem 1.
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Then, as within the proof of Theorem 2, based on Lemma 4 and the relation
between our problems and their correspondence with a safety game, we can con-
clude that closed full ET-opacity finitely-varying controller emptiness problem
is decidable and the closed full ET-opacity finitely-varying controller synthesis
problem is solvable. ⊓⊔

Theorem 4. The closed weak ET-opacity finitely-varying controller emptiness
problem is decidable; the closed weak ET-opacity finitely-varying controller syn-
thesis problem is solvable.

Proof. This proof can be achieved similarly to the proof of Theorem 3. ⊓⊔

E.2 Almost ET-opacity

Lemma 7 (Beliefs characterization for almost full ET-opacity). A TA
A is almost fully ET-opaque with a strategy σ iff, for all b ∈ Bσ

A, b is not bad
for almost full ET-opacity.

Proof. ⇒ Let A be a TA almost fully ET-opaque with strategy σ. Let bt ∈ Bσ
A.

• Either t ∈ DVisitpriv
σ (A) ∩ DVisitpriv

σ (A), then bt is not bad for full
ET-opacity, and thus cannot be bad for almost full ET-opacity,

• or, similarly, t /∈ DVisitpriv
σ (A)∪DVisitpriv

σ (A) and is not bad for almost
full ET-opacity,

• or finally, suppose w.l.o.g. that t ∈ DVisitpriv
σ (A) \ DVisitpriv

σ (A). As A
is almost fully ET-opaque with σ, LDVisitpriv

σ (A) ⊕ DVisitpriv
σ (A)M = ∅,

and so this means that there exists d ∈ R>0 such that either
∗ for all ϵ ∈ R>0, ϵ ≤ d, t + ϵ ∈ DVisitpriv

σ (A) ∩ DVisitpriv
σ (A), or

∗ for all ϵ ∈ R<0, ϵ ≥ −d, t + ϵ ∈ DVisitpriv
σ (A) ∩ DVisitpriv

σ (A).
In other words, for all ϵ there are σ-compatible runs ρϵ, ρ′

ϵ such that
dur(ρϵ) = dur(ρ′

ϵ) = t + ϵ and ρϵ ∈ DVisitpriv
σ (A), ρ′

ϵ ∈ DVisitpriv
σ (A).

Then, {[last(ρϵ)], [last(ρ′
ϵ)]} ⊆ bt+ϵ. In both case, bt+ϵ is not bad for

full ET-opacity. As a consequence, bt is not a bad belief for almost full
ET-opacity.

Therefore, no bad belief for almost full ET-opacity belongs to Bσ
A.

⇐ Let A be a TA such that there is no bad belief for almost full ET-opacity in
Bσ

A. For every time t ∈ R≥0, let bt be the associated belief. bt is not bad for
almost full ET-opacity, thus one of the following holds:

• bt is not bad for full ET-opacity so no violation of opacity occurs at
time t,

• bt is bad for full ET-opacity and there exists d ∈ R>0 such that for all
ϵ ∈ R>0, −d ≤ ϵ ≤ d, bt+ϵ is not bad for full ET-opacity. Thus, for all ϵ,
either

∗ there are σ-compatible runs ρϵ, ρ′
ϵ such that ρϵ ∈ Visitpriv

σ (A), ρ′
ϵ ∈

Visitpriv
σ (A) with t + ϵ = dur(ρϵ) = dur(ρ′

ϵ). This means that t + ϵ ∈
DVisitpriv

σ (A) ∩ DVisitpriv
σ (A), or
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∗ there are no run ρϵ such that dur(ρϵ) = t + ϵ. This means that
t + ϵ /∈ DVisitpriv

σ (A) ∪ DVisitpriv
σ (A).

Finally, LDVisitpriv
σ (A) ⊕ DVisitpriv

σ (A)M.
Therefore, A is almost fully ET-opaque with strategy σ. ⊓⊔

Lemma 8 (Beliefs characterization for almost weak ET-opacity). A
TA A is almost weakly ET-opaque with a strategy σ iff, for all b ∈ Bσ

A, b is not
bad for almost weak ET-opacity.
Proof. This proof can be achieved similarly to the proof of Lemma 7. ⊓⊔

Theorem 5. The almost full (resp. weak) ET-opacity finitely-varying controller
emptiness problem is decidable; the almost full (resp. weak) ET-opacity finitely-
varying controller synthesis problem is solvable.
Proof. This proof can be achieved similarly to the proof of Theorem 3. ⊓⊔

F Weak and existential ET-opacity

Here, we study two other versions of opacity [8], namely weak ET-opacity (in
which it is harmless that the attacker deduces that the private location was not
visited) and ∃-ET-opacity (in which we are simply interested in the existence of
one execution time for which opacity is ensured).

F.1 Definitions
We recall definitions of weak and existential ET-opacity from [8].
Definition 21 (Weak and existential ET-opacity). A TA A is

– weakly ET-opaque when DVisitpriv(A) ⊆ DVisitpriv(A),
– existentially ET-opaque when DVisitpriv(A) ∩ DVisitpriv(A) ̸= ∅.

That is, if for any run of duration d reaching a final location after visit-
ing ℓpriv, there exists another run of the same duration reaching a final location
but not visiting the private location, the system is weakly ET-opaque. Finally,
when there is at least one private run such that there exists a public run of the
same duration, the system is existentially ET-opaque, denoted ∃-ET-opaque in
the following.
Example 10. We have seen that A1 is not fully ET-opaque Example 3. However,
since we can reach ℓf at any time without visiting ℓpriv, clearly DVisitpriv(A1) ⊆
DVisitpriv(A1) and A1 is weakly ET-opaque (and ∃-ET-opaque too).

As for the other notions of ET-opacity, we can define a bad belief for weak
ET-opacity.
Definition 22 (Bad belief for weak ET-opacity). A belief b is bad for weak
ET-opacity when

– (b ∩ RF
A ∩ SecretA ̸= ∅) and

– (b ∩ RF
A ∩ SecretA = ∅).
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F.2 Beliefs characterization and results for weak ET-opacity

Lemma 9 (Beliefs characterization for weak ET-opacity). A TA A is
weakly ET-opaque with a strategy σ iff, for all b ∈ Bσ

A, b is not bad for weak
ET-opacity.

Proof. This proof can be achieved similarly to the proof of Lemma 1. ⊓⊔

Theorem 6. Let A be a TA. Given a finitely-varying strategy σ such that A is
weakly ET-opaque with σ, there exists σ ⊢⊣ α such that there is no belief that
is bad for weak ET-opacity reachable in Bα

A. Reciprocally, given a b-strategy α
such that there is no belief that is bad for weak ET-opacity reachable in Bα

A, there
exists σ ⊢⊣ α such that A is weakly ET-opaque with σ.

Proof. This proof can be achieved similarly to the proof of Theorem 1. ⊓⊔

Theorem 7. The weak ET-opacity finitely-varying controller emptiness prob-
lem is decidable; and the weak ET-opacity finitely-varying controller synthesis
problem is solvable.

Proof. This proof can be achieved similarly to the proof of Theorem 2. ⊓⊔

F.3 Results for ∃-ET-opacity

∃-ET-opacity is a special case where control, as understood here, is useless.
In fact, as the strategy of the controller can only prevent some behavior and
remove possible executions. However, ∃-ET-opacity wonder if there exists an
opaque time in the TA, so adding a controller cannot change the result. The
following theorem proves this claim. The remained of the paper focuses on full
and weak ET-opacity.

Theorem 8. Let A be a TA. There exists a finitely-varying strategy σ such that
Aσ is ∃-ET-opaque iff A is ∃-ET-opaque.

Proof. ⇒ Let A be a TA and σ a strategy such that Aσ is ∃-ET-opaque. That
is, there exists a duration d such that there exist a private run ρ and a public
run ρ′, both of duration d. Let ρ = (ℓ0, 0), (d0, e0), · · · , (dn−1, en−1), (ℓn, µ).
For all 0 ≤ i < n, ei = (ℓi, gi, ai, Ri, ℓ′

i), with ai ∈ σ(
∑j≤i

j=0 dj) ∪ Σu. As
σ(

∑j≤i
j=0 dj) ∪ Σu ⊆ Σc ∪ Σu = Σ, the action ai is available when A is

not controlled and ρ ∈ Visitpriv(A). With the same reasoning for ρ′, ρ′ ∈
Visitpriv(A) and A is ∃-ET-opaque.

⇐ Assume that A is ∃-ET-opaque. Then, Aσ is ∃-ET-opaque for a controller
with a strategy σ such that, for all t ∈ R≥0, σ(t) = Σc.
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G Additional examples

If there is more than one clock, we extend our abuse of notation for regions
to (ℓ, τ1, . . . , τH), where each τi is either an interval or an integer. Note that
this notation does not take into account the comparaison between clocks but
this is acceptable in the following example as the clocks always have the same
fractionnal part.

Example 11. Let A3 the TA depicted in Fig. 5a. With the invariant x ≤ 1 for
ℓ0 and y ≤ 2 for ℓpriv, we have the following beliefs. Each region is written
(ℓ, τ1, τ2, τ3) with τ1 for x, τ2 for y and τ3 for z. The corresponding belief au-
tomaton is depicted in Fig. 5b.

b0 =
{

(ℓ0, 0, 0, 0), (ℓpriv, 0, 0, 0), (ℓf , 0, 0, 0)
}

b′
0 =

{
(ℓ0, 0, 0, 0), (ℓpriv, 0, 0, 0)

}
b(0,1) =

{
(ℓ0, (0, 1), (0, 1), (0, 1)), (ℓpriv, (0, 1), (0, 1), (0, 1)), (ℓf , (0, 1), (0, 1), (0, 1))

}
b′

(0,1) =
{

(ℓ0, (0, 1), (0, 1), (0, 1)), (ℓpriv, (0, 1), (0, 1), (0, 1))
}

b1 =
{

(ℓ0, 1, 1, 1), (ℓ0, 1, 1, 0), (ℓ0, 0, 1, 1), (ℓ0, 0, 1, 0), (ℓpriv, 1, 1, 1), (ℓpriv, 1, 1, 0),

(ℓpriv, 0, 1, 1), (ℓpriv, 0, 1, 0), (ℓf , 1, 1, 1), (ℓf , 1, 1, 0), (ℓf , 0, 1, 1), (ℓf , 0, 1, 0)
}

b′
1 =

{
(ℓ0, 1, 1, 1), (ℓ0, 1, 1, 0), (ℓ0, 0, 1, 1), (ℓ0, 0, 1, 0), (ℓpriv, 0, 1, 1), (ℓpriv, 0, 1, 0),

(ℓpriv, 1, 1, 1), (ℓpriv, 1, 1, 0)
}

b(1,2) =
{

(ℓ0, (0, 1), (1, 2), (0, 1)), (ℓf , (0, 1), (1, 2), (0, 1)), (ℓpriv, (0, 1), (1, 2), (0, 1)),

(ℓpriv, (1, +∞), (1, 2), (0, 1))
}

b′
(1,2) =

{
(ℓ0, (0, 1), (1, 2), (0, 1)), (ℓpriv, (0, 1), (1, 2), (0, 1)), (ℓpriv, (1, +∞), (1, 2), (0, 1))

}
b2 =

{
(ℓ0, 0, 2, 1), (ℓ0, 0, 2, 0), (ℓ0, 1, 2, 1), (ℓ0, 1, 2, 0), (ℓpriv, 0, 2, 1), (ℓpriv, 0, 2, 0),
(ℓpriv, 1, 2, 1), (ℓpriv, 1, 2, 0), (ℓpriv, (1, +∞), 2, 1), (ℓpriv, (1, +∞), 2, 0),

(ℓf , 1, 2, 1), (ℓf , 1, 2, 0), (ℓp
f , 0, 2, 1), (ℓp

f , 0, 20)
}

b′
2 =

{
(ℓ0, 1, 2, 1), (ℓ0, 1, 2, 0), (ℓ0, 0, 2, 1), (ℓ0, 0, 2, 0), (ℓpriv, 0, 2, 1), (ℓpriv, 0, 2, 0),
(ℓpriv, (1, +∞), 2, 1), (ℓpriv, (1, +∞), 2, 0), (ℓpriv, 1, 2, 1), (ℓpriv, 1, 2, 0),

(ℓp
f , 0, 2, 1), (ℓp

f , 0, 2, 0)
}

b(2,3) =
{

(ℓ0, (0, 1), (2, +∞), (0, 1)), (ℓf , (0, 1), (2, +∞), (0, 1))
}

b′
(2,3) =

{
(ℓ0, (0, 1), (2, +∞), (0, 1))

}
b3 =

{
(ℓ0, 1, (2, +∞), 1), (ℓ0, 1, (2, +∞), 0), (ℓ0, 0, (2, +∞), 1), (ℓ0, 0, (2, +∞), 0),

(ℓf , 0, (2, +∞), 1), (ℓf , 0, (2, +∞), 0), (ℓf , 1, (2, +∞), 1)(ℓf , 1, (2, +∞), 0)
}

b′
3 =

{
(ℓ0, 1, (2, +∞), 1), (ℓ0, 1, (2, +∞), 0), (ℓ0, 0, (2, +∞), 1), (ℓ0, 0, (2, +∞), 0)

}
The following example show a TA opaque with a non-finitely-varying strategy

and why we cannot manage it with our beliefs construction.
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Fig. 5: A3 and the corresponding belief automaton

Example 12 (A non-finitely-varying strategy). Let A4 be the automaton in
Fig. 6, with a global invariant x, y ≤ 1. Let Σu = {u} and Σc = {a, b}, we
can build a strategy σ (depicted in red boxes) to make it opaque where

– ∀τ ∈ Q, σ(τ) = {a}
– ∀τ /∈ Q, σ(τ) = {b}.

Let us see if we can find an corresponding b-strategy α for the belief automa-
ton. In the belief automaton, whatever the subset of controllable actions chosen
in ⊥, b0 contains the region with location ℓ0 and x = 0. Different beliefs are
then reachable from b0 according to the chosen (finitely-varying) strategy:

– ∀τ ∈ (0, 1), if α(τ) = {a, b}, then we can reach the final location by the edge
e3 (private way) and by e4 (public way). However, we can also reach location
ℓ3, which will allow us to reach the final location by e7 when x = 1. As we
cannot reach ℓf by a private way when x = 1, we do not want a and b are
available at the same time when x ≤ 1 to prevent to take edge e7. So this
strategy is not good.
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Fig. 6: Automaton A4

– ∀τ ∈ (0, 1), if α(τ) = {a}, α(τ) = {b}, or α(τ) = ∅ then we can reach the
final location by e4, but not by e3. None of these strategies makes A3 opaque.

As σ is not finitely-varying and there is no other finitely-varying strategy such
that A3 is opaque, we cannot find a b-strategy in the belief automaton.
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