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ABSTRACT

Mobility patterns are inherently linked to human nature (e.g., individual variability, temporal dynam-
ics, behavioral factors, curiosity, social interaction), making mobility prediction a multifaceted and
challenging problem that requires sophisticated models and comprehensive data. Machine learning
(ML) models excel at predicting the location a person will be at the next time interval, but they often
raise privacy concerns. To address these privacy issues while maintaining the benefits of ML models,
Federated Learning (FL) offers a distributed framework that enables collaborative training of human
mobility prediction models without requiring the sharing of highly sensitive location data. However,
in the domain of FL for individual mobility prediction, prior work lacks a thorough understanding
of the many factors that may impact the performance of FL-based prediction models. In this work,
we provide a comprehensive study of the impact of various aspects related to human behavior, data
characteristics, ML algorithmic solutions, and FL architectural structuring. We quantify the impact of
such factors on effectiveness (accuracy) and efficiency (execution time, memory, and energy usage)
of the prediction, revealing that, ignoring these factors lead to misleading result interpretation, and
acknowledging them empowers both effectiveness and efficiency results.

1 Introduction

Mobility often reflects the inherent human need to connect with others (for family, work, or leisure) and is shaped
by cultural norms and practices. Indeed, mobility is linked to human nature in various ways. For example, humans
have a natural curiosity and desire to explore; they also adapt to changing environments and circumstances, leading
to shifts in mobility patterns over time. Conversely, daily routines and habitual behaviors are a significant aspect of
human nature, influencing the predictability of some mobility patterns, such as daily commutes. In such context, the
prediction of mobility patterns correlates with a variety of applications aimed to improving human life, such as traffic
forecasting [1], mobile network handovers [2], and epidemic control (e.g., COVID-19) [3]. Some applications rely on
predicting mobility at a population level (e.g., traffic forecasting), while others focus on individual-level prediction. We
here focus on the latter: given a history of locations visited by a person, the task is to predict the location she will be in
the next time instant [4]. Previous work on individual mobility prediction has explored a wide range of techniques,
from traditional Markov-based models [5, 6] to machine learning (ML) models, such as logistic regression [7] and,
more recently, neural network models. The latter have often outperformed traditional approaches, especially in terms
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of accuracy [8, 9, 10, 11]. Yet, even though accuracy is of great importance, there is a growing concern about how
(private) data (e.g., visited locations) is collected and processed1.

To meet those user concerns, new privacy-preserving machine learning approaches have been proposed to support the
design of ML-based prediction models. One such approach is the Federated Learning (FL) framework [12], which
has been applied to various domains, including Internet of Things (IoT) [13], healthcare [14] and Natural Language
Processing (NLP) [15]. FL offers privacy preservation while still achieving competitive ML results. To achieve that, a
shared model is trained in a decentralized fashion on multiple devices, independently, i.e., private user data is only stored
and modeled locally on the user’s device, creating local models. These local models (indeed, the model parameters) are
then uploaded to a remote server that aggregates them to form a global model, typically using methods like averaging.
The global model is then redistributed to devices. This process is repeated iteratively until the model converges. The
key privacy advantage of FL lies in keeping private user data on local devices. Only the learned local models (i.e.,
model parameters) are shared with the remote server, significantly reducing the risk of data breaches [12].

Yet, applying FL to individual mobility prediction remains a significant challenge. The literature [16, 11, 17, 18, 19, 20]
primarily focuses on improving mobility prediction accuracy. More recently, some studies have started addressing
the heterogeneity of clients’ mobility patterns in the design of local and global models [21, 22]. While these studies
offer valuable insights, they mainly consider heterogeneity in terms of data sampling diversity or model parameter
dissimilarity. Furthermore, like other prior studies, they focus on aggregated results, which can obscure performance
differences that emerge for users with diverse mobility profiles. Overall, existing FL literature on individual mobility
prediction lacks a comprehensive understanding of the factors that most impact FL prediction results, including aspects
ranging from human behavior to solution design.

Our present goal is to fill this gap by offering a much broader and insightful evaluation of using the FL framework
for individual mobility prediction (or FL4iMP for short). A key research question driving our study is: “How do
various factors associated with the FL4iMP environment, from the human nature of its participants to architectural and
algorithmic design decisions, impact its performance?” Specifically, we aim to address: “How does FL4iMP perform
for people with very diverse mobility patterns?”.

To answer these questions, we identify different factors impacting FL4iMP performance (cf. Section 3). On the one
hand, individual mobility is naturally heterogeneous, as it is driven by contextual aspects, personal characteristics,
and motivations [23, 24, 25, 26, 27, 28, 29]. Thus, human factors related to individual mobility are key to our study.
Additionally, for prediction purposes, human mobility is captured by the available data used to train (and test) the
prediction models. As such, different characteristics of the data may impact the prediction results. Diving deeper
into the FL4iMP solutions, factors associated with the type of learning algorithm used to build the local and global
models, as well as how the federation architecture is established, may also impact the FL execution and results. To our
knowledge, prior studies of FL4iMP solutions are quite restricted when evaluating such factors, either by limiting the
scope of exploration or by neglecting some aspects, notably those related to individual behavior and data characteristics.

With that in mind, we aim at assessing how different factors associated with human behavior, data properties, learning
algorithms as well as the FL architecture impact the FL4iMP results. Our study relies on previously proposed features
[30, 25, 31, 28, 32] and a profiling approach [23, 33] to identify and characterize different mobility patterns at the
individual level (cf. Section 4). Additionally, our analyses are performed on two real-world cellular datasets, the
Shanghai and Shenzhen datasets [34], which have very different properties in terms of spatial and temporal coverage as
well as population and area diversity. We rely on Flower, a state-of-the-art framework for FL [35] to instantiate multiple
FL4iMP solutions, by using two obtained literature FL4iMP models [19] and varying architectural parameters, within
a unified (and thus comparable) setup (cf. Section 5). Our evaluation considers metrics related to both effectiveness
(prediction accuracy) and efficiency (execution time, memory, and energy usage). In sum, compared to prior work,
we offer a much more comprehensive study of FL4iMP, providing insights into its performance in various relevant
scenarios.

Our research shows that Human and Data factors have the most significant impact on the performance of FL4iMP
models, with accuracy ranging from 0.297 to 0.867 within the same dataset, even with identical FL4iMP model and
hyper-parameters. Algorithm and Architecture factors underscore the complexity of interpreting both efficiency and
effectiveness results of FL4iMP models. Finally, we provide guidelines for FL4iMP architecture design, for algorithm
choice, appropriate data selection and processing, and most importantly, data distribution across clients, aiming to avoid
misleading results and enhance performance.

1e.g., GDPR in Europe (https://gdpr-info.eu/).
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2 Setting the FL stage

In this section, we set the stage for the discussion of FL for individual mobility prediction (FL4iMP) by first presenting its
general operation. Then, we discuss the existing literature on individual mobility prediction, with focus on models based
on FL. For presentation purposes, throughout the rest of the paper, we use the terms individual and user interchangeably.

2.1 FL4iMP Ecosystem

A FL4iMP solution is fed by traces of data describing the mobility trajectories of users. Each trajectory Traju =
{lu1 , lu2 , ..., luT } represents a time-ordered sequence of locations lui user u visited while moving around a target geograph-
ical area. For decentralized learning of the prediction model, user trajectories are stored in local devices and given as
the main input to the FL4iMP solution. The goal of the FL4iMP model is then to predict the next location luT+1 where
the user u will be at the timestamp T + 1.

The workflow is as follows: 1. Each device trains a local model using only the local (training) data for a certain
number of epochs. The number of epochs determines how many times each device will iterate over its entire local
dataset during this local training step. 2. Instead of uploading their sensitive data, the devices only share the results
of their locally trained models with the remote server, e.g., model parameters or weights. 3. The server aggregates
multiple model weights/parameters, building a global model. While different aggregation strategies have been proposed
[22, 36], FedAvg [12] is the most commonly used one, which averages local model parameters to update the global
model. 4. The server distributes the global model to local devices. The previous steps are repeated for a certain number
of communication rounds. The communication rounds refer to the exchange of model updates between the server and
the clients. This iterative process continues until 5. a stop criterion is met (e.g., convergence). The learned model can
then be used to predict the next location visit of a (test) user u (luT+1) [11].

Note that, as described, only the (local) model parameters are shared with the remote server, while the user’s sensitive
data (i.e., visited locations) are kept at the local devices. This fundamental property of FL makes it an attractive
framework to address the increasing user concerns with privacy protection [12]. Indeed, in an ideal private scenario,
each user runs her own local model on her own local device, protecting her data from others. However, often due to
hardware limitations, prior studies on FL adopt a different architecture [20, 19, 37], using the abstraction of data silos,
i.e., local entities that aggregate data from multiple users (e.g., users within the same department [38]). Throughout
this paper, we use the term client to refer to such local entities, which could be either personal devices or data silos
aggregating multiple users.

2.2 Literature review

To our knowledge, one of the first FL4iMP solutions is PMF [11]. One of its key features is adding a personal user bias
into each local model to address heterogeneous behavior. Yet, according to the reported results, this approach produced
only marginal improvements (up to ∼ 3%) in the overall prediction accuracy.

Two recently proposed FL4iMP solutions that address heterogeneity in user mobility more explicitly are FR-HMP and
FedGeo. In FR-HMP [21], clients with similar local model parameters are grouped into clusters, enabling “similar”
clients to learn from one another rather than from the whole population. Authors use the similarity between clients’
model parameters as an indirect measure of the similarity between the mobility patterns of the corresponding users.
FedGeo [22], in turn, introduces new components to the FL framework to mitigate the effects of client heterogeneity.
One such component is a strategy to aggregate the currently learned global model into the selected clients’ local models
based on the layer-wise similarity between those models. This approach aims to mitigate the disparity among client
models arising from the heterogeneity of user trajectories. It also employs entropy-based sampling to select clients to
participate in FL based on the diversity of their mobility patterns, aiming at building more generalizable global models.

Although both studies acknowledge the challenge brought by heterogeneous user mobility patterns, they address
heterogeneity from a model gradient perspective (i.e., two clients are diverse if their uploaded model parameters are
dissimilar) or a data sampling perspective (i.e., two clients are dissimilar if they report diverse distributions of visited
locations). Thus, pinpointing heterogeneity is tailored to the local model’s capability (e.g., embedding, encoding) or
to the clients’ data quality in capturing diversity in mobility patterns. While such approaches report overall results
under specific settings that are hard to generalize, they do not tackle heterogeneity from a human behavior point of view
but rather from an indirect data and model perspective. Moreover, FR-HMP and FedGeo have been evaluated in very
restricted scenarios regarding user populations (only 200 and 10 users, respectively).

A few other studies focus on varying the algorithm used to learn the local models. In [20], the authors adopt Recurrent
Neural Networks (RNN), Long-Short-Term Memory (LSTM), and also Gated Recurrent Unit (GRU) [39] as alternative
learning algorithms. This work shed some light on the discussion of which neural network to use in FL4iMP, with results
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suggesting GRU as the best performer in most scenarios analyzed. In [19], in turn, the authors evaluate FL-Flashback
and GRU-Spatial. The former is a federated version of Flashback, which was initially proposed as a centralized mobility
prediction approach [9]. The core of the (FL-)Flashback algorithm is the use of spatial-temporal contexts: it searches
for historical hidden states with context similar to the current one, computing the weighted average of these historical
hidden states to feed a RNN-based model. Both temporal and spatial contexts are explored, with the weights decreasing
as the time between visits increases and the distance between past and current locations increases. GRU-Spatial, in turn,
keeps only the spatial perspective of the contexts, modeling temporal relations by the order of visits. In common, both
studies give no attention to mobility heterogeneity, neither in the solution design nor the evaluation, and use the same
strategy to aggregate local models, namely FedAvg.

Positioning: Prior work on FL4iMP focuses primarily on proposing new approaches, with evaluations that leave
the FL4iMP research arena still very unsettled. Notably, no prior work, not even those that target user heterogeneity
[11, 21, 22], report results separately for users with different mobility behaviors so as to allow an assessment of how
FL4iMP performance may vary across different behaviors. Most studies also rely on LBSN datasets (mainly from the
Foursquare location-sharing service), which, as will be argued in Section 3.2, tend to be very sparse and do not capture
enough details of one’s mobility. As such, results are hardly generalizable. Moreover, the differences in evaluation
setup across those studies make it hard to reach a common knowledge on FL4iMP performance.

In contrast, we here offer, within a unified evaluation environment, a much broader investigation of how different
factors related to human behavior, data, FL architecture and algorithms impact FL4iMP performance. Our evaluation
considers metrics related to prediction accuracy, time efficiency as well as memory and energy usage. Moreover, unlike
prior work, we offer insightful discussions on how FL4iMP performs for users with diverse mobility nature. To that
end, we use two datasets with very different properties. We cluster users into mobility profiles and employ various
mobility-related features to characterize such groups as well as the complete user population in each dataset. We use
the characterization results to guide our evaluation and discussion of FL4iMP performance.

3 Key Factors Impacting FL4iMP

Based on how a typical FL4iMP solution works, we identify key factors that may impact its performance. We here
group these factors into four categories, depending on whether they are related to: (1) human mobility behavior; (2)
properties of the data capturing such behavior and used as input to the FL4iMP solution; (3) the learning algorithms
employed to build both local and global models; and (4) the FL architecture itself.

3.1 Human factors

User mobility behavior is a significant element influencing mobility prediction accuracy and thus, FL4iMP performance,
being the source of data for learning the prediction model. As such, naturally, factors related to user mobility patterns
are of primary importance.

The mobility trajectory of a person can be split into two main components [25]. The routine comprises the locations the
person often visits (e.g., home, work). In turn, the novelty component consists of places she rarely or for the first time
visits, related thus to moments of exploration. It is well known that individual mobility is highly heterogeneous with
respect to these two components, even if restricted to a common (small) area (e.g., a given city) [28, 30, 23].

More exploratory users are naturally less predictable, being thus more challenging for mobility prediction. While this
is true for any prediction model, in FL4iMP, additional challenges may emerge from greater user heterogeneity. As
further discussed in Section 3.3, users with very heterogeneous mobility patterns may generate local models (e.g.,
model parameters) that are very different from one another. This asymmetry can significantly challenge the aggregation
algorithm, which might struggle to generate a global model suitable enough for all dissimilar clients.

This paper investigates how FL4iMP performs for users with heterogeneous mobility behavior. To that end, in Section
4, we employ a profiling approach [23, 24, 33] to group users according to their mobility patterns, and characterize the
observed mobility patterns with respect to several commonly used features.

3.2 Data factors

Spatial-temporal datasets are of enormous importance to studying human mobility, consisting of time-stamped and
geo-referenced samples of users’ trajectories. Mobility datasets can be collected from a GPS-capable device or from a
network, which gathers data when a mobile device interacts with it. For example, Telecom operator networks store Call
Detailed Records (CDRs) containing information on generated events (e.g., calls, SMS) by mobile devices and the cell
towers they were connected to and managed the event. In contrast, Location Based Social Networks (LBSNs), e.g.,
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Foursquare, record the point of interest (POI) where the user willingly chose to share her location (i.e., check-in). To
ensure unbiased and meaningful research on mobility prediction, datasets should capture:

1- Daily mobility behaviors: Datasets originated from different sources exhibit different characteristics, reflecting
behaviors captured in the data. Such characteristics may impact how the user’s true mobility is represented and, thus
may affect FL4iMP performance. We argue that, for the sake of learning a proper mobility prediction model, the dataset
must capture the routine component of the user mobility as much as possible. The novelty component, though reflecting
important moments in the users’ lives, has a low repetitive pattern, which adds noise to the learning process.

GPS datasets offer a detailed view of users’ mobility, allowing a fine-grained investigation on mobility patterns.
However, they are usually limited in the number of participants, time duration, and space coverage, raising concerns
about the generality of the prediction results. In contrast, network-sourced (e.g., CDR and LBSN) datasets typically
comprise larger populations, longer periods (e.g., months), and larger geographical areas (e.g., a city or region). Yet,
their “interaction-demand” property raises concerns about how such actions relate to the routine component of a person’s
mobility.

One could argue that users more often place check-ins in newly visited places, while check-ins at one’s home or
workplace are rare [40]. Thus, certain LBSN datasets – e.g., from location-sharing service (e.g., Foursquare) – bring
geographic information more often related to particular moments of leisure (e.g., bar, restaurant). As such, LBSN
datasets often offer only a coarse view of user mobility, with low temporal and spatial granularity, which challenges its
usage for learning mobility patterns.

In CDR datasets, in turn, the granularity will be dictated by how often the user places a call or an SMS. Nevertheless,
with mobile devices becoming proxies for human presence and activity, CDRs are acknowledged by the research
community as a meaningful tool to study human mobility [41], outlining many interesting properties regarding human
mobility and activity patterns. Moreover, data completion strategies [42] have been commonly employed to reduce
spatial-temporal sparsity in such datasets. Such observations makes CDRs a good candidate to investigate FL4iMP.

2- Diversity: Other important factors relate to the target population, spatial area, and the time period covered by the
data. Naturally, more complex mobility patterns are expected over larger areas or regions with a greater diversity of
locations. Similarly, the target area’s social, economic, and geographical characteristics (e.g., distribution of residential
and commercial areas, availability of transportation modes, etc) may also directly influence how people move around it.
Such characteristics will be reflected in data properties such as the total number of unique locations or the number of
(unique) locations in each user trajectory. Naturally, in scenarios of more complex and diverse mobility patterns, more
data is required to learn accurate and generalizable models.

In sum, mobility datasets can vary significantly concerning properties that may impact FL4iMP. In this work, we aim to
investigate some of them. While prior FL4iMP studies relied mainly on LBSN data [17, 18, 19, 20], we use two CDR
datasets with distinct spatial-temporal properties, as will be discussed in Section 4.

3.3 Algorithm factors

The algorithms employed to learn the local models (at the clients) and to aggregate them into a global model (at the
remote server) are the heart of the FL4iMP solution and thus play a crucial role in its performance. Regarding the
(local) learning algorithms, the choice of which neural network to adopt reflects how the local algorithm captures and
models the spatial-temporal relationships present in the input data, potentially impacting FL4iMP performance. A more
sophisticated model may be able to capture these relationships more accurately, improving its predictive power. Yet,
it may also challenge the clients, which, if constrained in resources (e.g., memory, energy), may struggle to process
complex models efficiently.

Regarding the aggregation algorithm, one key factor relates to how the multiple local model weights are combined into
a global model. The seminal FedAvg [12] algorithm simply averages the received local model weights. However, prior
work has shown that FL performance may degrade in face of clients handling non-IID (independent and identically
distributed) data [43]. This degradation occurs because the divergences in local models due to non-IID data slow down
the convergence of the global model and worsen the learning performance.

Alternative aggregation methods have been designed to reduce the instabilities due to non-IID data [36, 22, 44] – i.e.,
the client drifts [37] – by avoiding the aggregation of dissimilar local model parameters of clients. For instance, FedProx
reduces the distances between local and global models by incorporating a Regularization term (i.e., µ) in the local
objective function that restricts the local updates, bringing the averaged model closer to the global optima. However,
prior related work has not tackled heterogeneity from a human behavior perspective, but rather from the point of view
of dissimilar model weights or data sampling distributions, i.e., model weights and data sampling are used as proxy
metrics to infer heterogeneity in mobility patterns. By capturing human behavior representations (i.e., mobility profiles)
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before the model training, we are able to study the impact of IID vs. non-IID data in user mobility prediction according
to distinct mobility profiles. Additionally, the profile characterization brings interpretability to non-IID data, helping us
understand the FL4iMP results – an investigation lacking in prior work. One aspect of particular interest is how fast the
algorithm can generate a robust global model (i.e., converge). Considering that the aggregation algorithm generates
the global model, and that aggregating similar model clients leads to faster global convergence, fewer communication
rounds between server and local clients are needed, which can intuitively save resources. In our study, we evaluate two
local learning algorithms and two aggregation methods, considering scenarios of both IID and non-IID clients. Our
results will be discussed in Section 5.

3.4 Architecture factors

One key FL architectural factor relates to how users are distributed among the clients. As argued in Section 2.1, existing
approaches use the data silos abstraction, aggregating multiple users’ data per client. Such design abstraction may
significantly impact user privacy and the performance of the FL4iMP solution. In fact, by leveraging data from multiple
users into a local client, FL can train local models with superior generalization capabilities, potentially leading to more
accurate predictions. This leads to a non-trivial trade-off between privacy and prediction accuracy. In Section 5, we
assume such data silos architecture and assess the impact of increasing the number of FL4iMP clients. We also vary the
distribution of the user population across the clients, creating scenarios of IID and non-IID mobility behaviors. This
approach indirectly results in diverse distributions of mobility patterns (IID and non-IID) across the clients.

4 Dataset: Overview and Analysis

As argued in Section 3.2, our study relies on two CDR datasets with different spatial and temporal properties and
diverse population characteristics. In this section, we first introduce the two datasets (Section 4.1) and how they were
processed before being used (Section 4.2). These processed datasets exhibit a reasonable amount of data samples per
user and consequently, across clients. This enables the investigation of heterogeneity stemming precisely from user
mobility behaviors, rather than from data collection specificity (i.e., from the data sampling rate). Then, we investigate
on an individual basis, the mobility behavior captured in both datasets. Our goal is not only to systematically asses
whether the datasets exhibit heterogeneous properties (i.e., non-IID properties) but also to explain what aspects of users’
mobility patterns make them dissimilar (Sections 4.3 and 4.4). To our knowledge, we are the first to quantify user
heterogeneous mobility patterns before the FL training phase, i.e., directly from the raw data instead of from local or
server model parameters (as in [21, 22, 36]) We are also the first to recognize that understanding the trade-offs dictating
FL4iMP performance requires looking beyond aggregated results. We must assess how FL4iMP performs for users with
diverse patterns separately. Next, we identify and characterize different mobility patterns in the two datasets. These
results will be used to guide the evaluation of FL4iMP in Section 5.

4.1 CDR datasets

The first dataset, referred to as Shanghai dataset, was gathered by a major Telecom operator in the metropolitan area
of Shanghai, China. It provides location data for 58,502 users, recorded at a frequency of one location per hour over ten
days. This dataset is fully anonymized, with no user identity or corresponding cell tower infrastructure included. Unlike
classical CDRs, the recorded location is not the coordinates of the Base Station (BS) to which the user was connected.
Instead, it represents the centroid of a cell (in a grid representation) nearest to the BS the user was primarily connected
to during each hour. In sum, the Shanghai dataset contains 10,396 distinct centroid coordinates and 9,135,780 records.

Our second dataset, referred to as Shenzhen dataset2 [34], was collected by several major operators in Shenzhen
(China). It includes the location data of 414,271 users collected by 1,090 Base Stations, resulting in 38,218,717 records.
This dataset is also fully anonymized, with no user identities provided. Additionally, while records are associated with
their collection times, all specific date information was removed, making it impossible to determine if records generated
by any two users were collected on the same day.

4.2 Data pre-processing

We pre-processed both datasets for fair comparison and unbiased analysis. First, to handle the restricted temporal
information in the Shenzhen dataset, we assume the starting day d1 of records is the same for all users in the collection.
Time-ordered timestamps belonging to the same user are then associated to day dx until a timestamp equal or earlier
than the previous one is found, which triggers the start of a new day dx+1 for that user.

2https://people.cs.rutgers.edu/ dz220/data.html
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Moreover, to mitigate the temporal gaps common to CDR datasets, we apply a data completion strategy to both datasets,
as proposed in [42]. For this, records are conveniently added to complete or fill the gaps, as described next. Completion
is done only for short intervals when the devices were not used, which allows for increasing the temporal resolution of
the dataset without biasing results analysis. Specifically, we first identify three types of places for each user: home,
workplace A, and workplace B. We define as home the most frequent daily location in which the user was from 2 a.m. to
6 a.m. Similarly, workplace A and workplace B are defined as the recurrent daily locations from 10 a.m. to 11 a.m. and
2 p.m. to 4 p.m., respectively. Once each place is identified, if a record is missing during each hourly interval during the
mentioned periods, a new record is added with the most frequent location associated with each place type. By doing so,
our completion approach aims at a temporal resolution of one hour during the three completed periods.

Next, we employ a 200mx200m square tessellation based on OpenStreetMap [45] (available in Scikit-mobility [46])
to map the location coordinates (latitude and longitude) into cells, we also replaced the original coordinates to the
associated cell centroid coordinates. Ultimately, we conduct a data filtering that removes inactive users who could lead
to poor mobility behavior identification and distorted evaluation results, given their low number of records. To this end,
we first keep per user, one record for each distinct location visited in each 1h interval; then, we filter out users with less
than 10 days and 120 records, as in [23] and [25].

(a) Shanghai. (b) Shenzhen.

Figure 1: Profiling of users’ mobility behaviors per dataset.

Following the data processing, the Shanghai dataset comprises 58,471 users and 6,321 cells. Each user trajectory, on
average, consists of 181 records (156 before the completion for the same users) spread over 10 days. In contrast, the
processed Shenzhen dataset encompasses 42,266 users and 816 cells. On average, each user has 172 records (115
before completion) covering a period of 16.4 days. Thus, the two datasets exhibit very distinct properties concerning
location diversity, temporal coverage, and user population. The Shanghai dataset has greater diversity in terms of unique
locations and a larger user population. Also, mobility trajectories in Shanghai typically have more records. Yet, they
tend cover shorter time periods, compared to those in Shenzhen.

Finally, both processed datasets have the same spatial resolution (i.e., 200mx200m cells) with the associated date and
hour information. These similar spatial-temporal resolutions allow for a fair comparison and analysis between the two
datasets, limiting the diversity of data sampling distribution to better focus on heterogeneity in mobility behaviors.

4.3 User mobility profiling

To capture the human factors discussed in Section 3.1, we perform a profiling of the users in each dataset. To this end,
we apply the mobility modeling and profiling strategy described in [23, 33], yielding a powerful user characterization
according to both routine and novelty components in their daily trajectories. The strategy consists in grouping users in
the following three classes, whose temporal and spatial patterns will be analyzed in the next section:

Routiners: defines the set of users that have the routine as the most prevalent component in their daily mobility life,
though also having moments of novelty-seeking; Scouters: are users prone to explore new areas, making the novelty
the most prevalent component in their mobility pattern. Users in this profile very often break their routine while seeking
for novelty, resulting in mobility patters that are more diverse and less regular; and Regulars: have a mobility pattern
well balanced between routine and novelty moments, with no stronger predominance of one of them.

To create these profiles, we first employ the classification method described in [33], to categorize each location appearing
in a user trajectory as either an exploration (i.e., a new or rarely visited location) or a return (i.e., a regularly visited
location). The method first computes the importance of each location as the frequency of its appearance in the user’s
mobility trajectory. Once locations are classified, as in [23], two features per user are calculated: Intermittency and
Degree of Return. Intermittency measures the frequency of shifts between explorations and returns, and Degree of
Return indicates how often the user revisits a return-like location after an exploration-like one.

Computed values of Intermittency and Degree of Return are then scaled from 0 to 1 via a min-max normalization.
Finally, we cluster the users using the two normalized features. As in [23, 33], we experimented with different clustering
algorithms and variable number of clusters, using the Silhouette score [47] as metric of clustering quality. The best
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results were obtained with the k-means algorithm, which split the users into the three aforementioned groups/profiles.
Fig. 1 shows clustering results: each dot represents a user, colored according to the uncovered profile.

Insights: We observe the relationship between the profile definitions and the features (axes): Scouters and Routiners
are on opposite sides and Regulars fall between them.

4.4 Data analysis

As presented in Section 4.2, the two datasets are very diverse with respect to user population, unique locations, and time
periods. We now explore these differences by analyzing the user trajectories in each dataset using various mobility-
related features. Our characterization considers all users and users in each identified profile, aiming to highlight their
main differences and provide insights to help us understand the FL results presented in Section 5.

Our analysis relies on the following five features: (1) Regularity [26, 25] captures if an individual is prone to return to
previously visited locations; (2) Stationarity [26, 25] quantifies if an individual stays continuously in the same location;
(3) Diversity [25] measures how diverse an individual’s visitation pattern is; (4) Entropy [31] provides a complementary
view to Diversity, and builds upon the visitation frequency, the order in which the locations were visited, and the time
spent at each location; and (5) Radius of gyration [28] measures whether a user has a confined mobility pattern (smaller
values) concentrated in a specific area, or if she tends to travel longer distances (bigger values).

Regularity, Stationarity and Diversity are measured in the 0-1 scale: the closer the value is to 1, the more likely the
individual is to exhibit the described behavior. Higher values of Entropy suggest harder to predict users’ mobility.
Trajectories with high entropy tend to have greater Diversity, lower Regularity, and Stationarity.

Table 4 presents the distribution of users across the three profiles for each dataset, along with the corresponding
average numbers of records and unique locations per user trajectory. Figs. 2 and 3 show the distributions of the five
aforementioned features’ values for all users, as well as for users in each profile.

Shanghai dataset: As shown in the table, almost half of the population is dominated by users who often alternate
between routine and novelty in their mobility patterns, i.e., Regulars (49%). The remaining ones are roughly balanced
and split between Scouters (24%), who are more prone to novelty seeking, and Routiners (27%), who have a prevalent
routine component. Moreover, even though users in all three profiles tend to have a similar number of records on
average, Scouters have a much larger number of unique locations – more than twice that of Routiners.

Figs. 2a and 2b show that Routiners tend to have the highest values of Regularity and Stationarity, suggesting that these
users are not only more prone to return to previously visited places (Fig. 2a) but also tend to stay longer in the same
places (Fig. 2b). Consistently, they tend to have the lowest values of Diversity (Fig. 2c) and Entropy (Fig. 2d). Instead,
Scouters have the highest values of Diversity and Entropy (and lowest Regularity and Stationarity), characterizing them
as exploratory users with less predictable mobility trajectories. Finally, we notice that the Shanghai dataset is spatially
wide, with some users having a Radius of gyration close to 45km (Fig. 2e).

Shenzhen dataset: Unlike the Shanghai dataset, the population in the Shenzhen dataset is dominated by users more
prone to explore, i.e., Scouters (48%). Also, again, unlike in the Shanghai dataset, the number of records per user
trajectory varies greatly across the profiles, with Routiners having up to 45% more records on average than Scouters.
Regarding the number of unique locations, we find that, consistent with the observations made for the whole dataset
(Section 4.2), i.e., user trajectories in the Shenzhen dataset are much less diversified. The distributions of Regularity,
Stationarity, Diversity, and Entropy (Figs. 3a, 3b, 3c, 3d) show qualitatively similar patterns for the three profiles in the
Shenzhen dataset as observed for the Shanghai one. Finally, compared to the Shanghai dataset, the Shenzhen dataset
is much more spatially constrained (which explains the fewer number of unique locations), with Radius of gyration
always lower than 20 km (Fig. 3e).

Insights: The mobility behaviors (captured by Regularity, Stationarity, Diversity and Entropy) of Scouters, Regulars,
and Routiners are quite diverse, consistent with their definition, in both Shanghai and Shenzhen. However, the datasets
highly differ in terms of the number of unique locations visited, the radius of gyration, and the number of records per
trajectory. This discrepancy may facilitate prediction on the Shenzhen dataset, where user trajectories tend to have fewer
distinct locations and be more confined, but with increased user history (i.e., data available for training the models).
Regarding profiles, the entropy of Scouters (cf. Routiners) in both datasets is the highest (cf. lowest) among the three
profiles, which will make individual mobility prediction more (cf. less) challenging.

Finally, the results demonstrate the datasets’ diversity in spatial-temporal features and population heterogeneity, i.e., in
terms of data and human factors (cf. Section 3). These assets provide the necessary foundation for studying the impact
of mobility pattern heterogeneity on FL4iMP from a human behavior perspective. Besides, our analysis reveals the
features that contribute to population mobility behavior heterogeneity, presenting three distinct profiles of users. This
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clear differentiation among profiles and their features offers a robust basis for challenging mobility prediction and most
importantly, for interpreting the impact of mobility heterogeneity (i.e., non-IID data) on FL4iMP results.

5 Evaluation

In this section, we dive into our evaluation of the impact of the various factors introduced in Section 3 on FL4iMP.
Using the two datasets detailed in Section 4, we leverage the user profiles identified and characterized therein to capture
human and data-related factors. We begin by outlining our experimental setup and explaining how we accounted for
algorithm and architecture factors (Section 5.1). We then present our key findings, initially focusing on the human and
data-related factors (Section 5.2), and subsequently on the factors related to the FL algorithms and architecture (Section
5.3).

5.1 Experimental methodology

FL architecture: To establish a unified environment for studying all identified factors, we used Flower [35], a state-of-
the-art framework for FL. We configured Flower to distribute all users in the input dataset uniformly across all clients.
We assume all clients participate in every round, leaving the analysis of alternative strategies for future work. This
approach aims to minimize variability from diverse client selections, allowing us to focus on the number of clients (i.e.,
local models) as the primary architectural factor.

Local learning algorithms: Regarding the algorithm used to learn the local models, we chose to focus on two FL4iMP
solutions based on more traditional and less costly neural network algorithms [48]: FL-Flashback and GRU-Spatial FL
models [19]. These solutions rely on two distinct neural networks, namely RNN and GRU, respectively, as algorithm to
learn the local models. We used the implementations of both FL-Flashback and GRU-Spatial developed in Flower and
made available by the authors of [19].

Scenario Acc@1 Acc@5 Energy (W) VRAM (MB) Train (s) Test (s) Total
1-Random Scouters (6K) 0.459 ± 0.00 0.651 ± 0.00 201.5 ± 1.35 6845 ± 3 15.5 ± 0.12 36.2 ± 0.17 516.6 ± 0.89 (08m 36s)
2-Random Regulars (6K) 0.542 ± 0.00 0.731 ± 0.00 200.8 ± 0.86 6439 ± 1 15.0 ± 0.04 36.1 ± 0.07 511.4 ± 0.70 (08m 31s)
3-Random Routiners (6K) 0.628 ± 0.00 0.780 ± 0.00 200.2 ± 0.76 6402 ± 1 14.9 ± 0.09 36.2 ± 0.04 510.6 ± 0.70 (08m 30s)
4-Super Scouters (6K) 0.343 ± 0.00 0.578 ± 0.00 202.3 ± 1.03 6558 ± 2 15.6 ± 0.00 36.2 ± 0.04 517.6 ± 0.43 (08m 37s)
5-Super Routiners (6K) 0.805 ± 0.00 0.863 ± 0.00 196.5 ± 0.76 6226 ± 2 14.2 ± 0.04 36.2 ± 0.04 504.2 ± 0.66 (08m 24s)
6-Equal mix (6K) 0.534 ± 0.00 0.710 ± 0.00 200.2 ± 0.65 6766 ± 3 15.4 ± 0.11 36.2 ± 0.12 516.0 ± 0.96 (08m 36s)
7-Original mix (6K) 0.542 ± 0.00 0.724 ± 0.00 199.9 ± 1.14 6479 ± 1 14.9 ± 0.12 36.1 ± 0.10 510.0 ± 1.11 (08m 30s)

(a) Shanghai dataset (GRU-Spatial, FedAvg, 6,000 users and 4 clients).
Scenario Acc@1 Acc@5 Energy (W) VRAM (MB) Train (s) Test (s) Total
1-Random Scouters (6K) 0.504 ± 0.00 0.874 ± 0.00 181.6 ± 0.62 5663 ± 2 10.0 ± 0.04 41.1 ± 0.09 511.2 ± 1.02 (08m 31s)
2-Random Regulars (6K) 0.560 ± 0.00 0.906 ± 0.00 181.6 ± 0.82 5599 ± 2 10.5 ± 0.09 42.7 ± 0.06 532.2 ± 1.02 (08m 52s)
3-Random-Routiners (6K) 0.730 ± 0.00 0.973 ± 0.00 181.5 ± 0.59 5600 ± 1 14.9 ± 0.11 68.2 ± 0.25 831.2 ± 1.70 (13m 51s)
4-Super-Scouters (6K) 0.297 ± 0.00 0.745 ± 0.00 181.3 ± 0.92 5600 ± 1 11.2 ± 0.13 45.8 ± 0.24 570.6 ± 1.42 (09m 30s)
5-Super Routiners (6K) 0.867 ± 0.00 0.988 ± 0.00 181.3 ± 1.34 5599 ± 1 16.3 ± 0.07 64.8 ± 0.09 811.2 ± 1.02 (13m 31s)
6-Equal mix (6K) 0.619 ± 0.00 0.929 ± 0.00 180.9 ± 0.71 5665 ± 2 11.8 ± 0.12 49.9 ± 0.09 617.4 ± 0.89 (10m 17s)
7-Original mix (6K) 0.592 ± 0.00 0.917 ± 0.00 180.8 ± 1.04 5599 ± 1 11.2 ± 0.11 46.7 ± 0.18 579.6 ± 1.42 (09m 39s)

(b) Shenzhen dataset (GRU-Spatial, FedAvg, 6,000 users and 4 clients).

Table 1: Impact of the user mobility behaviors. Average results with 95% confidence intervals.

Aggregation algorithm: We consider the FedAvg [12] and the FedProx [36] aggregation strategies to build a global
model, both available in Flower. Similarly to the FedProx discussion in [36], our analysis using the two datasets showed
that the hyper-parameter µ = 1 produces the best results, while smaller values closer to 0 yield similar results to FedAvg.
Higher µ values (e.g., 1000) also produced results comparable to those for µ = 1. Thus, we set µ to 1.

Parameterization: The hyper-parameters for the FL-Flashback and GRU-Spatial local models were set following their
original configuration in [19]. Notably, the input trajectory length was set to 20. The number of epochs in the local
model and the communication rounds between clients and remote servers were set to 10 (unless otherwise noted). Batch
size, embedding size, and learning rate were set to 128, 10, and 0.001, respectively.

Hardware setup: Our experiments were executed in the following machine’s configuration: NVIDIA GPU GeForce
RTX 3090 (24,576 MB of VRAM), AMD Ryzen 5 5600X processor (6 cores / 12 threads) @ 3.7 GHz and 64 GB RAM
(4x 16 GB DDR4) @ 2133 MT/s. As previously observed [19], GPU memory (VRAM) quickly becomes a bottleneck
as the number of clients increases. Indeed, prior studies were restricted to at most 4 [19] or 10 [20] clients for their
scenarios. We were able to reach as many as 17 clients in ours.

9



A PREPRINT - NOVEMBER 8, 2024

Evaluation scenarios: To isolate and assess the impact of the studied factors as much as possible, we build several
different evaluation scenarios where all users either have the same profile (cf. Section 4.4), representing an IID data, or
have mixed profiles, representing a non-IID case. We also varied the number of clients and the number of users per
client. These scenarios will be introduced in the following sections, along with the corresponding results.

Training and test sets: For each scenario, defined by a set of users, we split the data into training and test sets as
follows. We take the initial 80% of the records of all user trajectories as training set, which is used to learn the prediction
model. The final 20% of the records of all trajectories are used as test set to evaluate it. We ran each scenario 5 times
with random initial model weights.

Evaluation metrics: Our evaluation considers metrics of both prediction effectiveness and efficiency. To assess
effectiveness, we follow prior work [11, 16, 17, 18, 19, 21, 22] and measure the number of times the correct location is
among the top-k predicted locations (for k = 1 and 5), referred to as accuracy in the top-k or Acc@k. For efficiency, we
measure the consumption of energy (in watts) and VRAM (in megabytes) used by the clients on the GPU, as well as the
training, testing, and total execution times (in seconds). While the amount of data impacts all efficiency metrics, energy
and VRAM usages are particularly sensitive to the complexity of users’ mobility behaviors (i.e., of the processed data).
We developed a Python script that measures the wattage and the used GPU VRAM every second. Efficiency metrics
are aggregated across all clients, whereas Acc@k is measured for each client and then aggregated. We report average
results computed across 5 runs along with 95% confidence intervals for all metrics.

5.2 Human and data factors

Scenario Acc@1 Acc@5 Energy (W) VRAM (MB) Train (s) Test (s) Total
8-Original mix (20K) 0.629 ± 0.00 0.916 ± 0.00 206.3 ± 0.51 6600 ± 1 52.8 ± 0.10 128.3 ± 0.17 1811.2 ± 1.61 (30m 11s)
9-Original mix (all) 0.656 ± 0.00 0.955 ± 0.00 209.2 ± 0.45 6687 ± 1 157.4 ± 0.16 374.5 ± 0.67 5319.4 ± 7.83 (1h 28m 39s)

Table 2: Impact of the user population size: average results with 95% confidence intervals. Scenarios described in Table
5. Shanghai dataset: (GRU Spatial, FedAvg, 4 clients Original mix (all) consists of 58K users).

We first focus on human and data factors, guided by the discussions in Section 4. To assess the impact of user mobility
behavior on FL4iMP, we build various scenarios as described in Table 5, sampling users from both the Shanghai and
Shenzhen datasets. To avoid overwhelming the discussion with excessive results, we concentrate on setups using
GRU-Spatial as the local algorithm and FedAvg as the aggregation algorithm, with four clients. Yet, the qualitative
conclusions remain similar across different configurations. Additionally, the input data is uniformly distributed across
all four clients. Lets first consider the scenarios in rows 1-7 of Table 5, which, to control for population size, consists of
samples of 6,000 users with diverse mobility patterns. For such scenarios, the average FL4iMP results are shown in
Tables 1a and 1b for the Shanghai and Shenzhen datasets, respectively.

Effectiveness (column 2-3): Results vary greatly across the three user profiles (rows 1-3 in the tables) and even more
for the two extreme scenarios of 4-Super Scouters (6K) and 4-Super Routiners (6K) (rows 4-5). In the Shanghai dataset,
the average Acc@1 reaches as high as 0.805 for 5-Super Routiners (6K), i.e., those with the easiest-to-predict mobility
patterns, and as low as 0.345 for the hardest-to-predict 4-Super Scouters (6K). The gap is even larger in the Shenzhen
dataset, due to an intricate combination of more extreme values of Regularity, Stationarity, and Diversity compared to
those of Shanghai (see Figs. 2-3), and a smaller number of unique locations visited (see Table 4). As argued in Section
4.4, the Shenzhen dataset is much more spatially constrained, which naturally leads to simpler mobility patterns that are
easier to learn and predict.

Indeed, the results for the two mixed scenarios (rows 6-7 of Tables 1a and 1b), which hardly reflect those for specific
profiles (especially Routiners and Scouters), illustrate how average results for a heterogeneous user population, as
reported in prior studies, can be misleading concerning the performance perceived by individual users (or user profiles).
Such results vary somewhat depending on the distribution of profiles, being lower for cases where Scouters, who
typically exhibit much more complex mobility patterns, are a smaller fraction (e.g., 6-Equal mix (6K) in Shanghai).

Efficiency (column 4-8): Most results are quite similar across all scenarios for either dataset. Exceptions are the
training, testing, and total execution times in the Shenzhen dataset, which are significantly longer for the 3-Random and
5-Super Routiners (6K) (row 3 and 5). This is due to the much larger number of records per trajectory for those users
(≈ 45% higher in Table 4). In contrast, the number of records per trajectory in Shanghai is roughly the same for all
profiles, leading to similar execution times in all phases. VRAM and energy usage are somewhat lower for 5-Super
Routiners in Shanghai, possibly due to a combination of profile simplicity in pattern prediction, fewer unique locations,
and a roughly similar number of records per user trajectory (see Table 4).

Population size: Consider the last two scenarios of Table 5, where the profile distribution is maintained as in the
original data, but the sample is increased to 20,000 users (8-Original mix (20K)) and the full dataset (9-Original mix
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(all)). Tables 2 and 7 present the results for these scenarios for both datasets. These results should be compared to those
in row 7 of Tables 1a and 1b (i.e., 7-Original mix (6k)), for which the population is kept at 6,000 users.

Since the number of clients is fixed at 4, a larger population size results in more data (i.e., user trajectories) available for
training the local models, thereby enhancing each client’s training process. We observe that the execution times naturally
increase with population size in both datasets as more data leads to more processing. Interestingly, the increases are
only marginal regarding energy and VRAM consumption, suggesting the strong correlation of these two metrics with
data complexity rather than data size. Indeed, since the profile distribution is the same in all scenarios of 2 and 7, as
well as in the last scenario of 1a and 1b, the increase of population size (from 6k, to 20k, and to 58k (Shanghai) / 42k
(Shenzhen)) does not significantly increase the complexity in learning and predicting. Still, learning benefits greatly
from more data, justifying the slight increase in energy and VRAM. When comparing the two datasets, a much higher
number of unique locations in Shanghai (see Table 4), naturally leads to more complex mobility patterns compared to
Shenzhen, what is reflected in lower energy and VRAM consumption in this latter dataset.

Take-home message: FL4iMP performance is a multi-faceted problem where the final result depends, in non trivial
ways, on the combination of human behavior and data properties. In particular it can be very sensitive to user mobility
patterns, highlighting the need to take the inherent heterogeneity of human behavior into account when analyzing
alternative solutions.

5.3 Impact of number of clients

Number of clients Acc@1 Acc@5 Energy (W) VRAM (MB) Train (s) Test (s) Total
2 clients 0.614 ± 0.00 0.864 ± 0.01 191.0 ± 0.88 3254 ± 1 18.0 ± 0.07 39.1 ± 0.19 571.2 ± 2.03 (09m 31s)
4 clients 0.542 ± 0.00 0.724 ± 0.00 199.9 ± 1.14 6479 ± 1 14.9 ± 0.12 36.1 ± 0.10 510.0 ± 1.11 (08m 30s)
10 clients 0.391 ± 0.00 0.539 ± 0.00 205.4 ± 0.28 16161 ± 3 14.1 ± 0.04 33.1 ± 0.07 473.0 ± 0.55 (07m 53s)
15 clients 0.306 ± 0.00 0.441 ± 0.00 201.6 ± 0.82 24225 ± 7 13.7 ± 0.14 37.4 ± 0.09 511.2 ± 0.35 (08m 31s)

Table 3: Impact of the number of clients: average results with 95% confidence intervals. Shanghai dataset (Scenario
7-Original mix (6K), GRU-Spatial and FedAvg).

We now assess the impact of a key architectural parameter, namely, the number of clients. To that end, we keep the
population size fixed at 6,000 users, i.e., 7-Original mix (6K) scenario (see Table 5), and use GRU-Spatial and FedAvg
as the local learning algorithm and aggregation strategy, respectively. We varied the number of clients from 2 to the
maximum possible in our setup (before running out of VRAM), which was 15 for the Shanghai and 17 for the Shenzhen
datasets, respectively. Results are shown in Tables 3 and 8 (results for 4 clients are the same as those in Table 1 for the
same scenario).

Since the population is kept fixed, increasing the number of clients results in a reduction of the amount of data available
for learning the local models. As shown, accuracy drops significantly as the number of clients increases, especially
for the Shanghai dataset, which has trajectories with more distinct locations. The reduced data available to each client
challenges the effective learning of the more complex mobility patterns.

Resource consumption naturally increases with the number of clients due to contention on the shared hardware.
Conversely, execution time, especially for local model training, decreases as the amount of data decreases. Interestingly,
we see a change of pattern from 10 to 15 clients. This occurs because, in this case, the number of CPU threads available
(12) is exceeded. The CPU is responsible for loading the data into the GPU. Thus, resource contention arises as the
number of CPU threads becomes scarce to feed all clients, leading to extra delays. Energy consumption, in turn,
reduces as the GPU may occasionally become idle, waiting for the CPU. Such idle periods also contribute to increasing
execution times.

5.4 Impact of the local algorithm

All the results discussed so far were obtained by using GRU-Spatial as the learning algorithm at the clients. We now
focus on this specific factor and compare GRU-Spatial against FL-Flashback. We consider a population of 6,000 users
and 4 clients and, once again, use FedAvg to aggregate learned local models into a global model.

As discussed in Section 2.2, these algorithms’ accuracy and training times were analyzed using LBSN datasets in [19].
The reported results suggest that in terms of accuracy, there is no clear winner. Yet, unlike GRU-Spatial, FL-Flashback
captures both temporal and spatial contexts, which requires much longer training times.

Our results are shown in Table 9. For ease of comparison, the GRU-Spatial results are repeated from Table 1, which
correspond to the same scenarios. In terms of accuracy, GRU-Spatial consistently outperforms FL-Flashback in almost
all cases. This superior performance can be attributed to the gating mechanisms within every GRU cell, which allow
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the model to learn which data in a sequence is important to retain and which data should be discarded or ignored [49].
However, the performance gap between the algorithms varies depending on the complexity of the mobility profiles in
the input data. For example, for the 4-Super Scouters (6K) scenario, which consists of users with the harder-to-predict
profile, the improvements in Acc@1 are around 20% and 29% for the Shanghai and Shenzhen datasets, respectively. For
the simpler 5-Super Routiners (6K) scenario, GRU-Spatial yields a 94% improvement in Acc@1 over FL-Flashback in
Shanghai. The only case where both algorithms deliver similar performance (with a slight advantage to FL-Flashback)
is the 5-Super Routiners (6K) in the Shenzhen dataset. Users in this scenario exhibit very simple (i.e., easy-to-predict)
mobility trajectories, which are much easier than the same profile in Shanghai. Indeed, the 5-Super Routiners (6K)
scenario in Shenzhen has only 540 distinct locations, compared to 3,919 in Shanghai. This suggests that the Shenzhen
sample has much more redundancy, making it easier for both algorithms to perform reasonably well.

Regarding training times, our results agree with those reported in [19]: GRU-Spatial has much faster training times,
being also 5-times smaller (i.e., having about 5-times less trainable parameters) than Flashback model. Interestingly,
despite having more parameters, we observe that FL-Flashback consistently consumes less energy and VRAM compared
to GRU-Spatial. The reason for this lower resource usage might be due to the differences in how the two models handle
computational resources. Flashback, although having more parameters, appears to be designed in a way that is more
computationally efficient, possibly optimizing its operations to reduce resource usage. In contrast, GRU-Spatial, with
its efficient architecture and specialized gating mechanisms, lead to higher computational demands to manage and
process the data. These gating mechanisms allow GRU-Spatial to effectively learn which parts of the input data are
important, improving prediction accuracy. However, this process is computationally intensive, leading to higher energy
consumption and VRAM usage during training and inference. Thus, while GRU-Spatial is more accurate and fast, the
trade-off is higher in resource consumption compared to Flashback.

Take-home message: Our results on the impact of the number of clients and the learning algorithm agree with prior
work on a qualitative level. Yet, we here show, once again, the need to investigate FL4iMP performance separately
for diverse mobility profiles, as performance gaps exhibit striking differences. Whereas for some mobility profiles,
changing the learning algorithm has a strong impact (e.g., 5-Super Routiners (6K) in Shanghai), in scenarios of more
complex patterns, the impact is more modest (e.g., 4-Super Scouters (6K) in both datasets). In cases of very simple
mobility patterns, the impact may be marginal (e.g., Super Routiners in Shenzhen). Yet, the resource usage results of
the two learning algorithms suggest that there is a balance between achieving high prediction accuracy and the amount
of computational resources required, which is an important consideration for practical applications.

5.5 Impact of data distribution across clients

We here evaluate IID vs. non-IID users distributions across a variety of scenarios. Table 6 presents each scenario
evaluated. Each scenario contains 6,000 users, distributed across 3 clients. The scenario 10-Mixed IID (6K) contains a
mix of profiled users (about 30%-37% Scouters and 32%-35% Routiners) on each client, representing the traditional
approach of combining users with distinct patterns in the same client [19, 20]. In the 11-Mixed non-IID (6K) scenario,
the exact same users of the previous scenario are now divided between clients given their mobility profile, where:
Client 1 has 2,000 (Super) Scouters with the highest values of entropy; Client 2 has 2,000 Random Regulars randomly
selected from the 6,000 in table 5; and Client 3 has 2,000 (Super) Routiners with the lowest values of entropy. Next, the
scenarios 12-Only Scouters IID (6K) and 13-Only Routiners IID (6K), are IID scenarios with only Scouters or Routiners,
divided by their entropy. Table 10 reports accuracy results on the scenarios 10-Mixed IID (6K) and 11-Mixed non-IID
(6K), with GRU-Spatial and both FedAvg and FedProx.

Combining users with different mobility profiles (10-Mixed IID (6K)) leads to misleading accuracy results that are not
aligned with the entropy results of profiles shown in Figs. 2 and 3 for the two datasets. Super Scouters, for instance,
reach the highest entropy in both datasets, indicating how troublesome their predictability is, i.e., how difficult it is to
correctly predict their location visits compared to Super Routiners users. However, the 10-Mixed-IID (6K) scenario
hides the natural prediction uncertainty of Super Scouters’s mobility by reporting average Acc@1 values that are higher
than 0.572 in both datasets and equal to mixed users from Super Routiners or Regulars profiles. This occurs because
combining users and simply reporting the resulting average neglects the hard/easy predictability of each user. In the
11-Mixed non-IID (6K) scenario, we notice the discrepancy between the hardest to predict Super Scouters (2K) users of
Client 1 (i.e., with Acc@1 of 0.221) and the easiest to predict Super Routiners (2K) users of client 3 (i.e., with Acc@1
of 0.763). This discrepancy ultimately reduces the resulting average Acc@1 to 0.519, highlighting the performance
obfuscation across clients of the 10-Mixed IID (6K) scenario. Furthermore, we notice that FedProx produced slightly
better results for most non-IID clients than FedAvg, due to its regularization described in Section 3.3.

Next, we separately compare scenarios with either Super Scouters or Super Routiners users. Our goal is to asses if
combining similar mobility patterns across clients can improve accuracy or convergence speed. Fig. 4 presents how
such Super users perform in scenarios having mixed profiled users (i.e., Clients 1 and 3 of 11-Mixed non-IID (6K)
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scenario) compared to scenarios only having similar profiles (i.e., Client 1 in 12-Only Scouters IID (6K) or in 13-Only
Routiners IID (6K)). As depicted, separating clients by profile produce better results, i.e., faster convergence, specially
for clients harder to predict, i.e., Scouters. In results not reported here for lack of space, we observe Acc@1 values of
Light, Moderate, and Super Scouters in the 12-Only Scouters IID (6K) scenario that are higher than the one of Super
Scouters in the (10-Mixed non-IID (6K)) scenario. This results correlates with the aggregation algorithm, that can
generate a global model more helpful for the clients having closer mobility patterns.

Take-home message: Mixed users distribution across clients significantly impact the performance of FL4iMP models,
even when the same number of users per client is considered. As shown, mixing users of dissimilar mobility patterns in
the same clients obscure performance differences that emerge for users with diverse mobility profiles (i.e., the Mixed
IID case), and separating them by their patterns (i.e., the Mixed non-IID case) highlights the hidden heterogeneity.
Finally, combining users with similar behaviours (i.e., the Only case) facilitates the aggregation process, leading to
better results, specially for harder to predict users.

6 Conclusions

In this work, we explored the non-triviality of FL4iMP and how it is impacted by a range of factors. While FL4iMP
literature primarily focus on aggregated results and tackle mobility heterogeneity indirectly from a data and model
perspective, we offered a broader investigation on how FL4iMP performs on users with diverse mobility profiles,
tackling the heterogeneity problem directly from a human mobility behavior perspective. Our results showed that
FL4iMP performance is a multi-faceted problem that depends on the combination of human behavior and data properties,
being very sensitive to diversity in mobility pattern, and requiring from learning algorithms’ design, a balance between
accuracy and computational resources. We highlight the fact that disregarding the pinpointed factors impacting FL4iMP,
leads to poor and misleading performance results, obfuscating differences that emerge for users with different mobility
patterns. Our findings recommend combining users with similar behaviors to easier aggregation process, improve
performance, and resources usability. Future work include new and adaptive FL4iMP models, e.g.: solutions that adopt
complex models for hard-to-predict users and a simplistic models for the simplest ones, coupled with an architecture
with the number of global servers equalling the profiles.
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A Appendix

Shanghai dataset Shenzhen dataset
Mobility profile # users # records # unique locations # users #records # unique locations

Scouters 13,728 (24%) 179.23 ± 0.07 19.21 ± 0.14 20,447 (48%) 153.95 ± 0.45 8.89 ± 0.10
Regulars 28,679 (49%) 181.36 ± 0.05 11.38 ± 0.07 11,716 (28%) 159.39 ± 1.12 8.17 ± 0.14
Routiners 16,064 (27%) 182.84 ± 0.07 8.72 ± 0.09 10,103 (24%) 223.33 ± 1.23 5.56 ± 0.09

Table 4: Average number of users, records, and unique locations per profile for the two datasets.
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Figure 2: Mobility behavior features’ analysis for the Shanghai dataset.
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Figure 3: Mobility behavior features’ analysis for the Shenzhen dataset.
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Scenario Description
1-Random Scouters (6K) 6,000 users randomly selected from all Scouters.
2-Random Regulars (6K) 6,000 users randomly selected from all Regulars.
3-Random Routiners (6K) 6,000 users randomly selected from all Routiners.
4-Super-Scouters (6K) 6,000 users with the highest values of entropy, being those with the hardest to predict mobility patterns.
5-Super-Routiners (6K) 6,000 users with lowest entropy (easiest to predict).
6-Equal mix (6K) 6,000 users, with 2,000 randomly sampled from each profile.
7-Original mix (6K) 6,000 users randomly sampled with the distribution of user profiles kept the same as in the original data.
8-Original mix (20K) 20K users randomly sampled with the distribution of user profiles kept the same as in the original data.
9-Original mix (all) Full original dataset.

Table 5: Scenarios for human and data factors’ analysis. Profile distributions of Scenarios 7-9: For Shanghai: 24%
Scouters, 49% Regulars and 27% Routiners. For Shenzhen: 48% Scouters, 28% Regulars and 24% Routiners.

Scenario Client 1 (2K) Client 2 (2K) Client 3 (2K)

10-Mixed IID (6K) Mixed
(Super Scts./Random Regs./Super Rots.)

Mixed
(Super Scts./Random Regs./Super Rots.)

Mixed
(Super Scts./Random Regs./Super Rots.)

11-Mixed non-IID (6K) Super Scouters (2K)
(top 2K in entropy)

Random Regulars
(2K Regulars)

Super Routiners (2K)
(bottom 2K in entropy)

12-Only Scouters IID (6K) Super Scouters
(top 2K in entropy)

Moderate Scouters (2K)
(top 2K to 4K in entropy)

Light Scouters
(top 4K to 6K in entropy)

13-Only Routiners IID (6K) Super Routiners
(bottom 2K in entropy)

Moderate Routiners
(bottom 2K to 4K in entropy)

Light Routiners
(bottom 4K to 6K in entropy)

Table 6: Scenarios to analyze IID and non-IID data across clients.

Scenario Acc@1 Acc@5 Energy (W) VRAM (MB) Train (s) Test (s) Total
8-Original mix (20K) 0.601 ± 0.00 0.939 ± 0.00 185.0 ± 0.66 5609 ± 1 37.8 ± 0.13 162.6 ± 0.16 2004.6 ± 1.89 (33m 24s)
9-Original mix (all) 0.607 ± 0.00 0.942 ± 0.00 185.0 ± 0.67 5672 ± 1 80.9 ± 0.23 347.7 ± 0.87 4286.4 ± 8.03 (1h 11m 26s)

Table 7: Impact of the user population size: average results with 95% confidence intervals. Scenarios described in Table
5. Shenzhen dataset (GRU Spatial, FedAvg, 4 clients, Original mix (all) consists of 42K users).

Number of clients Acc@1 Acc@5 Energy (W) VRAM (MB) Train (s) Test (s) Total
2 clients 0.593 ± 0.00 0.935 ± 0.00 172.3 ± 1.11 2812 ± 1 16.8 ± 0.12 49.7 ± 0.10 665.4 ± 1.80 (11m 05s)
4 clients 0.592 ± 0.00 0.917 ± 0.00 180.8 ± 1.04 5599 ± 1 11.2 ± 0.11 46.7 ± 0.18 579.6 ± 1.42 (09m 39s)
10 clients 0.584 ± 0.00 0.843 ± 0.00 183.7 ± 0.83 13964 ± 4 9.6 ± 0.04 46.4 ± 0.04 559.8 ± 0.35 (09m 19s)
15 clients 0.570 ± 0.00 0.813 ± 0.00 182.5 ± 1.07 20931 ± 3 10.6 ± 0.09 45.0 ± 0.07 555.2 ± 0.66 (09m 15s)
17 clients 0.563 ± 0.00 0.802 ± 0.00 181.2 ± 0.44 23714 ± 1 10.9 ± 0.14 46.1 ± 0.14 571.2 ± 0.66 (09m 31s)

Table 8: Impact of the number of clients: average results with 95% confidence intervals. Shenzhen dataset (Scenario
7-Original mix (6K), GRU-Spatial and FedAvg).

Scenario Local algorithm Acc@1 Acc@5 Energy (W) VRAM (MB) Train (s) Test (s) Total

4-Super Scouters (6K) FL-Flashback 0.266 ± 0.00 0.453 ± 0.00 178.5 ± 0.88 6249 ± 1 76.0 ± 0.37 37.6 ± 0.09 1136.0 ± 4.00 (18m 56s)
GRU-Spatial 0.343 ± 0.00 0.578 ± 0.00 202.3 ± 1.03 6558 ± 2 15.6 ± 0.00 36.2 ± 0.04 517.6 ± 0.43 (08m 37s)

5-Super Routiners (6K) FL-Flashback 0.415 ± 0.00 0.607 ± 0.00 176.3 ± 1.30 5991 ± 2 76.3 ± 0.16 37.4 ± 0.12 1137.0 ± 1.47 (18m 57s)
GRU-Spatial 0.805 ± 0.00 0.863 ± 0.00 196.5 ± 0.76 6226 ± 2 14.2 ± 0.04 36.2 ± 0.04 504.2 ± 0.66 (08m 24s)

(a) Shanghai dataset (FedAvg and 4 clients).
Scenario Local algorithm Acc@1 Acc@5 Energy (W) VRAM (MB) Train (s) Test (s) Total

4-Super Scouters (6K) FL-Flashback 0.246 ± 0.00 0.564 ± 0.00 172.2 ± 1.04 5506 ± 0 69.0 ± 0.40 47.8 ± 0.13 1167.6 ± 4.06 (19m 27s)
GRU-Spatial 0.297 ± 0.00 0.745 ± 0.00 181.3 ± 0.92 5600 ± 1 11.2 ± 0.13 45.8 ± 0.24 570.6 ± 1.42 (09m 30s)

5-Super Routiners (6K) FL-Flashback 0.872 ± 0.00 0.951 ± 0.00 171.4 ± 0.50 5505 ± 1 100.1 ± 0.38 67.6 ± 0.04 1676.8 ± 4.09 (27m 56s)
GRU-Spatial 0.867 ± 0.00 0.988 ± 0.00 181.3 ± 1.34 5599 ± 1 16.3 ± 0.07 64.8 ± 0.09 811.2 ± 1.02 (13m 31s)

(b) Shenzhen dataset (FedAvg and 4 clients).

Table 9: Impact of the local algorithm: average results with 95% confidence intervals.
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Figure 4: Impact of data distribution on Acc@1 and convergence in scenarios of Table 6. FedAvg (Solid line). FedProx
(Dashed).
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Dataset Shanghai Shenzhen
Scenario 10-Mixed IID 11-Mixed non-IID 10-Mixed IID 11-Mixed non-IID

Client Acc@1 Acc@5 Acc@1 Acc@5 Acc@1 Acc@5 Acc@1 Acc@5
1 0.586 ± 0.01 0.764 ± 0.00 0.221 ± 0.01 0.443 ± 0.01 0.631 ± 0.00 0.865 ± 0.00 0.213 ± 0.00 0.579 ± 0.00
2 0.572 ± 0.00 0.753 ± 0.01 0.540 ± 0.01 0.764 ± 0.01 0.636 ± 0.00 0.861 ± 0.00 0.549 ± 0.00 0.905 ± 0.00
3 0.591 ± 0.00 0.763 ± 0.00 0.797 ± 0.01 0.886 ± 0.01 0.603 ± 0.00 0.836 ± 0.00 0.986 ± 0.00 0.999 ± 0.00

Avg. 0.583 ± 0.00 0.760 ± 0.00 0.519 ± 0.01 0.698 ± 0.01 0.623 ± 0.00 0.854 ± 0.00 0.583 ± 0.00 0.828 ± 0.00

(a) FedAvg, GRU-Spatial, 6,000 users and 4 clients.
Dataset Shanghai Shenzhen

Scenario 10-Mixed IID 11-Mixed non-IID 10-Mixed IID 11-Mixed non-IID
Client Acc@1 Acc@5 Acc@1 Acc@5 Acc@1 Acc@5 Acc@1 Acc@5

1 0.583 ± 0.01 0.764 ± 0.00 0.226 ± 0.00 0.446 ± 0.00 0.631 ± 0.00 0.865 ± 0.00 0.211 ± 0.00 0.576 ± 0.00
2 0.573 ± 0.01 0.750 ± 0.00 0.541 ± 0.00 0.768 ± 0.01 0.636 ± 0.00 0.861 ± 0.00 0.550 ± 0.00 0.904 ± 0.00
3 0.589 ± 0.00 0.760 ± 0.01 0.806 ± 0.00 0.889 ± 0.00 0.604 ± 0.00 0.836 ± 0.00 0.987 ± 0.00 0.999 ± 0.00

Avg. 0.581 ± 0.00 0.758 ± 0.00 0.524 ± 0.00 0.701 ± 0.00 0.624 ± 0.00 0.854 ± 0.00 0.582 ± 0.00 0.826 ± 0.00

(b) FedProx, GRU-Spatial, 6,000 users and 4 clients.

Table 10: Impact of data distribution on accuracy results (with 95% confidence intervals) in scenarios of Table 6.
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