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Abstract

Observation and identification are crucially important for the practical use of compartmental models in epidemiology. Typically, the state
and parameters of the epidemic model are evaluated based on the number of infected individuals (prevalence) or the newly infected cases
per time unit (incidence). However, when reinfections are possible, additional data such as the number of primary infections are retrievable.
In this note, we investigate whether measuring the number of primary infections can improve estimation. To do so, we present several
nonlinear adaptive observers for a simple infection model with waning immunity and subsequent reinfections. We then prove the practical
asymptotic stability of the estimation errors using the Lyapunov function method. Finally, we illustrate the efficacy of the observers via
simulations.

Key words: Adaptive estimation; SIS model; Lyapunov method; Mathematical epidemiology

1 Introduction

Compartmental models are popular and well-studied tools
for modeling epidemic processes. Researchers in mathemati-
cal epidemiology are usually interested in analyzing and sim-
ulating these epidemic processes. However, practical studies
of epidemics require knowledge about the existence of reli-
able parameter estimates. On the other hand, the state esti-
mation of epidemiological systems is crucial for the surveil-
lance and control of epidemics. Therefore, the inverse prob-
lem of estimating states and parameters remains essential for
understanding and supervising the dynamics of epidemics.

Although identification and observation are well-studied is-
sues in many fields, this is still not the case in mathemati-
cal epidemiology, where only a small amount of literature
is available. Among them, most are only interested in the
parameter identification of epidemic models, even though
state estimation is equally significant for understanding and
monitoring epidemic processes. Nevertheless, an interested
reader may refer, for example, to [12, 5] for recent works
about observer design of generic epidemiological model,
but also [1, 3] for observer design with set-based approach.
The typical difficulty or feature of estimation/identification
problems for epidemiological models is the lack of observ-
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ability/identifiability in the vicinity of the equilibria, which
attracts system behavior.

In the present paper, we focus on the joint estimation of the
state and parameters of a susceptible-infected-susceptible
(SIS) epidemic model counting primary infections. The
usual approach for estimating states and parameters is based
on the measurement of prevalence (the number of infected
individuals) or incidence (the number of newly infected
cases), see [4, 17]. However, in case of an epidemic with
reinfections, other data of interest may be available, such as
the number of primary infections. Our main interest here is
to see if the additional measurement of primary infections,
a data rarely considered but available, could improve the
observation and identification of epidemiological systems
with reinfections. The model has been analyzed in [7, 6],
where, in particular, the algebraic observability and identifi-
ability were derived under the condition that the total num-
ber of infected as well as the number of primary infected
are available. Moreover, a class of non-linear observers for
the system is presented in [8] where the stability is deduced
using both copositive and Lur’e-type Lyapunov functions
and techniques based on linear matrix inequalities (LMI).
In a third paper [9], we explored the adaptive estimation
of the SIS model in the case where some parameters are
unknown and derived an adaptive observer that relies on
output differential algebraic relations. However, this method
requires an estimation of the output derivatives, which may
be hardly retrievable.
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The present paper proposes to overcome this issue with a
new method for designing an adaptive observer independent
of output derivatives. In Section 2, we recall the studied SIS
model and its identifiability and observability properties be-
fore transforming the model into a suitable form for adaptive
observer design. Some stability notions from the literature
are recalled in Section 3, which are used in the subsequent
analysis. After that, the adaptive observers and the related
results are presented in sections 4 and 5 for cases where the
entire or a portion of the infected and primary infected are
measured, respectively.

1.1 Notation

• The sets of real and non-negative real numbers are denoted
by R and R+, respectively.

• The Euclidean norm for a vector x∈ Rn is denoted by |x|.
• For a Lebesgue measurable function of time d : K → Rm

define theL∞-norm ∥d∥∞ = ess supt∈K|d(t)|. We further
denote the space of functions d with ∥d∥∞ < +∞ as
L∞(K), the dimension m is omitted for simplicity and
depends on the context.

• The definitions of classes of comparison functions K,
K∞, and KL are standard and can be found in [16].

2 The model

2.1 A SIS model with primary infections

The studied SIS model at first introduced in [7, 8] has the
following state-space representation:

Ṡ = µ−βSI−µS+γI, İ = βSI− (µ+γ)I,
Ṡ1 = µ−βS1I−µS1, İ1 = βS1I− (µ+γ)I1,

y = αI, y1 = αI1,

(1a)

(1b)
(1c)

where the four state variables (S(t), I(t), S1(t), I1(t)) ∈
[0,1]4, t ∈ R+, represent the proportions of susceptible, in-
fected, never infected susceptible and primary infected indi-
viduals, respectively; the coefficients µ, β, γ > 0 are the nat-
ural mortality rate, the contact rate, and the recovery rate; the
output y ∈ [0,1]2 provides the measurement of a given por-
tion α ∈ (0,1] of the infected individuals and of the primary
infected individuals. We assume that this portion, which cor-
responds to the infected individuals detected by the Public
health system (e.g., the symptomatic cases), is identical for
the primary and global infected populations. The formula
(1a) shows that the total population is constant; it has been
normalized to 1: S+ I ≡ 1 so that the system (1) may be
reduced to a 3-dimensional model.

In the mathematical epidemiology community, the first stage
(1a) of the system (1) is known as the classical SIS model
with vital dynamics ([10]). The novelty of system (1) is
the addition of equations (1b) modelling the dynamics of
primary infections in a cascade connection to (1a). This

operation may be extended to obtain an infinite-dimensional
system that also provides the number of infections already
come through by the members of the population. One refers
to [7, 6] for an analysis of the resulting infinite system in
the more complex SEIRS model setting.

The basic reproduction number of this system is

R0 := β

µ+γ
,

which is assumed to be greater than 1 so that convergence
to the (unique, positive, globally asymptotically stable) en-
demic equilibrium occurs in the case when the disease is
present.

Theorem 1 Assume that (S(0),S1(0), I1(0)) ∈ [0,1]3,
S(0)+ I(0) = 1, I(0)> 0 and

R0 > 1.

System (1) has a unique endemic equilibrium

xE := (R−1
0 ,1−R−1

0 ,
µ

β−γ
,
β−γ−µ

β−γ

µ

γ+µ
),

which is globally asymptotically stable.

The proof of global stability of the endemic equilibrium
(R−1

0 ,1−R−1
0 ) for equations (1a) is contained in [11]. The

rest may be deduced by taking advantage of the cascade
structure and using arguments similar to [6].

2.2 Identifiability and observability of the SIS model

The algebraic identifiability and observability of the SIS
model (1) was investigated in [7], [6]. In particular, it is
shown that the system with states S,I and output y = αI is
neither identifiable nor observable in case where α,β,γ are
unknown (the mortality rate µ can be assumed to be avail-
able, since it can be easily estimated separately). However,
when the additional states S1, I1 and the output y1 = αI1
are included, the system is observable and identifiable.

Theorem 2 Assume that β,γ,α are unknown, and the mea-
surement y is available with ẏ ̸= 0. Then system (1a) with
states (S,I) and output y is neither observable nor identifi-
able. Additionally, if y1 is also available, then system (1) is
both observable and identifiable.

The proof of Theorem 1 is included in Appendix A. Theo-
rem 2 underlines the interest of measuring the primary in-
fections from the point of view of identification and obser-
vation of reinfection models, which is the main motivation
of the present paper.
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2.3 State-space representation for adaptive observer de-
sign

For the design of the adaptive observer, we introduce the
change of variables:

z = S+ I, s1 = ln(S1), y = αI, y1 = αI1.

Therefore, (1) may be rewritten in the equivalent form:

ż = µ−µz,

ṡ1 = −µ− β

α
y+µe−s1 ,

ẏ = βy− β

α
y2 −y(µ+γ),

ẏ1 = −µy1 −γy1 +es1βy.

(2)

As the total normalized population z is constant and equal
to 1, the dynamics of the state z can be disregarded in the
rest of the paper.

3 Stability notions

For the stability analysis of non-linear observers, the theory
of input-to-state stability (ISS) is a popular framework. In
particular, as our objective is to reduce some specific esti-
mation errors of the observer, we will introduce the closely
related notions of input-to-output stability (IOS), consider-
ing only the components of estimation errors that should be
minimized as outputs. We recall in this section the defini-
tion of IOS and its characterization by Lyapunov functions
(see [15], [16]). To this end, consider the system

ẋ(t) = f(x(t),u(t)), y(t) = h(x(t)), (3)

with state x(t) ∈ Rn, input u ∈ L∞(R+) and output y(t) ∈
Rp. The functions f : Rn × Rm → Rn, h : Rn → Rp are
assumed to be continuously differentiable and the system
(3) is assumed to be forward complete, i.e., for every initial
condition x(0) and every input signal u, the corresponding
solution is defined for all t≥ 0.

Definition 3 The system (3) is called input-to-output stable
(IOS) if there exist functions κ∈KL and λ∈K∞ such that

|y(t)| ≤ κ(|x(0)|, t)+λ(∥u∥∞),

for all t≥ 0, x(0) ∈ Rn and u ∈ L∞(R+).

The following definitions and result provide a characteriza-
tion of an IOS system by a Lyapunov-like function:

Definition 4 A smooth function V : Rn → R+ is called an
IOS-Lyapunov function of (3) if there exist functions α1,
α2 ∈ K∞, χ ∈ K and α3 ∈ KL, such that

α1(|h(x)|) ≤ V (x) ≤ α2(|x|), ∀x ∈ Rn

and for all x ∈ Rn and u ∈ Rm it holds:

V (x) ≥ χ(|u|) =⇒ ∇V (x) ·f(x,u)<−α3(V (x), |x|).

Definition 5 The system (3) is uniformly bounded input
bounded state stable (UBIBS) if there exists σ ∈ K such that
the following estimate holds for all x(0) ∈ Rn,u∈L∞(R+)
and t≥ 0:

|x(t)| ≤ σ (max{|x(0)|,∥u∥∞}) .

Theorem 6 ([16]) Assume the system (3) is UBIBS. The sys-
tem is IOS if and only if it admits an IOS-Lyapunov function.

4 Adaptive observation with complete measurements

In this section, we design an adaptive observer for the sys-
tem (2) where the entire infected and primary infected pop-
ulations are measured at each time. Hence, α is assumed to
be equal to 1, and the equations of (2) are simplified:

ṡ1 = −µ−βy+µe−s1 ,

ẏ = βy(1−y)−y(µ+γ),
ẏ1 = −µy1 −γy1 +es1βy.

(4)

As µ is known and y and y1 are outputs, our goal is to es-
timate the remaining state s1 and coefficients β, γ. Our ob-
server design strategy has two steps. First, we estimate the
unmeasured state component s1 based on auxiliary dummy
identification of the uncertain parameters. Second, assum-
ing that s1 is properly reconstructed, the estimates of the
parameters are derived.

4.1 Observer for s1

We define the estimates ŝ1, β̂, γ̂ of s1,β,γ as follows:

ŝ1 = ξŝ1 +kŝ1y1,

β̂ = ξβ̂ +kβ̂ ln(y), γ̂ = ξγ̂ −kγ̂ ln(y), (5)

where kŝ1 , kβ̂ , kγ̂ > 0 are tuning parameters and ξŝ1 , ξβ̂ , ξγ̂
are auxiliary variables whose adaptive laws will be defined
below in (6). The idea of mixing the states of the observer
and the observed system (5) in the parameter estimate is
similar to the Immersion & Invariance approach ([2]). To
clarify the method, we will first introduce the approxima-
tions ŷ, ŷ1, which imitate the dynamics of y, y1:

˙̂y = β̂y(1−y)−y(µ+ γ̂),
˙̂y1 = eŝ1 β̂y− (γ̂+µ)y1.

If we consider the errors ρ1 := y− ŷ and ρ2 := y1 − ŷ1, the
dynamics are given by

ρ̇1 = θβ̂y−θβ̂y
2 −θγ̂y,

ρ̇2 = −θγ̂y1 +(es1 −eŝ1)β̂y+es1θβ̂y,
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where θβ̂ := β− β̂, θγ̂ := γ− γ̂ are parameters estimation
errors. Thus, from the derivatives of ρ1 and ρ2 we obtain
terms depending on the errors θβ̂ , θγ̂ , es1 −eŝ1 which should

be put into the adaptive law of ŝ1, β̂, γ as negative feedbacks.
This was implemented in the previous paper [9] under the
assumption that the output derivatives ẏ, ẏ1 are estimated
using differentiators and put directly into the adaptive law.
However, estimating derivatives may be unreliable in the
noisy setting with low sampling of measurements, so we
construct instead the estimates in the form (5) to remove
the necessity of estimating ẏ, ẏ1. Therefore, if we define the
dynamics of ξŝ1 , ξβ̂ , and ξγ̂ as:

ξ̇ŝ1 = −µ− β̂y+µe−ŝ1 −kŝ1(eŝ1 β̂y− (γ̂+µ)y1),
ξ̇β̂ = −kβ̂(β̂(1−y)− γ̂−µ),

ξ̇γ̂ = kγ̂(β̂(1−y)− γ̂−µ),

(6)

the dynamics of the errors θβ̂ , θγ̂ and θŝ1 := s1 − ŝ1 become:

θ̇ŝ1 = µ(e−s1 −e−ŝ1)−yθβ̂ −kŝ1 [β̂y(es1 −eŝ1)
+es1yθβ̂ −y1θγ̂ ],

θ̇β̂ = −kβ̂ [(1−y)θβ̂ −θγ̂ ],
θ̇γ̂ = kγ̂ [(1−y)θβ̂ −θγ̂ ].

(7a)

(7b)

(7c)

The stability of the errors is checked in the following sub-
section.

4.2 IOS stability through Lyapunov function

Consider first a weighted parameter error norm:

V1 := |θβ̂ |+
kβ̂
kγ̂

|θγ̂ |.

Along the trajectories of the system (2)-(6), the derivative
of V1 is

V̇1 =−kβ̂ [|θβ̂ |(1−y)− sgn(θγ̂)θβ̂(1−y)+ |θγ̂ |
− sgn(θβ̂)θγ̂ ] ≤ 0.

Therefore, the observer has a non-increasing parameters er-
ror norm. Consider also,

V2 := |θŝ1 |,

then

V̇2 = −µ|e−s1 −e−ŝ1 |−y sgn(θŝ1)θβ̂
−kŝ1 sgn(θŝ1)[β̂y(es1 −eŝ1)+es1yθβ̂ −y1θγ̂ ]

≤ −µ|e−s1 −e−ŝ1 |−kŝ1 β̂y|es1 −eŝ1 |+kŝ1 |θγ̂ |y1
+(1+kŝ1e

s1)|θβ̂ |y

≤ −µ|e−s1 −e−ŝ1 |−kŝ1 β̂y|es1 −eŝ1 |
+(1+kŝ1e

s1)V1y+kŝ1kγ̂k
−1
β̂
V1y1. (8)

Clearly, under the additional assumption that β̂ has a positive
lower bound, V2 is an IOS-Lyapunov function from the input
V1 ≤ V1(0) (measuring the errors of the initial parametric
guess) to the output θŝ1 . Moreover, we notice that the subsys-
tem (7b)-(7c) is a cooperative system, i.e., the Jacobian has
non-negative off-diagonal entries, it is then component-wise
order-preserving, and in particular the errors θβ̂ , θγ̂ remains
non-positive if the initial conditions θβ̂(0), θγ̂(0) are non-

positive, i.e., β̂(0) ≥ β, γ̂(0) ≥ γ. In this case, β̂ ≥ β > 0,
and the assumption above is satisfied.

Finally, the UBIBS property of (4)-(7) may be easily derived
from the global stability property of the system (2) in addi-
tion to the fact that V1 is non-increasing, and V2 also has a
negative derivative outside a region containing 0, which size
depends on V1(0).

Therefore, we proved the following result:

Theorem 7 For any kŝ1 ,kβ̂ ,kγ̂ > 0 and β̂(0)>β, γ̂(0)>γ,
the system (4) coupled with the adaptive observer (5), (6)
is input-to-output stable with input V1(0) (measure of the
initial parametric estimation gap) and output θŝ1 .

4.3 Estimating β and γ from the measure of s1

For the previous observer, the simulations in Section 6 be-
low show excellent accuracy for estimating s1 at the disease
outbreak. This leads us to construct a simple asymptotic es-
timator of β, γ assuming that s1 is an additional accessible
quantity (for implementation, s1 will be replaced by its es-
timated value ŝ1 from (5)):

β̌ = ξβ̌ −kβ̌s1, γ̌ = ξγ̌ −kγ̌ ln(y), (9)

where ξβ̌ , ξγ̌ are auxiliary variables whose dynamics are
defined by

ξ̇β̌ = kβ̌(µ(e−s1 −1)− β̌y),

ξ̇γ̌ = kγ̌(β̌(1−y)− γ̌−µ).
(10)

Consider now the errors

θβ̌ = β− β̌, θγ̌ = γ− γ̌,
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whose dynamics can be written as follows:

θ̇β̌ = −kβ̌yθβ̌ ,
θ̇γ̌ = −kγ̌(θγ̌ −θβ̌(1−y)).

(11)

Taking now the candidate Lyapunov function

V3 := |θβ̌ |+ b|θγ̌ |,

we obtain the estimate:

V̇3 ≤ −(kβ̌ − b)|θβ̌ |y− bkγ̌ |θγ̌ |,

taking b < kβ̌ , this proves that the estimator (9), (10) con-
verges exponentially (the output y is separated from zero
approaching the endemic equilibrium).

Theorem 8 Let kβ̌ ,kγ̌ > 0. The adaptive observer (9), (10)
converges exponentially to β,γ.

In particular, if we take the imperfect estimation ŝ1 instead of
s1, the estimators are IOS-stable with input θŝ1 and outputs
θβ̌ and θγ̌ . Then cascade connection of two IOS systems is
again IOS (see [14]).

Corollary 9 Let kŝ1 ,kβ̂ ,kγ̂ ,kβ̌ ,kγ̌ > 0. The cascade con-
nection of systems (4)-(5)-(6)-(9)-(10) is input-to-output sta-
ble with input V1(0) and output θŝ1 ,θβ̌ ,θγ̌ .

5 Adaptive observation with unknown measured pro-
portion

In this section, we examine the case where an unknown pro-
portion α of infected and primary infected is measured. De-
noting α−1 = ζ, we rewrite again the system (2) excluding
the dynamics of z.

ṡ1 = −µ−βζy+µe−s1 ,

ẏ = βy−βζy2 − (γ+µ)y,
ẏ1 = −(γ+µ)y1 +es1βy.

(12)

The additional unknown parameter α governing the outputs
y,y1 renders the estimation problem more delicate and non-
linearly parameterized. For the adaptive observer design, we
will adapt the same two-step strategy employed for the case
with complete measurements in section 4.

5.1 Adaptive observer for s1

As in subsection 4.1, the main objective in this subsection
is to derive an adaptive observer that, in particular, delivers
an accurate estimation of s1.

We introduce the estimates ŝ1, γ̂, ζ̂ in the form:

ŝ1 = ξŝ1 +kŝ1y1, γ̂ = ξγ̂ −kγ̂ lny,
ζ̂ = ξ3 −kζ̂ lny. (13)

Additionally, in light of the inequality upper bounding V̇2 in
(8), it would be needed for the proof of stability to have β̂ > β
for a β > 0. However, we could not recover an observer with
similar cooperative property governing the error dynamics
due to the additional parameter to estimate. Thus, following
[13], we introduce a projection in the adaptive law instead,
to guarantee that the estimate β̂ remains inside a specific
interval (β,β) with β,β > 0 determined beforehand. The
observer writes:

ξ̇ŝ1 = µe−ŝ1 − β̂ζ̂y−µ−kŝ1(eŝ1 β̂y− (γ̂+µ)y1),
ξ̇γ̂ = kγ̂(β̂−µ− γ̂− β̂ζ̂y),
ξ̇ζ̂ = kζ̂(β̂−µ− γ̂− β̂ζ̂y),

˙̂
β = −

(
1− ε− (β− β̂)

ε
1h≤01β̂≥β−ε

−
ε− (β̂−β)

ε
1h≥01β̂≤β+ε

)
h,

h= f(β̂, γ̂, ζ̂, ŝ1,y,y1),

(14a)

(14b)

(14c)

(14d)

(14e)

where ε> 0, 1c is the condition c indicator and f is a generic
C1 function. For instance, an example of f is in Section 6
for simulation purpose.

Due to the projection algorithm, β̂ stays inside the admissible
interval (β,β), and our goal in this section is to estimate s1.
The signal f plays then an auxiliary role.

Denoting the errors

θŝ1 := s1 − ŝ1, θ1 := β− β̂, θγ̂ := γ− γ̂, θζ̂ = ζ− ζ̂,

then,

θ̇ŝ1 = −kŝ1(es1yθ1 + β̂y(es1 −eŝ1)−y1θγ̂)
+µ(e−s1 −e−ŝ1)− β̂yθζ̂ − ζyθ1,

θ̇γ̂ = kγ̂(θ1 − β̂yθζ̂ − ζyθ1 −θγ̂),

θ̇ζ̂ = kζ̂(θ1 − β̂yθζ̂ − ζyθ1 −θγ̂).

5.2 IOS stability through Lyapunov function

To study the stability, we introduce the quantity θmax
β̂

=
β−β and the candidate Lyapunov function

V := |θŝ1 |+ b|θγ̂ |+ c|θζ̂ |.
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Assume that β ∈ (β,β), the derivative of V along trajectories
is

V̇ = −µ|e−s1 −e−ŝ1 |− β̂y sgn(θŝ1)θζ̂ − ζy sgn(θŝ1)θ1

−kŝ1 sgn(θŝ1)(−y1θγ̂ + β̂y(es1 −eŝ1)+es1yθ1)
−b|θγ̂ |+kγ̂ sgn(θγ̂)(θ1 − β̂yθζ̂ − ζyθ1)− c|θζ̂ |

+kζ̂ sgn(θζ̂)(θ1 − β̂yθζ̂ − ζyθ1)

≤ −µ|e−s1 −e−ŝ1 |−kŝ1 β̂y|es1 −eŝ1 |+ |θζ̂ |β̂y
+ζy|θ1|+kŝ1 |θγ̂ |y1 +kŝ1e

s1 |θ1|y− bkγ̂ |θγ̂ |
+bkγ̂(|θ1|(1− ζy)+ |θζ̂ |β̂y)− ckζ̂ |θζ̂ |β̂y
+ckζ̂(|θ1|(1− ζy)+ |θγ̂ |y)

≤ −µ|e−s1 −e−ŝ1 |−kŝ1 β̂y|es1 −eŝ1 |− ckζ̂ |θζ̂ |β̂y
+[ζy+kŝ1e

s1y+(bkγ̂ + ckζ̂)(1− ζy)]|θ1|

+(kŝ1y1 + ckζ̂y)|θγ̂ |+(1+ bkγ̂)β̂y|θζ̂ |

≤ −µ|e−s1 −e−ŝ1 |− β̂ykŝ1 |es1 −eŝ1 |
−(bkγ̂ −kŝ1y1 − ckζ̂y)|θγ̂ |− (ckζ̂ −1− bkγ̂)|θζ̂ |β̂y
+[ζy+kŝ1e

s1y+(bkγ̂ + ckζ̂)(1− ζy)]θmax
β̂

.

Thus V is an IOS-Lyapunov function with input θmax
β̂

and
outputs θŝ1 ,θγ̂ ,θζ̂ if

bkγ̂ > kŝ1y1 + ckζ̂y, ckζ̂ > 1+ bkγ̂ ,

These inequalities are equivalent to

ckζ̂ −1
kγ̂

> b >
kŝ1y1 + ckζ̂y

kγ̂
.

In order to guarantee that there exists indeed b such that the
previous inequality is fulfilled, it is necessary and sufficient
to select c sufficiently large to have

ckζ̂(1−y)> 1+kŝ1y1.

This is possible because, for any trajectory, there exists
ε1 > 0 such that 1−y = 1−αI > ε1 since the derivative İ
of the SIS system (1a) is strictly negative while I is close
to 1. Moreover, the IOS stability is also deduced from the
IOS-Lyapunov property of V and the fact that β̂ ∈ (β,β).
Therefore, the following result is proved:

Theorem 10 Let f be a C1 function, kŝ1 ,kγ̂ ,kζ̂ > 0 and

β, β̂(0) ∈ (β,β). The system (12)-(14) is input-to-output sta-
ble, with input θmax

β̂
and output θŝ1 ,θγ̂ ,θζ̂ .

5.3 Estimating β, γ and α from the measure of s1

The simulations provided below in section 6 show that the
observer (13)-(14) offers again good accuracy for estimating

s1 at the outbreak of the disease. Therefore, we explore once
more if a reliable estimation of the unknown parameters can
be recovered assuming the state s1 is measured (again, for
implementation, the estimate of s1 given in (13) should be
used). We introduce first the notation ψ = β

α and rewrite
(12) as

ṡ1 = −µ−ψy+µe−s1 ,

ẏ = βy−ψy2 − (γ+µ)y,
ẏ1 = es1βy− (γ+µ)y1.

The estimators are chosen in the form

β̌ = ξβ̌ + sgn(es1 y

y1
−1)kβ̌(s1 − lny+lny1),

γ̌ = ξγ̌ −kγ̌y1, ψ̌ = ξψ̌ −kψ̌s1,
(15)

and the auxiliary variables ξβ̌ , ξγ̌ , ξψ̌ are determined by the
adaptive law:

ξ̇β̌ = sgn(e
s1y

y1
−1)kβ̌ [µ(1−e−s1)+ β̌(1− es1y

y1
)],

ξ̇γ̌ = kγ̌ [es1 β̌y−y1(µ+ γ̌)],
ξ̇ψ̌ = kψ̌(−µ+µe−s1 − ψ̌y).

(16)

Let the errors θβ̌ ,θγ̌ ,θψ̌ be

θβ̌ := β− β̌, θγ̌ = γ− γ̌, θψ̌ = ψ− ψ̌.

The errors follow the differential equations :

θ̇β̌ = −kβ̌ |1−es1 y

y1
|θβ̌ ,

θ̇γ̌ = −kγ̌(y1θγ̌ −es1yθβ̌),
θ̇ψ̌ = −kψ̌yθψ̌.

It is then not difficult to deduce that, under the condition that
1−es1 y

y1
̸= 0, the estimation errors converge exponentially

to zero. Moreover, es1 y
y1

converges to R−1
0 < 1, hence the

asymptotic convergence is guaranteed.

Theorem 11 Let kβ̌ ,kγ̌ ,kψ̌ > 0. The adaptive observer
(15)-(16) provides estimates of β,γ,ψ with exponential
convergence.

Similarly to the section 4, the cascade connection is still IOS.

Corollary 12 Let f be aC1 function, kŝ1 ,kγ̂ ,kζ̂ ,kβ̌ ,kγ̌ ,kψ̌ >

0 and β, β̂(0) ∈ (β,β). The cascade connection of systems
(12)-(13)-(14)-(15)-(16) is input-to-output stable with input
θmax
β̂

and output θŝ1 ,θβ̌ ,θγ̌ ,θψ̌ .
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6 Numerical simulations

6.1 Tuning of the observers

For the settings of the observer (5)-(6), the inequality re-
garding V̇2 in (8) suggests taking kŝ1 and kβ̂ relatively large
and kγ̂ small in order to improve the practical estimation
of ŝ1 (notice that usually the positive terms es1 = S1 and
y1 = αI1 in the inequality converge to relatively low val-
ues, in fact to µ

β−γ and αβ−γ−µ
β−γ

µ
γ+µ due to the effects of

reinfections). On the other hand, the gains kβ̌ , kγ̌ of the
asymptotic estimator (9)-(11) will be set sufficiently high to
accelerate the convergence.

For the adaptive observer (13)-(14), we choose a large value
for the parameter kŝ1 to have a reliable estimate of s1. More-
over, the function f in (14e) is defined as

f(β̂, γ̂, ζ̂, ŝ1,y,y1) = k1(β̂−µ− γ̂− β̂ζ̂y)
+k2(−(γ̂+µ)y1 +eŝ1 β̂y), (17)

for some positive gains k1 and k2. This is motivated by the
fact that we expect β̂ to fulfill

β̂−µ− γ̂− β̂ζ̂y = 0, eŝ1 β̂y− (γ̂+µ)y1 = 0,

because the true coefficients β,γ satisfy these equalities
asymptotically. However, as stated in Theorem 10, the IOS
stability is conserved for any C1 function f . For example,
we may choose instead the function

f1 = k1β̂, (18)

which yields similar results numerically. The advantage of
the function defined in (6.1) over (18) is to obtain an adaptive
estimate β̂ which does not converge to boundary values β,β.

6.2 Case with α known

We consider in this subsection the simulation of the cascade
connection of systems (4)-(5)-(6)-(9)-(10) with the settings:
µ−1 = 70 years, γ = 12−1 days−1, β = 0.2 days−1, kŝ1 =
kβ̂ = kβ̌ = 100 days−1, kγ̌ = 10 days−1, kγ̂ = 0.01 days−1.
The result indicates that the observer starts converging to
an almost exact value of S1 during the outbreak (Fig. 1)
before losing its precision slowly. Nevertheless, this initial
estimation is sufficient to obtain accurate estimates β̌, γ̌ of
β, γ (Figs. 2 and 3). In Fig. 2, at the end of the estimation
interval, when the system has approached the equilibrium,
we can see the augmentation of the estimation error and a
kind of unstable behavior, which is related to the loss of the
previously mentioned identifiability close to the steady state.

6.3 Case with α unknown

The simulation of the cascade connection of systems (12)-
(13)-(14)-(15)-(16) is computed with the same coefficients
β, γ, µ as above, additionally we setα= 0.8, kŝ1 = kψ̌ = 100
days−1, kγ̂ = kβ̌ = kγ̌ = 10 days−1, kζ̂ = k1 = k2 = 1
days−1, ε= 0.1 days−1 and (β,β) = (0.01,2) days−1. For
better estimation of s1, fixing kŝ1 and kγ̂ sufficiently large
is necessary. Moreover, kβ̌ can take theoretically arbitrar-
ily large values. However, in this case, the estimation would
have significant noise. In the present settings, Fig. 4 shows
that, even for a large confidence interval of β, the observer
for unknown α exhibits the same behavior as above, de-
livering an accurate estimate of s1 at the outbreak of the
epidemics, however at a slower pace. This estimate is then
sufficient for deriving a rather precise estimation of the re-
maining parameters (figures 5-7).
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Fig. 1. Estimation of S1, case with α known
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Fig. 2. Estimation of β, case with α known

7 Conclusion

This paper considered the design of an adaptive observer
for an SIS model that includes compartments of primary in-
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Fig. 3. Estimation of γ, case with α known
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Fig. 4. Estimation of S1, case with α unknown
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Fig. 5. Estimation of β, case with α unknown

fected individuals. The nonlinearity of the model and the
measurements that depend on unknown parameters make
this problem difficult. A cascade of adaptive observers was
proposed to estimate all unmeasured state components and
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Fig. 6. Estimation of γ, case with α unknown
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Fig. 7. Estimation of α, case with α unknown

unknown parameters. The stability of the observers was
investigated under the input-to-output stability framework.
The simulation results indicated that the proposed observers
can effectively solve the problem. Moreover, the results il-
lustrated the pertinence of measuring primary infections to
identify and observe reinfection models.
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A Proof of Theorem 2

Measuring only y. Consider first the use of the measure-
ment y. Because S+I ≡ 1, the two formulas in (1a) provide
indeed the same equation, namely: İ = (β−(µ+γ)−βI)I .
Therefore,

ẏ =
(
β− (µ+γ)− β

α
y

)
y. (A.1)

By differentiation one gets that

d

dt

(
ẏ

y

)
= −β

α
ẏ,

and one may express the two quantities β
α and µ+γ, as

β

α
= −1

ẏ

d

dt

(
ẏ

y

)
= −1

ẏ

d2

dt2
(lny),

β−γ = ẏ

y
+µ+ β

α
y = ẏ

y
+µ− y

ẏ

d2

dt2
(lny)

= µ+ d

dt
(lny)− d

dt

(
ln
∣∣∣∣ ddt (lny)

∣∣∣∣) .

(A.2a)

(A.2b)

These two quantities are thus identifiable, but this is not
sufficient to obtain each of the three coefficients α,β,γ.
On the other hand, it is clear that nothing more may be
learned when measuring only y, which fulfils equation (A.1).
Therefore, the system (1a) is not identifiable over α,β,γ.

Also, notice that it is not possible to determine I = 1
αy,

otherwise α would be identifiable, and all other parameters
too. Thus the system is not observable.

• Measuring y and y1.

We include now the equations (1b) and exploit the knowl-
edge of the supplementary measured output y1. From the
definition of y1 and the second formula in (1b) one deduces,
putting w := βS1, that

ẏ1 = (βS1)y− (µ+γ)y1 = wy− (µ+γ)y1, (A.3)

and thus:
ÿ1 = ẇy+wẏ− (µ+γ)ẏ1. (A.4)

On the other hand, due the first equation in (1b) and replacing
β
α by its value obtained from (A.2a) yields

ẇ= βṠ1 = β(µ−βS1I−µS1) = βµ− β

α
wy−µw

= βµ+
(
d

dt

(
ln
∣∣∣∣ ddt (lny)

∣∣∣∣)−µ

)
w. (A.5)
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Inserting in (A.4) the value of ẇ extracted from (A.5), we
get

ÿ1 =
(
βµ+

(
d

dt

(
ln
∣∣∣∣ ddt (lny)

∣∣∣∣)−µ

)
w

)
y+wẏ

− (µ+γ)ẏ1,

and gathering the terms in w leads to the following equiva-
lent form:

ÿ1 = βµy+
(
ẏ+y

d

dt

(
ln
∣∣∣∣ ddt (lny)

∣∣∣∣)−µy

)
w

− (µ+γ)ẏ1. (A.6)

For clarity, let us write (A.3) and (A.6) under matrix form:(
−y1 y

−ẏ1 ẏ+y ddt
(
ln
∣∣ d
dt (lny)

∣∣)−µy

)(
µ+γ

w

)

=
(

ẏ1

ÿ1 −βµy

)
.

One deduces by partial inversion of the matrix that

µ+γ =

∣∣∣∣∣ ẏ1 y

ÿ1 −βµy ẏ+y
[
d
dt

(
ln
∣∣ d
dt (lny)

∣∣)−µ
]∣∣∣∣∣∣∣∣∣∣−y1 y

−ẏ1 ẏ+y
[
d
dt

(
ln
∣∣ d
dt (lny)

∣∣)−µ
]∣∣∣∣∣

(A.7)

on the other hand, one has, by (A.2b), an alternative expres-
sion of µ+γ, namely

µ+γ = β− d

dt
(lny)+ d

dt

(
ln
∣∣∣∣ ddt (lny)

∣∣∣∣) . (A.8)

Achieving elimination of µ+ γ between (A.7) and (A.8)
yields

β− d

dt
(lny)+ d

dt

(
ln
∣∣∣∣ ddt (lny)

∣∣∣∣)

=

∣∣∣∣∣ ẏ1 y

ÿ1 −βµy ẏ+y ddt
(
ln
∣∣ d
dt (lny)

∣∣)−µy

∣∣∣∣∣∣∣∣∣∣−y1 y

−ẏ1 ẏ+y ddt
(
ln
∣∣ d
dt (lny)

∣∣)−µy

∣∣∣∣∣
.

Now, one checks that the previous identity is indeed affine
in β. Factorizing all terms in β, it may be written(

−
(
ẏ+y

d

dt

(
ln
∣∣∣∣ ddt (lny)

∣∣∣∣)−µy

)
y1 +yẏ1 −µy2

)
β

= Φ(y, ẏ, ÿ,y1, ẏ1, ÿ1),

where the function Φ depends upon the two outputs y and y1
and their derivatives up to the second one. In particular, Φ
does not contain any occurrence of the unknown coefficients
α,β,γ. One deduces that β may be identified, and thus also
α,γ with the help of (A.2). Therefore, in these conditions,
system (1) is identifiable.

Once these parameters have been identified, one has I = 1
αy

and S = 1−I , while on the other hand, I1 = 1
αy1 and S1 =

1
βw, where (see (A.3)) w is given by

w = y1
y

(
d

dt
(lny1)+µ+γ

)
.

The system (1) is thus observable.
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