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Abstract: We study the optimization of resource allocation in bacteria evolving in periodic
environments. We use a dynamical model of the metabolism of these microorganisms with a
control variable representing the allocation of protein precursors. We mathematically define
the objective of maximizing the long-term growth of a given cell. We carry out a theoretical
analysis of the resulting dynamical optimal control problem (DOCP), which we complete with
a numerical resolution of its solution.Then we examine the effects of period and amplitude of

the external forcing.
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1. INTRODUCTION

Bacteria and other microorganisms form the basis of
every ecosystem. Also, they play a key role in many bio-
industrial processes, such as food and drug production
or waste-water treatment (Liao et al. (2016); Yegorov
et al. (2019); Yabo et al. (2023)). Mathematical models
have proved to be greatly effective to the study the
dynamical behaviour of bacteria, while being able to
reproduce and explain many experimental observations on
their growth. For instance, Giordano et al. (2016) uses a
low-dimensional self-replicator model of the metabolism
of bacteria, in which the cell has to decide whether to
allocate its precursor resources to the production of the
macroproteins responsible for nutrient intake or to the
ones responsible for the production of the macroproteins
themselves.

Using optimal control theory is a natural way to approach
these problems (Lenhart and Workman (2007)), which has
been applied in a wide variety of biological contexts (Ewald
et al. (2017); Caillau et al. (2022)). With the appropriate
objective function, it provides an ideal behavior, and a
benchmark for the comparison of other metabolic regula-
tion mechanisms. It is usual to assume that bacteria seek to
maximize their growth rate, an assumption in accordance
with the behavior observed in (Edwards et al. (2001);
Ibarra et al. (2002)).

The first articles addressing the mathematical modeliza-
tion of the metabolism of microorganisms studied their
growth in steady-state conditions (Edwards et al. (2001);
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Ibarra et al. (2002); Lewis et al. (2010); Scott et al. (2014);
Maitra and Dill (2015)). Later studies used dynamical
modeling of the response of bacteria after a single shift
in their environment (Giordano et al. (2016); Pavlov and
Ehrenberg (2013); van den Berg et al. (1998); Yabo et al.
(2022); Ehrenberg et al. (2013); Yegorov et al. (2019)).
These have been significant steps in the study of the
mechanism of the optimization of resource allocation in
micro-organisms. However, the type of conditions that
these models represents is only in accordance with what
microorganisms can face in a laboratory, where it is fea-
sible to maintain a constant environment (Borirak et al.

(2014)).

In a natural setting, it is not reasonable to assume that
the environment of a given individual remains constant.
We must therefore consider time-dependent environments
if we want to properly study these mechanisms in a more
realistic context.

For this reason, we will modify the model proposed in Gior-
dano et al. (2016) by changing the parameter E);, which
represents the substrate availability in the environment
of a given cell, to a periodic piecewise-constant function.
This will yield a more realistic environmental input, able
to capture cyclic changes in substrate concentration that
are caused for example by day-night dynamics.

The study is organized as follows. We introduce the model
of interest in Section 2, where the environment is non-
constant. Then, we state the dynamical optimal control
problem (DOCP) in Section 3. We address this OCP
through the application of a variant of Pontryagin’s Max-
imum Principle (PMP) (Carlson et al. (2012)) in Section



4 and we numerically obtain the solution of the problem.
In Section 5, we study how two key parameters of the
environment, its period and amplitude, affect the solution
of the OCP, and give interesting insights on the dynamical
behaviour of the cells.

2. THE MATHEMATICAL MODEL

We use the self-replicator model proposed in (Giordano
et al., 2016), which is schematized in Figure 1. It represents
the metabolism of a given micro-organism. The external
medium (E)y) of this cell has some substrate that the cell
can absorb and convert into precursor metabolites (P)
through some reactions catalyzed by the metabolic ma-
chinery (M). These precursors are then converted by the
gene expression machinery (R) into the macromolecules
that form R and M. The resource allocation parameter
a(t) is the proportion of the precursor’s mass used to build
R at a given time.

The model can be simplified by dividing all the variables
by the total volume of the cell (which is assumed to be
proportional to the total macromolecular mass M + R)
and supposing that reactions follow Michaelis-Menten dy-
namics. After normalization, the system reads as follows.
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Fig. 1. Diagram of the model used in Giordano et al.
(2016).
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where p and r are time-dependent variables. The first one
represents the cytoplasmic concentration of P, whereas r
is the concentration of R. The concentration of M does
not appear in these equations as it can be defined by
m = 1 — r, because the volume of the cell is defined by
M + R. The resource allocation parameter a(t) will be
the control exerted on the system. The parameter K is
intrinsic to the metabolism of the cell, and will therefore
be treated as a constant. In (Giordano et al., 2016) the
parameter Fjs, representing the richness of the external
medium, is considered to be constant.

We propose to modify this system by setting Ej; to be
a piecewise-constant periodic input of period T > 0,
described by

(B e [0,T/2)
EM(t)_{ e e [1/2.7), @

with 0 < EY™ < ET*. This definition of Ejs yields
a more realistic model, which takes into account the

always-changing conditions in which microorganisms usu-
ally evolve. Note that this particular environment is com-
pletely defined by three parameters, which are its period
T and its maximal and minimal values E3** and Elr\“/[in.

We define the average environmental capacity as

_ 1 [T
Ey == En(t) dt.
w=7 | Bu)

In this case we have that E, is the arithmetic mean of
EY™ and BN

3. STATEMENT OF THE DYNAMIC OPTIMAL
CONTROL PROBLEM

As stated above, we seek the resource allocation strategy
that will maximize the volume increase of the cell. The
quantity

plt) = 2 (0

is the exponential growth rate of the cell. That is, if we
call its volume Vol, then

¢
Vol(t) = Vol(0) exp/ w(T) dr ¥t > 0.
0

Therefore, the quantity to be maximized is

[ utty.

The objective of our dynamic optimal control problem
(DOCP) is thus to find

Qopt Such that ltiigi?of (th (opt) — Jt; (a)) >0 Vo € Uy,

where
tf p,r

J =
ty (Oé) 0 K +p
Uso = {a: [0,4+00) = [0,1] | @ is measurable}
and the system (p,r)(t) follows System (1).

dt,

We also consider the related problem of optimization over
one period of Fj; with periodic boundary conditions and
see that the infinite-horizon optimization problem is nu-
merically equivalent to a periodic one.

4. APPLICATION OF PONTRYAGIN’S MAXIMUM
PRINCIPLE

4.1 Optimality Conditions

For the theoretical analysis of the optimization problem,
we will use the Infinite Horizon Maximum Principle (Carl-
son et al. (2012)), an extension of Pontryagin’s Maximum
Principle. We set the Hamiltonian

H = H(p, 7, Apy Ars Aoy @, £) = A + A+ Ao (——)
K+p
(1+p)pr (o —r)pr pr
= [1— En(t) — + Ar + A
p |(L=r)En () Kip Kip Ky

We compute adjoint variables (A, Ag) = (Ap, A, Ao) # 0,
Ao > 0 and apply the PMP.



4.2 Analysis of Optimal Controls

The above conditions allow to find the possible values of

Qopt
Theorem 1. The optimal control a,,; is given by
1if A >0
opt(t) = S0 if X <0
api(En(t)) if A =0,
where
aopt<EM> =

By +2VKEy + 1

If A\, = 0 on a time interval ¢ € [t1,ta], with ¢; < to,
we say that the controls has a singular arc at [t1,¢2]. In
that case, the system must lie at the equilibrium point

(pf)pt’ TZpt)(EM (t))a where

Popt(Em) = VEKEN
and TZpt(EJVI) = QZpt(EM)'

We study the relation to static optimal problem, Kelley
conditions, and observe chattering phenomena.

We now compute the optimal control by means of a direct
numerical resolution with software BOCOP (Team Com-
mands (2017)).

Figure 2 shows the optimal control a,,; found for this
piece-wise constant periodic environment. We see from the
plot that the optimal control seems to tend to a limit cycle.
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Fig. 2. The optimal control for a finite final time of ¢y = 40.
The plot of a,p: over the last period has been omitted.

The optimal control starts with a first transient phase on
the interval [0,7] and then becomes periodic, with the
same period as Ej;. During its first period, it presents a
very brief constant singular arc included in the interval
over which the environmental variable is maximal. This
singular arc is longer during the phase where «,,; becomes
periodic. In both cases, the singular arc is preceded and
followed by bang-bang arcs, with chattering occurring in
between. This is in accordance with the theoretical study
carried out before.

5. EFFECT OF THE PERIOD AND AMPLITUDE OF
THE ENVIRONMENT

In this section, we will study how two of the parameters
defining the environment given by Equation (2) affect the
resulting long-term volume increase given by the solution
of our DOCP. To do so, we define the environmental input
E)r by giving, instead of its two possible values, its average
Ej and its amplitude EY2* — EWn. The condition that

ETn be positive thus becomes EY** — EWn < 2F),.

In order to measure the asymptotic volume increase rate,
we will use the equivalent average exponential growth rate
over a period of the limit cycle. This rate can be defined
over any time interval [0, ] as

o log(Vol(t)) — log(Vol(0)) _ fy u(r)dr
ai(t) = ; =T
such that Vol(t) = Vol(0)eFt, Tf, as we will do in this
section, we focus on 7i(T'), the average growth rate over a

period of duration 7" of the environmental input, we obtain
that Vol(t) behaves asymptotically as e#(T)t,

It is especially interesting to investigate whether, for a
fixed E)s, there exist some T and BT — EWM that
maximize the average exponential increase in biomass that
the solution of the optimal control problem with those
parameters yields.

We use the BOCOP solver to find the value of the
parameters T and E* — E®0 that maximize this average
growth fi(T') over a period, assuming the control o =
ay,e The average growth rate @ to be maximized can be
expressed as a function of the variables in normalized time

as )

i pr R

= /0 % er(T)dt.
As before, we take the constants K = 0.003 and E; = 0.6
for the numerical resolution of this problem. We now seek
to optimize over three variables: the resource allocation
parameter « : [0,400) — [0,1] and the real parameters
T € (0,+00) and EY* — ERin € [0,2F /).
When initialized with the right initial conditions, the BO-
COP software (Team Commands (2017)) gives a solution
of (T, EX¥a — FWin) ~ (0.26,1.2 = 2FE),), which results
in an average growth rate of 1,,, ~ 0.3571, slightly better
than in a constant environment (1}, ~ 0.3561).

From an ecological point of view, it is very interesting to
obtain that there exist periods that give a better average
growth rate than constant environments. That can be
compared to experimental results.
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