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Hypergraphs, percolation and hierarchical
clustering

Louis Hauseux ⋆⋆, Konstantin Avrachenkov , and Josiane Zerubia

Inria, Université Côte d’Azur, Sophia-Antipolis, France.
FirstName.LastName@inria.fr,

Abstract. We are interested in, firstly, measuring the theoretical per-
formance of hierarchical clustering algorithms which depend on a scale
parameter; and secondly, in improving the State-of-the-Art of this family
of hierarchical clustering with respect to our new measure.

Single-Linkage is perhaps the simplest and the most famous algorithm
belonging to this family. Nowadays, the State-of-the-Art clustering algo-
rithm, HDBSCAN, works in a similar way to Single-Linkage (with some
refinements we will study later).

Herein, we explain why the percolation phenomenon is omnipresent be-
hind this family of clustering algorithms. Previously, we defined an index
which we have named percolation rate to measure the theoretical capa-
bility of algorithms to identify different high-density levels.

In this paper, we show that using hypergraphs is a natural way to general-
ize Single-Linkage with higher-order interactions (not just ‘single’). New
high-order connected components on hypergraphs, we call K-polyhedra,
have much better percolation rates than the classic ‘robustification’ of
Single-Linkage (used e.g. by HDBSCAN), the K-Robust Single-Linkage
components. We investigate in detail the important cases of R2 and R3

for K ∈ {1, 2, 3}.

Keywords: hierarchical clustering, percolation, hypergraphs, performance
analysis

1 Introduction

Hierarchical clustering [30] is a cluster analysis technique aimed at constructing
a hierarchy of clusters we can represent by a tree (see Fig. 1).

In this paper, we suppose that the level of the hierarchy in the tree depends on
a parameter (e.g. a density ρ, or a distance/radius r). Varying this parameter,
we can observe the structures (= clusters) appearing and then disappearing
(merging). We call this kind of process “persistent analysis”, by analogy with
the persistent homology in algebraic topology [2].
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For example, Single-Linkage algorithm (presented in Section 1.1) performs
hierarchical clustering by grouping iteratively the two closest clusters. Single-
Linkage algorithm has received numerous improvements. The State-of-the-Art
in clustering today is held by HDBSCAN (Section 2.2), which is essentially based
on the Robust Single-Linkage algorithm (Section 2.1). We devote Section 2 to
the study of these proposed improvements which led to HDBSCAN.

It is worth noting that (Robust) Single-Linkage can be seen from persistent
analysis: Each clustering level of the hierarchy corresponds exactly to the con-
nected components of a geometric graph [28]. Adopting this point of view allows
us to observe the mathematical phenomenon behind this family of algorithms.
As the level increases, small structures appear and then merge to form giant
structures: this is the phenomenon of percolation (see Section 3.1).

The speed of percolation depends on the type of objects we are considering
(graphs, hypergraphs, etc.) and the definition we take for connected components
(usual definition, K-polyhedra defined in Def. 3, etc.). The faster this speed,
the better the algorithm will be able to distinguish between neighboring high-
density clusters (Def. 1, Section 1.2). These considerations lead us to define
the percolation rate (Def. 2, Section 3.3) in the previous Proc. of Complex
Networks [18].

In this paper, we go much further. First, we explain why the mathematical
phenomenon of percolation is directly linked to the performance of this family of
algorithms (Section 3.2). In another short paper [16], we calculated this percola-
tion rate on a discretized K-Nearest Neighbors density estimator. We obtained
a kind of consistency when K →∞.

Herein, we are interested in one of the perspectives mentioned in last year’s
Complex Networks paper [18]: Look at what happens in terms of percolation rate
if we change the notion of connected component. To do this, we generalized in a
previous paper [17] the notion of connected component on hypergraphs – more
precisely: on simplicial complexes. We called K-polyhedra (see Def. 3) this new
notion of more constrained connected components. We already showed in [17]
that K-polyhedra were the right generalization to consider for Single-Linkage:
Unlike the Robust Single Linkage components, the K-polyhedra correspond to
the high-density clusters of the K-Nearest Neighbors density estimator. At the
end of the present paper (Section 3.3), we compute the percolation rate of K-
Čech polyhedra and K-Robust Single-Linkage components (K ∈ {1, 2, 3}, K = 1
being the case of geometric graphs) in Rd, with d ∈ {2, 3}. We analyze the results
and show new theoretical advantages of K-polyhedra.

1.1 Single-Linkage: Definition

Fig. 1. X350 (Fig. 3) SLHT.
Colours denote the cluster-
ing at level 2r ← 0.14.

Single-Linkage [10,11] is a very simple, efficient and
widely used hierarchical clustering algorithm [30].

Let Xn be a set of n data in any metric space,
the Single-Linkage algorithm constructs a hierarchi-
cal tree (SLHT), called dendrogram (see Fig. 1), as
follows: It starts with the trivial initial clustering
(n points for n clusters) C0 =

{
C0

1 , . . . , C
0
n

}
with
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C0
i = {xi}. At each step, it merges the two clusters

that are the closest for the distance:

dClust(C,C
′) = min

x∈C,x′∈C′
∥x− x′∥.

At step t, the resulting clustering Ct =
{
Ct

1, . . . , C
t
n−t

}
is made of n− t clusters.

So, at step t = n − 1, the final clustering Cn−1 = {Xn} is made of only one
cluster encompassing all the points.

Observe that Single-Linkage clustering can be recovered using the connected
components of a geometric graph [28] built on the data1. The geometric graph
G(Xn, r) of radius r is the graph whose nodes are the points x ∈ Xn and there
is an edge between x, x′ ∈ Xn if

||x− x′|| ≤ 2r.

This insight will be especially useful later in the article, as it links Single-
Linkage to the percolation (see Section 3); allowing us to theoretically measure
its performance and compare it to other percolation algorithms.

1.2 Mathematical model

Assume that the dataset Xn := {x1, . . . , xn} ⊂ Rd is a cloud of n points all inde-
pendently and identically distributed (i.i.d.) according to a probability measure
with density f : Rd → R+.

Fig. 2. Hierarchical clustering: clusters and
their relative excess of mass ER(C) [6, 22]
(coloured areas). © Images taken from [22].

Density-based clustering. Consid-
ering the point generation density f is
a natural way of tackling our prob-
lem [5, 30]. With the very intuitive
idea that the different clusters are rep-
resented by the ‘peaks’ [32] of the den-
sity function f , Hartigan [13] de-
fined the high-density clusters of f at
level ρ. By varying the level ρ, we can
obtain a hierarchical clustering (cf. Fig. 2).

Definition 1 (High-density clusters). The high-density clusters Hf (ρ) of the
density function f at level ρ are the connected components of the level set Lρ

Lρ :=
{
x ∈ Rd : f(x) ≥ ρ

}
.

2 State-of-the-Art: Improvements of Single-Linkage

Many improvements of Single-Linkage have been proposed. We are particularly
interested in the HDBSCAN algorithm, one of today’s best clustering algorithms.
HDBSCAN is itself an improvement of K-Robust Single-Linkage (Section 2.1).

1 Although this result seems to be known, since it is used by e.g. by [28], to the best
of our knowledge it does not seem to have been fully demonstrated. The full proof
will be found in a journal paper we are currently writing.
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2.1 Robust Single-Linkage

The clusterings of Single-Linkage match exactly with the high-density clusters of
the 1-Nearest Neighbor density estimator [17]. However, the 1-NN estimator can
be highly irregular. In order to make the results more ‘robust’ (i.e. smoother as
well as having good consistency properties when n→ +∞), Wishart proposed
a robust version of the Single-Linkage [7, 35], inspired by the consistency of the
K-Nearest Neighbors density estimator [1]. The difference is: In the K-Robust
version, a point x ∈ Xn must have at least K points in its r-neighbourhood to
appear in the geometric graph.

2.2 HDBSCAN

HDBSCAN [6,22] brings two major improvements to Robust Single-Linkage.

The relative excess of mass criterion. HDBSCAN introduces a criterion
for multi-scale clustering based on the excess of mass of a cluster (see [15, 27]).
Cf. Fig. 2 for an illustration: the relative excess of mass ER(C) of a high-density
cluster C is the area of the coloured zones. The final clustering C = {C1, . . . , Cα}
returned by HDBSCAN is the one maximizing the sum of

∑α
i=1 ER(Ci).

These quantities can be easily estimated. In fact, suppose we have an estima-

tor λ̂x of f(x). Let C ∈ Hf (λ), E(C) can be estimated by Ê(C) ∝
∑

x∈C

(
λ̂x − λ̂

)
.

Note that, in HDBSCAN, λ̂x = 1
rx

where rx is the smallest radius for which
x ∈ Xn is clustered. This estimator can be applied in any metric space. However,
when the point cloud Xn ⊂ Rd takes its values in the Euclidean space Rd of
dimension d, it is more relevant to estimate λx by

λ̂x =

(
1

rx

)d

.

The percolation threshold. HDBSCAN prunes the cluster tree by only keep-
ing clusters that have a size greater than a new parameter. In doing so – and
without saying it explicitly –, the authors of HDBSCAN introduced a kind of
percolation threshold : only large components are taken into account, eliminating
the ‘noise’ of small components appearing randomly.

3 Percolation phenomenon

The great interest of observing clustering algorithms in terms of persistent analy-
sis is that we can observe the mathematical phenomenon behind: the percolation.

This section begins with a brief theoretical introduction to percolation (Sec-
tion 3.1). We then show (Section 3.2) that percolation is at the heart of the
Single-Linkage algorithm (and our K-generalization [17]).

But all is not lost: If we cannot hope to perfectly recover high-density clusters,
we can hope to recover a fraction of them. That is what the index we defined,
the percolation rate, measures (Def. 2, Section 3.3).
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Finally, in Section 3.3, in low-dimensional spaces (R2 and R3), we empirically
compute this percolation rate and compare K-polyhedra vs. K-Robust Single-
Linkage components.

3.1 Introduction to percolation

The latin verb ‘percolare’ means to strain through, to filter. Water percolates
through a rock if it can infiltrate and pass through small pores.

The mathematical percolation model was first introduced by Broadbent &
Hammersley [4] in 1957 to answer the question: can water seep through a rock?
See the survey of Duminil-Copin [8] for a much more detailed introduction.

Percolation is a phenomenon which, under local constraints, can be observed
macroscopically. It is the precise moment when macro-structures appear. This
study is very interesting for modelling and studying numerous problems from
everyday life: the spread of a forest fire, the existence of a giant component in a
wireless network, blood coagulation (platelet percolation), etc.

When the space is continuous – like the Euclidean space Rd –, we speak of
continuum percolation [24, 28]. Geometric graphs with point cloud Xn ⊂ Rd in
the Euclidean space are a particular case of continuum percolation.

Let us present a definition of percolation inspired by Penrose [28] and a bit
modified to be compatible with higher-order graphical interactions.

Let X := Hλ be a Poisson point process of intensity λ on the torus Tl :=
Rd/lZd of size l and X 0 := X ∪ {0}. Let C = {C1, . . . , Cα} be a clustering on
X (not necessarily a partition, some points may be unclustered; other points
may be multi-clustered). In continuum percolation, C is often the clustering
given by the connected components of the geometric graph G(X , 1

2 ). For our

purpose, we consider the K-polyhedra of Čech complexes Č(X , 1
2 ) (cf. [17]).

Denote Mλ
l := maxi |Ci| the (random variable) size of the largest cluster. In the

same way, denote Mλ,0
l ≥ Mλ

l the size of the largest component on X 0 ⊃ X .
Define the probability for a new point to be clustered in the largest cluster as

pl(λ) := Pl,λ

[
Mλ,0

l > Mλ
l

]
.

Finally, we define the percolation probability with intensity λ and associated
it to the clustering method we look at:

p∞(λ) := lim inf
l→+∞

pl(λ).

The probability p∞(λ) can be seen as the proportion of points lying in the
largest component. It is a non-decreasing function in λ. (For all the properties on
the probability percolation function p∞(·), look at the monograph of Meester
& Roy [24]. The properties apply also to K-Čech polyhedra [17].) Moreover,
there exists a critical value λc for which:

p∞(λ) = 0 if λ < λc and p∞(λ) > 0 if λ > λc.

The critical value λc depends on the objects, the kind of connectivity and
also the dimension d of the space. This is the threshold for the appearance of a
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giant component. Let us illustrate this idea with an example (see Fig. 3) on a
n = 350 point cloud X350. There are two high-density clusters, the squares A =
[−1.5,−0.5]×[−0.5, 0.5] and B = [0.5, 1.5]×[−0.5, 0.5]. The density f is constant
on each of the three areas: the two squares A and B, and the background.
By varying the radius r of the geometric graph G(X350, r), we observe phase
transitions around certain critical radii rc (depending on the density of the area).
For r < rc, there are only small connected components. For r > rc, there is one
(unique) giant component encompassing virtually all the points of the cluster.

Fig. 3. From left to right: 1) The point cloud X350. 2) The dendogram of the
Single-Linkage applied on X350. 3) The geometric graph G(X350, r ← 0.14/2).

3.2 Fractional Consistency of the Robust Single-Linkage

Hartigan [14] showed that Single-Linkage is a consistent estimator of high-
density clusters in dimension d = 1, but only fractionnally consistent in dimen-
sion d ≥ 2. The reason behind this is that dimension d = 1 is very specific: it
is the only dimension where the phenomenon of continuum percolation [24, 28]
does not occur. In Rd with d ≥ 2, as the radius increases, giant connected com-
ponents will appear almost surely. The problem is that these giant components
will merge before covering all the points in their cluster. We can only hope to
recover a fraction of the points.

x

f (x)

ρ

fmin

A B

X

Maximal interval between two points of X

M

Fig. 4. Largest empty space
M between two points.

Single-Linkage is consistent on Rd for d = 1.
Let A,B ∈ Hf (ρ) be two disjoint high-density
clusters of f at level ρ. With probability pn → 1
when n→ +∞, there exists a level rn in the den-
drogram with two disjoint clusters Crn

A and Crn
B

such that each of the two clusters contains respec-
tively all the points in A and in B:

Crn
A ⊇ A ∩ X and Crn

B ⊇ B ∩ X .

The argument is simple: the location of the
largest empty space M between two consecutive
points xi and xj on the real axis will converge
(in probability) to argminf [12]. See Fig. 4 for an

illustration. It follows that there is a ‘cut-off’ at this location for r ≲ M : We
obtain a cluster containing the points of A and another cluster containing those
of B.

For higher dimensions, Single-Linkage is not consistent. Nethertheless, it can
be fractionally consistent.
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Single-Linkage is not consistent on Rd for d ≥ 2. Let us see the incon-
sistency of Single-Linkage on a discretized model. Let Λ := Z2 be the grid. We
perform on Λ site percolation [3].

A and B (the two high-density clusters) are two n × n squares aligned and
n apart. The cloud is a Poisson point process with intensity λ outside the two
squares and λ′ > λ on the two squares. As soon as a point of the cloud X falls
into one of the cells, it becomes activated (open sites are drawn in red in Fig. 5
and 6). We are therefore in the case of an (independent and inhomogeneous) site
percolation model [3].

n

n

n

A B

Fig. 5. Percolation occurs on A and B.

As λ and λ′ increase (in a proportional
way), the cloud increases too. At one
point2, percolation occurs onA andB: Gi-
ant components encompassing a positive
fraction θ(p′) – the discrete equivalent of
p∞(·) – of the sites in A and B is present
almost surely; we can recover the sites of
these two giant clusters. See Fig. 5: the

two giant clusters in A and B are surrounded in red.

n

n

n

A B

Fig. 6. Percolation occurs everywhere
=⇒ Clusters within A and B merge.

The problem is when we want to re-
cover all the sites of the clusters A and
B. If the cloud continues to grow, before
recovering entirely A and B, percolation
will occur on the whole lattice Z2. Thus, a
‘brige’ appears between A and B and the
two clusters merge (cf. Fig. 6).

Our goal is to find the kind of ob-
jects which connected components have
the largest possible recoverable ‘fraction’.

3.3 The percolation rate

How can we measure this recoverable ‘fraction’? This led us to define a percola-
tion rate in our previous article [18]. We are now going to take it a step further:
Section 3.3 is the main contribution of the current paper.

Percolation is a ‘fast’ phenomenon. Let Hλ be a Poisson point process on R2

with intensity λ and consider the geometric graph G(Hλ, 1
2 ) of radius 2r = 1.

For λ < λc, there is (almost surely) no infinite component. Then, the proportion
of points lying in the largest component is null: p∞(λ) = 0. For λ > λc ≈ 1.44
[29, 36], percolation occurs. A giant component appears. As soon as the giant
component appears, if we increase the intensity λ slightly, the probability of
percolation p∞(λ) approaches 1 quickly. At this point, the giant component
includes almost all the points (p∞(λ) ≲ 1).

How can we measure the speed of percolation? Let us take the (continuous)
example of Fig. 3. There are two high-density clusters A and B, two unit cubes

2 When p′ > pc ≈ 0.592746 [25].
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in Rd. The point cloud X is composed of a Poisson Point Process of intensity
nλ1 on A ∪ B and nλ2 on R2 \ (A ∪B), with λ1 > λ2. Asymptotically, when
n→∞, the two clusters CA and CB of the geometric graph G(X , rn) will merge
when we take a radius rn such that percolation takes place on R2 as a whole,
that is when n (2rn)

d
λ2 = λc. At this precise moment, the intensity (relative to

the radius rn) on A ∪ B is given by n (2rn)
d
λ1 = λc

λ1

λ2
. This means that the

fraction of points from A (resp. B) recovered by CA (resp. CB) is:

1− ε := p∞

(
λc

λ1

λ2

)
= lim

n→∞

|CA ∩A|
|X ∩A|

.

If we now fix a sensitivity (or recall) we want to get, e.g. 1 − ε = 95%.
Let λmax := p−1

∞ (1− ε) the intensity for which this sensitivity is obtained. This
sensitivity is theoretically achievable if and only if λc

λmax
> λ2

λ1
. This could lead us

to take λc

λmax
as percolation rate. The larger this quantity, the more the clusters

CA and CB will recover an important fraction of A and B before merging.
However, for practical reasons, this quantity is difficult to estimate because

we do not have the function p∞(·) but only an approximation. For the types of
clustering we are going to look at, what is its critical value λc? or similarly: When
does the curve of p∞(·) pass above 0? This question is not so simple (see, for
example, Fig. 9). It is simpler to approximate this quantity by λmin := p−1

∞ (ε) ,
the intensity for which we can ‘detect’ a cluster.

Definition 2 (Percolation rate). Let C(X , r ← 1/2) be a hierarchical clus-
tering method with the parameter r fixed to 1

2 . Let Xλ := Hλ be a Poisson point
process on Rd of intensity λ and p∞(λ) be the percolation probability function
associated to the clustering method C(Xλ,

1
2 ) (see Section 3.1). Let ε ≪ 1 be

the level of sensitivity expected. Let λmin := p−1
∞ (ε) and λmax := p−1

∞ (1 − ε) be
respectively the thresholds of detection and recovering of the giant clusters. The
quantity of interest – i.e. our percolation rate v – is defined by

v :=
λmin

λmax
∈ (0, 1).

Fig. 7. Percolation probability p∞(r) in R2 by simu-
lations of giant random geometric graphs. © [33].

The faster the percola-
tion is, the closer is the ratio
v := λmin

λmax
to 1. Note that

we could have defined the
percolation rate with radii r
and not intensity λ. In Rd,
the two notions being linked
by the formula vradii :=

rmin

rmax
=

(
λmin

λmax

) 1
d

= v
1
d .

On the curve of Fig. 7,
we changed the variable 2r ←

√
λ from intensity λ to radius r (previously fixed

to 2r = 1) for a more intuitive vision of percolation. Note that p∞(r) is positive
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even if 2r ≲ 2rc =
√
λc ≈ 1.2; this is due to the approximation of R2 by a finite

square 251×251. Moreother, the real curve starts with a positive slope [9,20,21]:

∃C > 0,∀r ≥ rc, p∞(r) ≥ C (r − rc) .

Percolation rate for the K-polyhedra.

Fig. 8. 2-polyhedra
on a hypergraph.
2-connected compo-
nents are highlighted
with red colour.

K-polyhedra on hypergraphs Robust Single-Linkage has
theoretical weaknesses we showed in another article [17]:
It introduces strong constraints on vertices but has still
relaxed constraints on edges (still ‘single-link’). To tackle
this issue, we propose to use hypergraphs rather than
standard graphs. Hypergraphs, with edges comprising
more than two nodes, allow us to work with more con-
strained notions of connectivity and therefore new kind of
connected components we call K-polyhedra (see Fig. 8).

We show in this section that the natural way to gen-
eralize geometric graphs is to use Čech complexes with a
more constrained notion of connected component we call
a K-polyhedron (Def. 3).

Simplicial complexes [26] are a sub-family of hyper-
graphs where the presence of a hyperedge implies the
presence of its sub-hyperedges. For exemple, the presence
of a tetrahedron (hyperedge of 4 vertices) implies the presence of its 4 triangles
and of its 6 edges.

Čech complexes are the natural way to generalize geometric graphs. Given
a point cloud X ⊂ Rd in the Euclidean space, a (K + 1)-hyperedge σ =
{xi0 , . . . , xiK} is in the Čech complex Č(X , r) of radius r if there exists a ball
of radius r encompassing all the K + 1 points.

Note that the restriction of Č(X , r) to the edges (2-hyperedges) gives the
geometric graph G(X , r).

Definition 3 (K-polyhedra). A K-polyhedron is defined inductively:

– The convex hull of a (K + 1)-hyperedge σ = {xi0 , . . . , xiK} is a K-polyhedron.

– If two K-polyhedra share a common facet (hyperedge of size K), then their
union is still a polyhedron of dimension K.

See Fig. 8 for an illustration of the 2-polyhedra (“Triangle-connected” com-
ponents).

We showed [17] that K-polyhedra fit much better with the K-high-density
clusters than K-Robust Single-Linkage components do. Now we illustrate yet in
another way thatK-polyhedra clustering has better performance thanK-Robust
Single-Linkage: in terms of percolation rate v.

In order to compute the percolation rate of a clustering algorithm, we need
first to compute its percolation probability p∞(λ).
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Methodology for computing the percolation probability p∞(·). In order to compute
easily the K-polyhedra of Čech complexes Č(X , r ← 1

2 ) (see [17]) on a huge
point cloud X , we work in Euclidean spaces Rd of small dimensions: d ∈ {2, 3}. It
allows us to discretize the space (the unit is cut in 2δ intervals), having aDensity
map containing the numberDensity(x) := |B(x, 1

2 )∩X | of r-Neighbors. We then
use the Theorem of [17] to obtain the K-polyhedra. Finally, we compute the
percolation probability pl(n) on the torus Rd/lZd according to the definition we
gave in Section 3.1 by generating progressively m different point clouds Xn with
n ∈ {1, . . . , N}, N := λsup × ld.

At this moment, we use the trick explained by Bollobás & Riordon pp.
175-177 [3]. To obtain statistics p(µ) for an intensity µ ∈ I, we compute first
the statistics p(n) for a fixed size n ∈ {1, . . . , N} of the point cloud Xn ⊂ Tl :=
Rd/lZd, with N ≫ µ. At the end, if |Xn| ∼ Poisson(µ), then we can compute
easily p(µ) =

∑∞
n=1 p(n)× P [|Xn| = n] .

Two big advantages of this method. First, the statistics p(n) computed on
a point cloud Xn are useful to compute p(µ) for all µ ∈ I. Second, once the
statistics on Xn−1 have been computed, those on Xn can be efficiently computed.

Fig. 9. Percolation probability for K-polyhedra
(red-plain) and K-Robust Single-Linkage (green-
dashed) in Tl = R2/lZ2 (with l = 100).

Results in R2. For K ∈
{1, 2, 3}, we computed the
percolation probability of the
K-polyhedra with discretiza-
tion of the space (see previ-
ous Section 3.3) and the ex-
act K-Robust Single-Linkage
components.

We took the parameters
l = 100, δ = 8, λsup = 6, m =
24 and obtained the curves of
Fig. 9. The K-polyhedra are
represented in red and the K-
Robust Single-Linkage com-

ponents in green. The ‘1-polyhedra’ is almost identical to the ‘1-Robust compo-
nents’ curve. They are both theoretically equal to that of the geometric graph
components (compare with Fig. 7); the difference coming from the discretization
of the space.

Note that 2-Robust Single-Linkage components correspond to those of the
geometric graph, pruned of the vertices with only one neighbor, that is pruned
of the leaves. It is also very close to the 1-Robust Single-Linkage components.

The 3-Robust Single-Linkage components are quite different and percolate
for larger intensity: λ3-Robust

c > λ2-Robust
c = λ1-Robust

c . But not as large as the
intensity λ3-poly

c ≫ λ2-poly
c ≫ λ3-Robust

c needed for the 2- or 3-polyhedra. The
latter notion of connected components is much more restrictive and percolation
occurs later. With these percolation probability functions, we are now able to
compute and compare the percolation rate v. Results are given in Tab. 1. The
first row (K = 1) shows similar results (v1-Robust = 0.64 vs. v1-poly = 0.62). This
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Table 1. Percolation rate vK in R2 for K-polyhedra and K-Robust Single-Linkage

components. K ∈ {1, 2, 3}, vK :=
λK
min

λK
max

with ε = 3%. Cf. Fig. 9.

Clustering K-Robust Single-Linkage K-polyhedra

K = 1 1.12/1.75 = 0.64 1.04/1.67 ≈ 0.62
K = 2 1.12/1.85 ≈ 0.61 2.23/3.05 ≈ 0.73
K = 3 1.27/2.11 ≈ 0.60 3.40/4.48 ≈ 0.76

is not surprising since, as we said, both models theoretically correspond to the
geometric graph.

For K = 2, the 2-Robust components are those of the 1-Robust pruned
of the leaves. It is therefore logical that percolation occurs at the same time
(λ2-Robust

c = λ1-Robust
c and λ2-Robust

min ≈ λ1-Robust
min ) but λ2-Robust

max ≳ λ1-Robust
max to

compensate for all the leaves (not a null proportion) that have been discarded
from the giant component. Consequently v2-Robust ≲ v1-Robust.

Unlike the 3-Robust components, which remain fairly close to the 2- and
1-Robust components, the 2- and 3-polyhedra start to appear much later: the
constraints being much stronger (both on the points and on the links).

For reasons analogous to the discrete case studied in [16], the percolation
rate of K-polyhedra is increasing with K and getting closer to that of a perfect
classifier (in the sense of an instantaneous percolation v → 1):

v1-poly = 0.62≪ v3-poly = 0.76.

Results in R3. We will go much faster when analysing the results for the dimen-
sion d = 3. Everything we have said about the dimension d = 2 remains valid.
The curves have exactly the same shape. The interesting thing we noted is that
with an extra degree of freedom, it is more difficult to “pick up” almost all the
points of the point cloud Xn, and the percolation rates are consequently smaller.
This phenomenon is yet another reason for favoring the use of more complex
structures such as K-polyhedra.

Table 2. Percolation rate vK in R3 for K-polyhedra and K-Robust Single-Linkage

components. K ∈ {1, 2, 3}, vK :=
λK
min

λK
max

with ε = 3%.

Clustering K-Robust Single-Linkage K-polyhedra

K = 1 0.42/1.05 = 0.40 0.41/1.05 ≈ 0.39
K = 2 0.42/1.26 ≈ 0.33 1.26/2.36 ≈ 0.53
K = 3 0.53/1.60 ≈ 0.33 2.37/3.81 ≈ 0.62

We took the parameters l = 15, δ = 5, λsup = 6, m = 32 and obtained
the percolation rates listed in Tab. 2. It illustrates the great improvement w.r.t.
3-polyhedra compared with the best K-Robust percolation rate (which is once
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again that of geometric graph, with K = 1):

v3-poly = 0.62≫ v1-Robust = 0.40.

4 Conclusion and Discussion

In this article, we have tackled the vast problem of clustering via a density-based
approach. More specifically, we focused on a family of clustering algorithms
constructing (hyper-)graphs on the data depending on a scale parameter. Our
goal is to extract the best possible high-density clusters.

We have shown that the mathematical phenomenon behind the success of
these algorithms is the percolation. Depending on how these (hyper-)graphs are
constructed and how their connected components are defined, the speed at which
these objects ‘percolate’ will change.

Armed with the percolation rate, an index for measuring the performance of
clustering algorithms we defined last year in Complex Networks [18], we showed
that the natural way to generalize Single-Linkage with ourK-polyhedra produces
better theoretical result than the State-of-the-Art, the K-Robust Single-Linkage
components (used e.g. by HDBSCAN).

In the future, we intend to study the phenomenon of percolation on other
data than point clouds in Euclidean space. Similar results apply, for example, to
the case of community detection in a Stochastic Block Model [31].

In addition, the major challenge of using hypergraphs is the computation
complexity. Finding optimized algorithms/heuristics is a very important avenue.

Finally, working with Čech complexes in high-dimensional Euclidean space
Rd suffers from the curse of dimensionality. For example, the best actual al-
gorithm MiniBall(x1, x2, x3, . . .) for extracting the center and the radius of the
smallest ball encompassing a set of K + 1 points {x1, x2, x3, . . .} in Rd is the
one proposed by Welzl [34]. This algorithm is at the heart of the Čech com-
plex computation. Its complexity is linear in K. Unfortunately, this complexity
explodes with dimension d: into O

(
d2d!

)
[34]. In practice, even the heuristic

proposed byWelzl only works up to dimension d = 20. Embeddings in order
to reduce space dimension (in Euclidean space [23] or in hyperbolic spaces [19],
space with good theoretical properties for networks), could thus be an interesting
direction for future research.
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