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Abstract. The development of Brain-Computer Interfaces (BCIs) has
been constrained by a predominant focus on signal classification. This pa-
per rather emphasizes the integration of neurophysiological principles, BCI
paradigm selection, and rigorous experimental design. By addressing com-
mon pitfalls in Machine Learning implementation, we provide researchers
with a tutorial and robust framework for BCI development, promoting
reproducibility and rigor. Furthermore, by tackling challenges at the in-
tersection of BCI and Machine Learning, this work contributes to the
advancement of practical, real-time BCI applications.

1 Introduction

Brain-computer interface (BCI) proposes direct communication with machines
using brain signals, typically electroencephalography (EEG). Since its first ap-
pearance [1], BCI has been widely used in applications such as communication
and control for people with severe motor disabilities, neurorehabilitation, pros-
thesis and robotics, entertainment, etc [2]. Traditionally, creating an EEG-based
BCI has been focused on the data pipeline: data acquisition, preprocessing, fea-
ture extraction, classification, and feedback. Each stage has its challenges and
highly depends on the paradigm and neurophysiological patterns to be used. In
recent years, a vast amount of research and advances have been made in the
accurate decoding of EEG, ranging from exhaustive evaluation of traditional
Machine Learning (ML) methods [3], deep learning, and generative models to
explore different feature extraction techniques, data modeling and representa-
tion. While ML is an angular piece of the BCI pipeline, before delving into ML
methods, several aspects of experimental BCI design require our attention.

Nevertheless, the efficacy of machine learning in BCI is intrinsically linked to
a well-designed experimental protocol, incorporating carefully chosen paradigms
and tasks that minimize confounding factors. Such a robust foundation is indis-
pensable for any ML method, and common pitfalls encountered during model
training must be diligently addressed. While the conventional BCI pipeline often
prioritizes classification over data processing and feature extraction, this repre-
sents a gap from the original vision of BCIs [1], which proposed the integration
of neurophysiological considerations at every stage (BCI Framework). We offer
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a discussion around the impact of experimental factors on BCI development,
addressing common pitfalls and suboptimal practices. Furthermore, we explore
the advancements and open challenges in machine learning for BCI research,
providing insights into the future of reliable BCI applications.

2 Traditional BCI pipeline

Research in EEG-based BCI has followed the traditional pipeline: signal acqui-
sition, signal processing, feature extraction, classification, and feedback.

2.1 Signal acquisition

EEG involves recording the brain’s electrical activity using an amplifier and an
electrode cap, typically positioned according to the International 10-20 system
or its high-density extensions. The choice of electrode type and number of
channels is contingent upon available resources and the specific research question.
While high-density systems with sintered Ag/AgCl electrodes (≥32 channels)
offer superior spatial resolution [4], studies targeting well-localized brain regions
associated with specific paradigms may employ fewer channels.

2.2 Signal processing

EEG data frequently contains artifacts from various sources, including ocular
and muscle movement, heartbeat, and power line noise. Digital processing
techniques are commonly employed to improve the signal-to-noise ratio (SNR).
These techniques include digital filtering using Finite/Infinite Impulse Response
(FIR/IIR) filters to attenuate specific frequency bands. Furthermore, subsam-
pling reduces the number of samples in the recorded signal, often to mitigate
computational demands or enhance signal quality [5]. Spatial filtering meth-
ods, such as re-referencing and normalization, can also be applied to remove
common-mode noise and standardize signal amplitudes. Statistical approaches
such as Independent Component Analysis (ICA) and Principal Component Anal-
ysis (PCA) are helpful for the removal of artifacts by separating independent
sources of activity within the EEG signal [5]. Although these statistical tech-
niques are also used for feature extraction and dimensionality reduction, their
application in artifact removal significantly improves the quality of EEG data.

2.3 Feature Extraction

Feature extraction transforms high-dimensional EEG signals into a concise rep-
resentation of the user’s mental state or intent. This process involves identifying
and quantifying the significant patterns in the EEG data, such as spatial distri-
butions, spectral power, and temporal dynamics [5]. By reducing dimensionality
and focusing on relevant information, feature extraction enhances the efficiency
and accuracy of subsequent classification algorithms, enabling BCIs to decode
user intentions and translate them into actionable commands effectively.



2.4 Machine Learning classifier

The feature vector, derived from the previous feature extraction stage, serves as
input to a classifier. This classifier assigns a class label to the set of features,
effectively identifying the user’s mental state. A classification model is initially
trained on a collection of labeled observations (supervised learning), establishing
a relationship between feature vectors and their corresponding mental states.
Subsequently, this model is employed to classify new, unseen data. Histori-
cally, commonly used classification algorithms in BCIs include linear classifiers
(e.g., Linear Discriminant Analysis or Support Vector Machines), neural net-
works, Bayesian classifiers, and nearest-neighbor classifiers [3]. Recently, more
advanced and modern techniques such as Deep Learning or Riemannian Geome-
try are being used (see Section 4). The accuracy of these classifiers significantly
impacts the overall success of a BCI system. Therefore, selecting an appropriate
classification technique should be guided by the nature of the extracted features
and the number of mental states (classes) to be distinguished.

2.5 Feedback

In a closed-loop BCI system, the feedback application provides real-time in-
formation to the user of their performance in executing a mental task. This
feedback could be a speller program, a robotic prosthesis, a game, or a simple
progress bar. This enables users to learn how to use and improve their BCI
control abilities with practice [6]. The application utilizes the output from the
classifier to execute actions or events corresponding to the user’s inferred men-
tal state. In contrast, in an offline BCI, users do not directly control external
devices. Instead, the brain activity is recorded for subsequent analysis, often
while receiving stimuli designed to elicit specific brain responses and improve
classification performance. Importantly, feedback in online BCI and stimuli in
offline BCI can be time-stamped and integrated into recorded data as markers,
allowing precise labeling of events for subsequent analysis [7].

3 Common pitfalls in BCI design and evaluation

BCI design is a highly multi-disciplinary and complex effort, there are many
ways to make honest mistakes and design a BCI that is either suboptimal or
even scientifically invalid and biased. Unfortunately, such mistakes are regularly
seen, even in published papers. Here, we would thus like to raise awareness about
the most common pitfalls and mistakes that can be made during BCI design, so
that our readers can avoid, many of such pitfalls involving the machine learning
components of BCIs. Note that we report only the most common ones, as a
more comprehensive overview would require a dedicated full paper. Interested
readers can refer to [4] and [8] for a more in-depth treatment of some of them.



3.1 Experiment design

Effective BCI development requires careful experimental design, balancing data
quality with user comfort. Understanding neurophysiological patterns evoked
by cognitive processes and stimuli is crucial. These patterns, classified as exoge-
nous (externally-triggered, simpler control) or endogenous (internally-generated,
nuanced control), significantly influence BCI use due to their unique temporal
and spatial characteristics, e.g., latency, amplitude or distribution.

Two primary BCI paradigms leverage distinct neurophysiological patterns,
each with specific strengths and limitations, influencing their suitability for dif-
ferent user tasks. Event-related potentials (ERPs), such as P300 or Error Re-
lated Negativity, offer insights into cognitive processes but may be susceptible
to noise. Steady-state Visual/Auditory Evoked Potentials (SSVEPs/SSAEPs)
provide robust control options but require external stimulation. Sensorimotor
Rhythms (SMRs), particularly Mu and Beta rhythms, enable intuitive motor-
based control but can be challenging to detect and modulate reliably.

Effective BCI design requires a deep understanding of neurophysiology, EEG,
and BCI paradigms, as these directly influence feature extraction and classifica-
tion. Critical consideration, often overlooked, include balancing session duration,
trial lengths, and epoch numbers to ensure data quality and user engagement.
Task selection should align with research goals and user capabilities. Incorporat-
ing pilot testing, real-time feedback, and participant feedback enables adaptive,
user-centric protocols, enhancing the translational potential of BCI research.

3.2 Training and evaluating machine learning models

As mentioned earlier, ML models are often at the heart of BCI designs and are
regularly used to infer BCI users’ mental states from their EEG. Thus, there
is a need to ensure that the training and evaluation of these ML algorithms
are done soundly [8, 4]. Unfortunately, with many BCI designers lacking a
strong ML background, this has led to various invalid results being published
[9]. More recently, with the steep increase in Deep Learning (DL) use, the issue
has become even more severe, with many DL BCI results proving to be non-
reproducible and/or invalid [9, 10]. To avoid such issues, the main critical point
that should be satisfied - but is unfortunately not always so - is that any BCI
ML component should be trained on a given training set only, and evaluated on
a testing set that is completely different and independent from the training set
[8, 4]. This testing set should only be used for evaluating the trained models and
for nothing else. While the vast majority of BCI designers know that in theory,
some do not seem to realize the full practical implications.

A common mistake is to consider that only the classifier parameters should
be trained on the training set. In contrast, there are often other ML components
in a BCI than the classifier, e.g., data-driven spatial filters (ex: Common Spa-
tial Patterns), which also have be trained on the training set only. Moreover,
ML algorithm hyperparameters (e.g., regularization parameters or DL network
architecture) should also be selected on the training set only. Overall, all ML



steps should performed on the training set only, which notably includes:

• Hyperparameters selection (including DL architecture selection): hyper-
parameters should be selected according to the training set only (and/or
possibly a validation set that is independent of the testing set), but NOT
according to, e.g., the performance obtained on the testing set.

• Feature & channel selection: features and channels should be selected ac-
cording to the training set only (not according to the testing set nor ac-
cording to all the data available, which includes the testing set).

• Classifier and feature choice: the choice of the classifier type (e.g., Support
Vector Machine or DL) and/or features (e.g., band power or EEG time
points) should also be selected based on the training set only, and not
based on which ones lead to the highest test set classification performance.

Another common mistake is a misunderstanding of what having the training
set and the testing being independent means. In particular, while having these
two sets being different is indeed required for them to be independent, this may
not be enough: they also need to be statistically independent. This means, e.g.,
that the training and testing samples should not come from the same experimen-
tal block or overlap with each other. For this reason, one should be careful when
using Cross-Validation (CV), and refrain from using fully random CV, to avoid
having training and testing epochs overlapping or coming from the same block
by chance. Rather, a full block should be used either only in the CV training
fold or in its testing fold, but not be split across both.

A good way to avoid such mistakes is to try to simulate online BCI use as
much as possible when training and assessing a BCI ML model offline. Indeed,
in an online BCI use, the training set is the previously collected EEG data, while
the test set is the future data, that will be acquired during BCI use. The test
set is thus not available for training the models. Ideally, BCI ML algorithms
should thus be trained and assessed in a way that could be performed in an
actual online BCI use. If this is not possible, the ML training or evaluation is
probably biased and unsound, or at least not relevant for practical BCI use.

3.3 Reporting measures and results

When assessing BCI classification/regression performances, and reporting the
results, there is a need to 1) report appropriate performance metrics, and en-
sure that the reported results are 2) reproducible, 3) free of confounding factors,
and 4) statistically relevant. For reporting appropriate performance metrics,
one should consider the number of classes and the balance between classes, as
not all performance metrics can deal with more than two classes or with unbal-
anced classes (with different numbers of testing epochs per class). In particular,
while classification accuracy is fine for balanced classes, it is not for unbalanced
classes. Metrics like Area Under the ROC curve (for two classes) or balanced
accuracy should be used instead [11]. Please also note that while CV is very



popularly used, it tends to overestimate BCI performances [11]. To ensure re-
producible results, the code and data used should ideally be shared [10]. If not
feasible, all the parameters and hyperparameters of the algorithms used have to
be described, along with how they were selected, and based on which data. To
ensure results that are free of confounding factors, it is recommended to check
which neurophysiological information is used by the ML models, to make sure
they are using the cortical EEG features targeted, and not, e.g., muscle artifacts,
effects of fatigue [4, 8] or brain responses to cues [12]. Finally, one should ensure
the reported results are statistically relevant. This means 1) verifying that the
reported performance is actually statistically better than chance, such chance
level varying according to the amount of testing data available [13]; and 2) if
comparing classifiers, using a statistical test to ensure any apparent difference
in performance is real and not due to chance - the variability of BCI data being
high, especially due to the small amount of testing data usually available.

4 Machine learning promises, new direction and open chal-
lenges for machine learning in BCI

Recently, new promising directions for ML in BCI have emerged, in particular
with the advent of DL and Riemannian classifiers [3], as well as several open
challenges that are still to be solved. We describe them below.

4.1 Deep Learning

Deep learning has rapidly emerged as a powerful paradigm in BCI research.
Unlike traditional methods, it autonomously discerns intricate and complex fea-
tures within brain signals, skipping the need for manual features. Likewise,
these models handle effectively the inter- and intra-subject variability in neu-
ral patterns, creating suitable decoders for BCI, for a more effective translation
of neural signals into actionable outputs [14]. DL has notably enhanced the
precision and intuitiveness of motor imagery decoding, enabling more natural
and effective control of assistive devices like prosthetic limbs. Furthermore, its
ability to recognize emotional states from EEG signals promises to transform
affective computing and mental health monitoring [15]. While DL offers nu-
merous advantages, it is not without challenges. The demand for large, labeled
datasets, inherent model complexity leading to interpretability difficulties, and
the need for real-time processing in practical BCI applications pose considerable
limitations.

4.2 Riemannian geometry

The last decade also witnessed the rise of Riemannian Geometry-based Classi-
fiers (RGCs) in BCI [16]. RGCs are EEG classifiers that represent EEG signals
as Symmetric Positive Definite (SPD) matrices - typically Spatial Covariance
Matrices (SCM) measuring the covariance between each pair of EEG channels
- and manipulate and classify such matrices using a dedicated geometry: the



Riemannian geometry. These last few years, RGCs have won numerous interna-
tional competitions dedicated to brain signal classification - notably EEG-based
BCIs [16, 17], and have proven the best in various meta-analyses and large-scale
benchmarks, at least for offline subject-specific BCI designs [18]. At the time of
writing this article, they are thus considered by many to be the state-of-the-art
classifiers for EEG-based BCIs. Note that this may change in the future when
larger EEG databases are available, which DL could exploit better.

4.3 Explainable BCI

Explainable BCI refers to BCI systems designed with the capability to provide
understandable and interpretable insights into how they process brain signals
to make decisions. The goal is to ensure that the users, developers, and other
stakeholders can understand the underlying mechanisms, the reasoning behind
outputs, and the reliability of the system’s operations. The use of transparent
algorithms, identifying and explaining which features are most influential in
making decisions, notably using visualization tools (e.g., saliency maps to show
how different brain regions contribute to outputs [12]), and model validation,
have demonstrated that explainable BCI is tangible and useful for BCIs [19].

4.4 Open challenges for machine learning in BCI

Despite recent and promising directions such as DL or RGCs, BCIs, are still
far from being fully reliable and usable everywhere, by anyone, at any time,
and without calibration. To make this happen, we have identified several open
challenges that the ML community interested in BCIs may want to tackle:

The need for machine learning algorithms able to learn from small data: Typi-
cally, BCI experiments and applications can only afford to collect a few (typically
a few dozen) training examples from a new user before training the BCI ML com-
ponents. Moreover, this training data calibration is tedious and time-consuming
for the BCI user. Thus, algorithms that can be trained from small data could
make this data collection and calibration as short as possible [20].

The need for cross-subjects / cross-data sets algorithms: To go one step further,
completely suppress calibration time, and address variability across and within
users, we would ideally need algorithms that could learn classifiers from data of
multiple users or even from multiple data sets so that they could classify EEG
signals for new users and/or new data sets without recalibration [21].

The need to understand and tackle noise and variabilities in BCI: To make
the points above feasible, a better understanding of the noise and variabilities
affecting BCI is needed, notably about which sources of variability affect EEG
and BCI performance, and how they affect them. Such knowledge should enable
us to design informed algorithms that are more robust to these variabilities.



The need for invariant representations: The knowledge above could hopefully
enable BCI designs to come up with invariant EEG representations, that are
not affected by BCI sources of noise and variabilities, and thus which would be
robust and reliable, even across users, within users, at all time.

The need for online adaptation: Alternatively, if designing invariant represen-
tations appears too challenging, the community would need to explore more
advanced online adaptive BCI ML algorithms, i.e., the continuous update of the
ML model parameters, based on brain data being collected online [3], to track
and accommodate variabilities.

Need for self-paced decoding: In terms of user experience, BCIs would be more
convenient and usable if the users could issue BCI commands at any time,
whenever they want, i.e., if the BCI allowed self-paced use [22]. Unfortunately,
most BCIs are not self-paced, but rather synchronous, enabling users to issue
commands in specific, system-paced periods only. Research on self-paced BCIs
seemed to have slowed down this past decade, but would probably need addi-
tional efforts, as current self-paced BCIs are still far from being reliable.

The need for new representations of EEG signals: Most BCI studies use only
two main EEG representations: band power features (a.k.a. oscillatory activity)
and ERPs. However, neuroscience research has identified additional neurophys-
iological patterns that could/should be better explored in BCI, including func-
tional connectivity [23] or cross-frequency-coupling [24]. EEG source imaging
(ESI) also offers an alternative representation allowing for the identification of
the exact neural sources contributing to the recorded signals. By isolating these
sources, the BCI can make more accurate predictions about the user’s intentions,
leading to more precise control over external devices [25]. Additional research to
identify such alternative EEG representations may improve BCI reliability when
combined with current representations.

The need for algorithms with low computational demand for use in wearable sys-
tems: If we aim for BCIs to leave the laboratories, and be used in everyday
life, such BCIs will need to be as small as possible, to be embedded, e.g., in
headphones, baseball caps or earplugs, which will limit their computational ca-
pabilities. There is thus a need for lightweight ML algorithms, that can learn
and run quickly and with a low computational demand.

The need for algorithms able to work with few EEG sensors: For the same rea-
son as above, in everyday life, we need BCIs that can work with as few EEG
sensors as possible, so that they are as wearable and transparent (or even invis-
ible) as possible. This in turn requires dedicated/optimized BCI ML algorithms
that can decode EEG signals from as few EEG sensors as possible.



Overly complex machine learning models: Some overly complex machine learn-
ing models have demonstrated potential for high performance. However, they
often come with significant drawbacks that can diminish their practical utility in
BCI systems. It is often better to start with simpler models, validate their per-
formance, and only introduce complexity when it is clear that it offers a benefit
without compromising the usability of interpretability.

The need to consider the human user when designing algorithms: In the end, it
is also essential to remember that the core of the BCI interaction loop is not the
ML algorithm but rather the BCI user. Thus, while this is unfortunately rarely
done, there is a need to consider the user during algorithm design. This could
include, e.g., considering the user profile to personalize BCI ML algorithms, to
ensure that classifier-based feedback enables user learning or to model users to
know when/how to adapt algorithms parameters optimally [26].

5 Conclusions

We urge the BCI community to foster ongoing discussions aimed at establishing
robust guidelines and standardized workflows. By doing so, we can effectively
bridge the gap between Vidal’s foundational BCI framework (1973) [1] and con-
temporary research. This integration would ensure that experimental factors
and neurophysiological insights are seamlessly incorporated into the established
data pipeline and latest machine learning advances, ultimately leading to more
reliable, impactful, and reproducible BCI research and development.
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