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Asymmetry of the Relative Entropy in the
Regularization of Empirical Risk Minimization

Francisco Daunas , Iñaki Esnaola , Samir M. Perlaza , and H. Vincent Poor

Abstract—The effect of relative entropy asymmetry is analyzed
in the context of empirical risk minimization (ERM) with
relative entropy regularization (ERM-RER). Two regularizations
are considered: (a) the relative entropy of the measure to be
optimized with respect to a reference measure (Type-I ERM-
RER); or (b) the relative entropy of the reference measure
with respect to the measure to be optimized (Type-II ERM-
RER). The main result is the characterization of the solution
to the Type-II ERM-RER problem and its key properties. By
comparing the well-understood Type-I ERM-RER with Type-II
ERM-RER, the effects of entropy asymmetry are highlighted.
The analysis shows that in both cases, regularization by relative
entropy forces the solution’s support to collapse into the support
of the reference measure, introducing a strong inductive bias
that can overshadow the evidence provided by the training data.
Finally, it is shown that Type-II regularization is equivalent to
Type-I regularization with an appropriate transformation of the
empirical risk function.

Index Terms—Empirical risk minimization; relative entropy
regularization; reference measure; inductive bias

I. INTRODUCTION

EMPIRICAL risk minimization (ERM) is a central tool
in supervised machine learning. Among other uses, it

enables the characterization of sample complexity and proba-
bly approximately correct (PAC) learning in a wide range of
settings [3]. The application of ERM in the study of theoretical
guarantees spans related disciplines such as machine learning
[4], information theory [5], [6] and statistics [7], [8]. Classical
problems such as classification [9], [10], pattern recognition
[11], [12], regression [13], [14], and density estimation [11],
[15] can be posed as special cases of the ERM problem
[15], [16]. Unfortunately, ERM is prone to training data
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memorization, a phenomenon also known as overfitting [17]–
[19]. For that reason, ERM is often regularized in order to
provide generalization guarantees [20]–[23]. Regularization
establishes a preference over the models by encoding features
of interest that conform to prior knowledge. In different statis-
tical learning frameworks, such as Bayesian learning [24], [25]
and PAC learning [26]–[28], the prior knowledge over the set
of models can be described by a reference probability measure.
More general references can be adapted as proved in [29], [30]
for the case of σ-finite measures. Prior knowledge of the set of
datasets can also be represented by probability measures, e.g.,
the worst-case data-generating probability measure introduced
in [31]. In either case, the solution to the regularized ERM
problem can be cast as a probability distribution over the set
of models.

A common regularizer of the ERM problem is the relative
entropy of the optimization probability measure with respect
to a given reference measure over the set of models [15],
[32]–[34]. The resulting problem formulation, termed ERM
with relative entropy regularization (ERM-RER) has been
extensively studied for both the case in which the reference
measure is a probability measure [32]–[35] and the case in
which it is a σ-finite measure [29], [30], [36]. While in
both cases the solution is unique and corresponds to a Gibbs
probability measure, the existence of the solution is ensured
only in the case in which the reference measure is a probability
measure [30]. Despite the many merits of the ERM-RER
formulation, it has some significant limitations. Firstly, the
absolute continuity of the optimization measure with respect to
the reference measure is required for the existence of the cor-
responding Radon-Nikodym derivative, which is used by the
relative entropy regularization. This absolute continuity sets an
insurmountable barrier to the exploration of models outside the
support of the reference measure. More specifically, models
outside the support of the reference measure exhibit zero
probability with respect to the Gibbs probability measure
solution to ERM-RER, regardless of the evidence provided by
the training dataset. Secondly, the choice of relative entropy
over alternative divergences often follows arguments based on
the simplicity of obtaining generalization guarantees in the
form of bounds [20]. Nonetheless, such bounds are often hard
to calculate and are not always informative when evaluated in
practical settings [1], [30], [31], [37]–[41].

In view of these, exploring the asymmetry of relative
entropy is of particular interest to advancing the understanding
of entropy regularization in the context of ERM and its role in
generalization. Additionally, examining the asymmetry opens
novel pathways to overcome some of the constraints imposed
by relative entropy regularization. The problem of ERM with
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a general f -divergence regularization has been explored in
[42] and [43] in the case of a finite countable set of models,
and recently extended to uncountable sets of models in [44]
and [45]. The authors in [42]–[45] constrain the optimization
domains to sets of measures that are mutually absolutely
continuous with respect to the reference probability measure.
The use of the relative entropy of the optimization measure
with respect to the reference measure as a regularizer in the
ERM-RER is termed Type-I ERM-RER. Alternatively, the use
of the relative entropy of the reference measure with respect
to the optimization measure is termed Type-II ERM-RER.
Interestingly, the existing results in [42]–[44], which lead to
special cases of the Type-I and Type-II ERM-RER problems
by assuming that f(x) = −x log(x) and f(x) = − log(x),
respectively, do not study the impact of the asymmetry of
relative entropy. Another observation that motivates study-
ing the asymmetry of relative entropy in ERM-RER is that
numerical analyses of the Type-II ERM-RER, presented in
Section VII, suggest that it achieves better generalization
capabilities compared to Type-I ERM-RER, while maintaining
a similar expected empirical risk.

This paper presents the solution to Type-II ERM-RER opti-
mization problem using a new method of proof. In particular,
mutual absolute continuity between the measures involved
is not imposed. Nonetheless, mutual absolute continuity is
exhibited by the solution as a consequence of the structure of
the problem. The key properties of the solution are highlighted,
and an equivalence between the Type-I and Type-II ERM-
RER problems is presented. This equivalence is achieved by
replacing the empirical risk in the Type-I ERM-RER problem
with another function, which can be interpreted as a tunable
loss function, as described in [46]–[48]. The remainder of the
paper is organized as follows. Section II presents the ERM-
RER problem and its two variations: Type-I and Type-II. The
main contribution of this paper, which is the solution to the
Type-II ERM-RER problem, is presented in Section III. This
section also presents key properties of the solution. Section VI
uses these properties to characterize the expected empirical
risk. Section VII studies the equivalence between Type-I and
Type-II ERM-RER problems. This work is concluded by
Section VIII, with some final remarks.

The mathematical notation used throughout the paper is
as follows: Given a measurable space (M,F ), △(M) is
used to represent the set of probability measures that can
be defined over (M,F ). Often, when the sigma-algebra F
is fixed, it is hidden to ease notation. Given a probability
measure Q ∈ △(M), the subset △Q(M) of △(M) contains
all probability measures that are absolutely continuous with
respect to the measure Q. Similarly, the subset ▽Q(M)
of △(M) contains all probability measures P ∈ △(M)
such that the probability measure Q is absolutely continuous
with respect to P . Finally, the subset ©Q(M) of △(M)
contains all probability measures that are mutually absolutely
continuous with respect to the measure Q.

II. EMPIRICAL RISK MINIMIZATION

Let M, X and Y , with M ⊆ Rd and d ∈ N, be sets
of models, patterns, and labels, respectively. A pair (x, y) ∈

X × Y is referred to as a labeled pattern or as a data point.
Given n data points, with n ∈ N, denoted by (x1, y1), (x2, y2),
. . ., (xn, yn), the corresponding dataset is represented by the
tuple

z = ((x1, y1), (x2, y2), . . . , (xn, yn)) ∈ (X × Y)
n
. (1)

Let the function f : M × X → Y be such that the label
assigned to the pattern x according to the model θ ∈ M is
f(θ, x). Let also the function

ℓ : Y × Y → [0,∞) (2)

be such that given a data point (x, y) ∈ X×Y , the risk induced
by a model θ ∈ M is ℓ(f(θ, x), y). In the following, the risk
function ℓ is assumed to be nonnegative and for all y ∈ Y ,
ℓ(y, y) = 0.

The empirical risk induced by the model θ, with respect to
the dataset z in (1) is determined by the function Lz : M →
[0,∞), which satisfies

Lz(θ) =
1

n

n

i=1

ℓ(f(θ, xi), yi). (3)

Using this notation, the ERM consists of the following opti-
mization problem:

min
θ∈M

Lz(θ). (4)

Let the set of solutions to the ERM problem in (4) be denoted
by

T (z) ≜ arg min
θ∈M

Lz(θ). (5)

Note that if the set M is finite, the ERM problem in (4) always
possesses a solution, and thus, |T (z)| > 0. Nonetheless, in
general, the ERM problem does not necessarily possess a
solution, i.e., it might happen that |T (z)| = 0.

The PAC and Bayesian frameworks, as discussed in [25] and
[27], address the problem in (4) by constructing probability
measures, conditioned on the dataset z, from which models
are randomly sampled. In this context, finding probability
measures that are minimizers of the ERM problem in (4)
over the set of all probability measures that can be defined on
the measurable space (M,F ), which is denoted by △(M),
requires a metric that enables assessing the goodness of the
probability measure. From this perspective, the underlying
assumption in the remainder of this work is that the functions
f and ℓ in (3) are such that for all (x, y) ∈ X×Y , the function
gx,y : M → [0,∞), such that gx,y(θ) = ℓ(f(θ, x), y),
is measurable with respect to the Borel measurable spaces
(M,F ) and (R,B(R)), where F and B(R) are respectively
the Borel σ-fields on M and R. Under these assumptions, a
common metric is the notion of expected empirical risk.

Definition 1 (Expected Empirical Risk): Given the dataset
z ∈ (X × Y)

n in (1), let the functional Rz : △(M) →
[0,∞) be such that

Rz(P ) =


Lz(θ) dP (θ), (6)

where the function Lz is defined in (3).
In the following section, the Type-I relative entropy regu-

larization is reviewed as it serves as the basis for the analysis
of the regularization asymmetry.
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A. The Type-I ERM-RER Problem

The Type-I ERM-RER problem is parametrized by a prob-
ability measure Q ∈ △(M) and a real λ ∈ (0,∞). The
measure Q is referred to as the reference measure and λ as
the regularization factor. The Type-I ERM-RER problem, with
parameters Q and λ, is given by the following optimization
problem:

min
P∈△Q(M)

Rz(P ) + λD(PQ), (7)

where the functional Rz is defined in (6), and the optimization
domain is

△Q(M) ≜ {P ∈ △(M) : P ≪ Q}, (8)

with the notation P ≪ Q standing for P being absolutely
continuous with respect to Q.

The solution to the Type-I ERM-RER problem in (7) is
the Gibbs probability measure reported in [29], [32] and [33].
In order to introduce such a measure, consider the function
KQ,z : (0,∞) → R that satisfies for all t ∈ R,

KQ,z(t) = log


exp(tLz(θ)) dQ(θ)


, (9)

with Lz in (3). Using this notation, the solution to the Type-I
ERM-RER problem in (7) is presented by the following
lemma.

Lemma 1 ( [30, Theorem 3]): The solution to the optimiza-
tion problem in (7) is a unique probability measure, denoted
by P

(Q,λ)
Θ|Z=z , which satisfies for all θ ∈ suppQ,

dP
(Q,λ)
Θ|Z=z

dQ
(θ) = exp


−KQ,z


− 1

λ


− 1

λ
Lz(θ)


, (10)

where the function Lz is defined in (3) and the function KQ,z

is defined in (9).

B. The Type-II ERM-RER Problem

The Type-II ERM-RER problem is parametrized by a prob-
ability measure Q ∈ △(M) and a real λ ∈ (0,∞). As in
the Type-I ERM-RER problem, the measure Q is referred to
as the reference measure and λ as the regularization factor.
Given the dataset z ∈ (X × Y)

n in (1), the Type-II ERM-RER
problem, with parameters Q and λ, consists of the following
optimization problem:

min
P∈▽Q(M)

Rz(P ) + λD(QP ), (11)

where the functional Rz is defined in (6), and the optimization
domain is

▽Q(M) ≜ {P ∈ △(M) : Q ≪ P}. (12)

The difference between Type-I and Type-II ERM-RER prob-
lems lies on the regularization. While the former uses the rela-
tive entropy D(PQ), the latter uses D(QP ). This translates
into different optimization domains due to the asymmetry of
the relative entropy. More specifically, in the Type-I ERM-
RER problem, the optimization domain is the set of probability
measures on the Borel measurable space (M,F ) that are

absolutely continuous with the reference measure Q. That is,
the set △Q(M) in (8). Alternatively, in the Type-II ERM-
RER problem, the optimization domain consists of probability
measures defined on the Borel measurable space (M,F ),
with the additional condition that the reference measure Q
must be absolutely continuous with respect to them. This
corresponds to the set denoted as ▽Q(M) in (12). From this
perspective, the techniques used in [30] for solving the Type-I
ERM-RER no longer hold. As shown in the next section, a
new technique is used for solving the Type-II ERM-RER.

The problems in (7) and (11) exhibit a trivial solutions when
the functional Rz is such that for all P ∈ △Q(M) or P ∈
▽Q(M), respectively, it holds that Rz(P ) = c, for some c ∈
[0,∞). In such a case, the solution is unique and equal to the
probability measure Q, independently of the parameter λ. In
order to avoid this trivial case, the notion of separability of
the empirical risk function with respect to the measure Q is
borrowed from [30]. A separable empirical risk function with
respect to a given probability measure P is defined as follows.

Definition 2 (Definition 5 in [30]): The empirical risk
function Lz in (3) is said to be separable with respect to
the probability measure P ∈ △(M), if there exist a positive
real c > 0 and two subsets A and B of M that are
nonnegligible with respect to P , and for all (θ1,θ2) ∈ A×B,

Lz(θ1)< c <Lz(θ2) < ∞. (13)

A nonseparable empirical risk function Lz in (3) with respect
to a measure P is a constant almost surely with respect to the
measure P . More specifically, there exists a real a ≥ 0, such
that

P ({θ ∈ M : Lz(θ) = a}) = 1. (14)

When the empirical risk function Lz in (3) is nonseparable
with respect to all measures in P ∈ ▽Q(M), the trivial case
described above is observed. The notion of separable empirical
risk functions would play a central role in the study of the
optimization problem in (11).

III. THE SOLUTION TO THE TYPE-II ERM-RER PROBLEM

The solution of the Type-II ERM-RER problem in (11) is
presented in the following theorem.

Theorem 1: If there exists a real β such that

β ∈ {t ∈ R : ∀θ ∈ suppQ, 0 < t+ Lz(θ)}, (15a)

and 
λ

β + Lz(θ)
dQ(θ) = 1, (15b)

with the function Lz defined in (3), and λ and Q the parameters
of the optimization problem in (11), then, the solution to such
a problem, denoted by P̄

(Q,λ)
Θ|Z=z ∈ △(M), is unique and for

all θ ∈ suppQ, it satisfies

dP̄
(Q,λ)
Θ|Z=z

dQ
(θ) =

λ

β + Lz(θ)
. (16)

Before introducing the proof of Theorem 1, two important
results are presented. The first result consists in the solution
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to the optimization problem in (11) when the optimization
domain is restricted to

©Q (M) ≜ ▽Q(M) ∩△Q(M), (17)

where the sets △Q(M) and ▽Q(M) are defined in (8)
and (12), respectively. Such an ancillary problem can be
formulated as follows:

min
P∈©Q(M)

Rz(P ) + λD(QP ). (18)

The solution to the problem in (18) is described by the
following lemma.

Lemma 2: The solution to the optimization problem in (18)
is unique and identical to the probability measure P̄

(Q,λ)
Θ|Z=z

in (16).
Proof: The proof is presented in Appendix A.

The second result consists of comparing the optimal values
resulting from the optimization problems in (11) and (18), as
shown hereunder.

Lemma 3: The optimization problems in (11) and (18)
satisfy

min
P∈▽Q

Rz(P ) + λD(QP ) ≥ min
P∈©Q

Rz(P ) + λD(QP ).

(19)
Proof: The proof is presented in Appendix B.

Lemma 3 unveils the fact that the objective function in (11)
when evaluated at measures whose support extends beyond the
support of Q is larger than such an objective function evalu-
ated at measures whose support is identical to the reference
measure. This includes the case in which the set T (z) in (5)
lies outside the support of Q. Using these results, the proof of
Theorem 1 is as follows.

Proof of Theorem 1: The proof follows by observing that
from (17), it holds that

©Q (M) ⊆ ▽Q(M). (20)

Hence, from (20), it follows that

min
P∈▽Q

Rz(P ) + λD(QP ) ≤ min
P∈©Q

Rz(P ) + λD(QP ).

(21)
From the inequalities in (19) and (21), it follows that

min
P∈▽Q

Rz(P ) + λD(QP ) = min
P∈©Q

Rz(P ) + λD(QP ).

(22)
Thus, the measure P̄

(Q,λ)
Θ|Z=z in (16) is the solution of the

optimization problem in (11), which completes the proof of
Theorem 1.

Lemma 3 implies that the solution to the optimization
problem in (11) is in the set ©Q(M) in (16). A consequence
of this observation is the following corollary.

Corollary 4: The probability measures Q and P̄
(Q,λ)
Θ|Z=z

in (16) are mutually absolutely continuous.
Corollary 4 also follows from Theorem 1 by observing that the
solution to the Type-II ERM-RER problem in (11) is expressed
in terms of its Radon-Nikodym derivative with respect to Q,
which implies the absolute continuity of P̄ (Q,λ)

Θ|Z=z with respect
to Q. The absolute continuity of the measure Q with respect
to P̄

(Q,λ)
Θ|Z=z follows from the optimization domain of the

Type-II ERM-RER problem. From this perspective, Corollary
4 conveys the fact that there does not exist a dataset that can
overcome the inductive bias induced by the reference measure
Q. That is, sets of models outside the support of Q exhibit zero
probability measure with respect to the measure P̄

(Q,λ)
Θ|Z=z .

This observation is important as, at first glance, the Type-II
relative entropy regularization for the ERM problem in (11)
does not restrict the solution to be absolutely continuous with
respect to the reference measure Q. However, Theorem 1
shows that the support of the probability measure P̄

(Q,λ)
Θ|Z=z

in (16) collapses into the support of the reference. A parallel
can be established between Type-I and Type-II cases, as in
both cases, the support of the solution is the support of the
reference measure. In a nutshell, the use of relative entropy
regularization inadvertently forces the solution to coincide
with the support of the reference regardless of the training
data.

IV. THE NORMALIZATION FUNCTION

Let the set AQ,z ⊆ (0,∞) and CQ,z ⊂ R, with Q and
z in (11), be such that if λ ∈ AQ,z , then there exists a
β ∈ CQ,z that satisfies the inclusion in (15a) and (15b). From
Theorem 1, specifically from the uniqueness of the solution
to (11), it follows that for all (λ,β) ∈ AQ,z×CQ,z and for all
α ∈ R, with α ∕= β, it holds that (λ,α) /∈ AQ,z × CQ,z . This
observation allows establishing a bijection between these two
sets. Let such a bijection be represented by the function

K̄Q,z : AQ,z → CQ,z, (23a)

which satisfies,
K̄Q,z(λ) = β. (23b)

The function K̄Q,z in (23) is referred to as the normalization
function. This is essentially due to the observation that the

Radon-Nikodym derivative
dP̄

(Q,λ)

Θ|Z=z

dQ in (16) can be re-written
for all θ ∈ suppQ, as

dP̄
(Q,λ)
Θ|Z=z

dQ
(θ) =

λ

K̄Q,z(λ) + Lz(θ)
, (24)

which together with (15b), implies that the function K̄Q,z

ensures that P̄ (Q,λ)
Θ|Z=z in (16) is a probability measure.

The analysis of the normalization function K̄Q,z in (23)
relies on the analysis of its functional inverse, denoted by
K̄−1

Q,z : CQ,z → AQ,z , which can be defined by noticing that

1 =

 dP̄
(Q,λ)
Θ|Z=z

dQ
(θ) dQ(θ) (25a)

=


λ

Lz(θ) + β
dQ(θ), (25b)

with the function Lz defined in (3), and λ and Q the parameters
of the optimization problem in (11). More specificaly, from
(23b), it follows that λ = K̄−1

Q,z(β); and from (25b), it follows
that

K̄−1
Q,z(β) =

1
1

Lz(θ)+β dQ(θ)
. (26)
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Note that while the function K̄Q,z in (23) is implicitly defined,
as a closed-form expression is not provided, its functional
inverse K̄−1

Q,z is explicitly defined in (26). Such functional
inverse exists from the fact that K̄Q,z is a bijection.

The purpose of the remaining of this section is to provide
a characterization of the sets AQ,z and CQ,z . To do so, some
mathematical objects are introduced. Given a real δ ∈ [0,∞),
consider the Rashomon set [49], Lz(δ), defined as follows

Lz(δ) ≜ {θ ∈ M : Lz(θ) ≤ δ}. (27)

Consider also the real numbers δQ,z and λ
Q,z defined as

follow:

δQ,z ≜ inf{δ ∈ [0,∞) : Q(Lz(δ)) > 0}, (28)

and

λ
Q,z ≜ inf AQ,z. (29)

Let also L
Q,z be the level set of the empirical risk function

Lz in (3) for the value δQ,z . That is,

L
Q,z ≜


θ ∈ M : Lz(θ) = δQ,z


. (30)

Using the objects defined above, the following lemma intro-
duces one of the main properties of the function K̄Q,z in (23).

Lemma 5: The function K̄Q,z in (23) is strictly increasing
and continuous.

Proof: The proof is presented in Appendix C.
The following lemma characterizes the sets AQ,z and CQ,z

in (23a), which are the domain and codomain of the function
K̄Q,z in (23b).

Lemma 6: The sets AQ,z and CQ,z in (23a) are either empty
or intervals that satisfy

AQ,z =


[λQ,z,∞) if


1

Lz(θ)−δQ,z
dQ(θ) < ∞

(0,∞) otherwise,
(31)

and

CQ,z =


−δQ,z,∞


if


1

Lz(θ)−δQ,z
dQ(θ) < ∞.


−δQ,z,∞


otherwise,

(32)

for some real λQ,z > 0, with δQ,z defined in (28).
Proof: The proof is presented in Appendix D.

Lemma 6 shows that the sets AQ,z and CQ,z in (23a) are
convex sets (intervals). This convexity is crucial for analyzing
how the choice of λ influences whether the Type-II ERM-RER
problem in (11) has a solution. For instance, if λ ∈ AQ,z , then
the measure P̄

(Q,λ)
Θ|Z=z is the unique solution to the problem

in (11) (Theorem 1). Moreover, if such λ is increased, the
resulting Type-II ERM-RER problem still possesses a solution,
which is formalized by the following corollary.

Corollary 7: If the Type-II ERM-RER problem in (11)
possesses a solution, then, the following problem

min
P∈▽Q(M)

Rz(P ) + αD(QP ), (33)

with α  λ, also possesses a solution.
Additionally, Lemma 6 allows identifying how small λ in (11)
can be, such that the Type-II ERM-RER problem in (11) still

possesses a solution. The regularization factor λ can be made
arbitrarily close to zero in some cases, as shown hereunder.

Corollary 8: If the set M is finite, then the set AQ,z in (23a)
is (0,∞).
Corollary 8 follows by noticing that if the set M is finite, the
subset L

Q,z in (30) satisfies Q

L
Q,z


> 0. Thus, the integral

in (32) is not finite, which follows from the fact that for all
θ ∈ L

Q,z , Lz(θ)−δQ,z = 0. Another immediate consequence
of Lemma 5 and Lemma 6 is the following corollary.

Corollary 9: If the real value δQ,z = 0, with δQ,z in (28),
then the function K̄Q,z in (23b) is strictly positive.
Appendix S introduces some examples to illustrate particular
cases in which the set AQ,z is open or semi-open. This section
is closed by leveraging Lemma 6 for presenting a key property
of the function K̄Q,z in (23b).

Lemma 10: The function K̄Q,z in (23) satisfies

lim
λ→λ

Q,z
+
K̄Q,z(λ) = −δQ,z, (34)

where δQ,z and λ
Q,z are defined in (28) and (29), respectively.

Proof: The proof is presented in Appendix E.

V. PROPERTIES OF THE SOLUTION

A. Bounds on the Radon-Nikodym Derivative

Note that from Theorem 1, models resulting in lower
empirical risks correspond to greater values of the Radon-

Nikodym derivative
dP̄

(Q,λ)

Θ|Z=z

dQ in (16). The following corollary
formalizes this observation.

Lemma 11: For all (θ1,θ2) ∈ (suppQ)
2, such

that Lz(θ1) ≤ Lz(θ2), with Lz in (3), the Radon-Nikodym

derivative
dP̄

(Q,λ)

Θ|Z=z

dQ in (16) satisfies

dP̄
(Q,λ)
Θ|Z=z

dQ
(θ2) ≤

dP̄
(Q,λ)
Θ|Z=z

dQ
(θ1), (35)

with equality if and only if Lz(θ1) = Lz(θ2).
Proof: The proof is presented in Appendix F.

The Radon-Nikodym derivative
dP̄

(Q,λ)

Θ|Z=z

dQ in (16) is always
finite and strictly positive. This observation is formalized in
the following lemma.

Lemma 12: The Radon-Nikodym derivative
dP̄

(Q,λ)

Θ|Z=z

dQ in
(16) satisfies for all θ ∈ suppQ,

0 <
dP̄

(Q,λ)
Θ|Z=z

dQ
(θ) ≤ λ

δQ,z + K̄Q,z(λ)
< ∞, (36)

where the function K̄Q,z and the real δQ,z are defined in (23a)
and (28), respectively. The equality holds if and only if θ ∈
L
Q,z ∩ suppQ.

Proof: The proof is presented in Appendix G.

B. Asymptotes of the Radon-Nikodym Derivative

In the asymptotic regime, when the regularization factor λ

in (11) grows to infinity, i.e., λ → ∞, the measure P̄
(Q,λ)
Θ|Z=z

becomes identical to the reference measure Q, up to sets of
measure zero, as described in the following lemma.
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Lemma 13: The Radon-Nikodym derivative
dP̄

(Q,λ)

Θ|Z=z

dQ in (16)
satisfies for all θ ∈ suppQ,

lim
λ→∞

dP̄
(Q,λ)
Θ|Z=z

dQ
(θ) = 1. (37)

Proof: The proof is presented in Appendix H.
Lemma 13 unveils a similarity between Type-I and Type-II
regularization as the Type-I measure P

(Q,λ)
Θ|Z=z in (10), also

exhibits a similar behavior [30].
Alternatively, when the regularization factor decreases to

zero from the right, i.e., λ → 0+, the Radon-Nikodym

derivative
dP̄

(Q,λ)

Θ|Z=z

dQ in (16) exhibits the following behavior.
Lemma 14: If Q


L
Q,z


> 0, with the set L

Q,z in (30),

then the Radon-Nikodym derivative
dP̄

(Q,λ)

Θ|Z=z

dQ in (16) satisfies
for all θ ∈ suppQ,

lim
λ→0+

dP̄
(Q,λ)
Θ|Z=z

dQ
(θ) =

1

Q

L
Q,z

1{θ∈L
Q,z}. (38)

Alternatively, if Q

L
Q,z


= 0 and λ

Q,z in (29) satisfies
λ
Q,z = 0, then for all θ ∈ suppQ, it holds that

lim
λ→0+

dP̄
(Q,λ)
Θ|Z=z

dQ
(θ) =


∞ if θ ∈ L

Q,z

0 otherwise.
(39)

Conversely, if Q

L
Q,z


= 0 and λ

Q,z in (29) satisfies λ
Q,z >

0, then for all θ ∈ suppQ, it holds that

lim
λ→λ

Q,z
+

dP̄
(Q,λ)
Θ|Z=z

dQ
(θ) =

λ
Q,z

Lz(θ)− δQ,z

. (40)

Proof: The proof is presented in Appendix I.
Lemma 14 highlights that in the asymptotic regime

when the regularization factor decreases to zero from the

right, i.e., λ → 0+, the value
dP̄

(Q,λ)

Θ|Z=z

dQ (θ) does not de-
pend on the exact model θ but rather on whether θ ∈
suppQ ∩ L

Q,z . In the case in which θ ∈ suppQ ∩

L
Q,z , it holds that limλ→0+

dP̄
(Q,λ)

Θ|Z=z

dQ (θ) > 0. Other-

wise, limλ→0+
dP̄

(Q,λ)

Θ|Z=z

dQ (θ) = 0. In the special case in
which δQ,z = 0, with δQ,z in (28), the set L

Q,z satis-
fies L

Q,z = T (z), where T (z) is defined in (5). This
implies a concentration of probability over T (z) ∩ suppQ,
which establishes a connection with the ERM problem without
regularization in (4).

Furthermore, in the asymptotic regime, when the regular-
ization factor decreases to zero from the right, the solutions to
the Type-I and Type-II ERM-RER problems exhibit the same
asymptotic behavior, as shown in [30, Lemma 6]. This aligns
with the observation that as λ decreases, the optimization
problems in (7) and (11) exhibit a weaker relative entropy
constraint. A stronger result follows from Lemma 14 and is
presented in the following lemma.

Lemma 15: If λ
Q,z in (29) satisfies λ

Q,z = 0, then the
measure P̄

(Q,λ)
Θ|Z=z in (16) and the set L

Q,z in (30) satisfy

lim
λ→0+

P̄
(Q,λ)
Θ|Z=z


L
Q,z


= 1. (41)

Alternatively, if λ
Q,z > 0, then the measure P̄

(Q,λ)
Θ|Z=z in (16)

and the set L
Q,z in (30) satisfy

lim
λ→λ

Q,z
+
P̄

(Q,λ)
Θ|Z=z


L
Q,z


= 0. (42)

Proof: The proof is presented in Appendix J.
Lemma 15 shows that indeed when the regularization

factor approaches zero from the right, the probability mea-
sure P̄

(Q,λ)
Θ|Z=z in (16) concentrates in the set of models that

induce the minimum empirical risk in suppQ.

VI. THE EXPECTED EMPIRICAL RISK

This section focuses on the expected empirical risk induced
by the probability measure P̄

(Q,λ)
Θ|Z=z in (16). That is, the value

Rz


P̄

(Q,λ)
Θ|Z=z


, with the functional Rz defined in (6).

The following lemma establishes a relation between
Rz


P̄

(Q,λ)
Θ|Z=z


, λ, and the function K̄Q,z in (23b).

Lemma 16: The probability measure P̄
(Q,λ)
Θ|Z=z in (16) satis-

fies
Rz


P̄

(Q,λ)
Θ|Z=z


= λ− K̄Q,z(λ), (43)

where the functional Rz and the function K̄Q,z are defined
in (6) and (23b), respectively.

Proof: The proof is presented in Appendix K.
Lemma 16 highlights that the function r : (0,∞) → [0,∞)

such that r(λ) = Rz


P̄

(Q,λ)
Θ|Z=z


, with Q and z fixed, inherits

all properties of the function K̄Q,z in (23b). The following
lemma formalizes this observation.

Lemma 17: The expected empirical risk Rz


P̄

(Q,λ)
Θ|Z=z


, with

the functional Rz in (6) and the measure P̄
(Q,λ)
Θ|Z=z in (16), is

continuous and nondecreasing with respect to λ. Moreover, it
is strictly increasing if and only if the empirical risk function
Lz in (3) is separable with respect to the probability measure
Q.

Proof: The proof is presented in Appendix L.

A. Bounds on the Expected Empirical Risk

This section builds on the characterization of the expected
empirical risk and its monotonicity with respect to the reg-
ularization factor λ in (11) to establish a range of bounds
on the expected empirical risk. The following lemma high-
lights a connection existing between the expected empirical
risks Rz(Q) and Rz


P̄

(Q,λ)
Θ|Z=z


; and the relative entropy

D

QP̄ (Q,λ)

Θ|Z=z


.

Lemma 18: The functional Rz defined in (6) and the
measures Q and P̄

(Q,λ)
Θ|Z=z in (16) satisfy

Rz(Q)− Rz


P̄

(Q,λ)
Θ|Z=z


≥ λ


exp


D

QP̄ (Q,λ)

Θ|Z=z


− 1


.

(44)
Proof: The proof is presented in Appendix M.

Note that D

QP̄ (Q,λ)

Θ|Z=z


≥ 0 in (44), which leads to the

observation that

exp


D

QP̄ (Q,λ)

Θ|Z=z


− 1


≥ 0. (45)
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Hence, from Lemma 18, it follows that the solution to the
Type-II ERM-RER problem induces an expected empirical risk
that is smaller than the one induced by reference measure Q.
This is formalized by the following corollary.

Corollary 19: The probability measures Q and P̄
(Q,λ)
Θ|Z=z

in (16) satisfy

Rz


P̄

(Q,λ)
Θ|Z=z


≤ Rz(Q), (46)

where the functional Rz is defined in (6) and equality holds
if and only if the empirical risk function Lz in (3) is nonsep-
arable.
The following lemma presents a lower bound and an upper
bound on the expected empirical risk Rz


P̄

(Q,λ)
Θ|Z=z


in which

the regularization parameter plays a central role.
Lemma 20: The probability measure P̄

(Q,λ)
Θ|Z=z in (16) satis-

fies

δQ,z ≤ Rz


P̄

(Q,λ)
Θ|Z=z


< λ+ δQ,z, (47)

where the functional Rz is defined in (6) and δQ,z is defined
in (28). Moreover, equality holds if and only if the empirical
risk function Lz in (3) is nonseparable.

Proof: The proof is presented in Appendix N.
The bounds presented in Lemma 20 highlight that the reg-
ularization parameter λ in (11) governs the increase of the
expected empirical risk Rz


P̄

(Q,λ)
Θ|Z=z


with respect to its

minimum, i.e, δQ,z in (28). Moreover, the lower bound is
tight for the probability measure P̄

(Q,λ)
Θ|Z=z in (16) in the

asymptotic regime when λ decreases to zero from right, as
shown hereunder.

Lemma 21: The probability measure P̄
(Q,λ)
Θ|Z=z in (16) satis-

fies

lim
λ→λ

Q,z
+
Rz


P̄

(Q,λ)
Θ|Z=z


= λ

Q,z + δQ,z, (48)

where δQ,z is defined in (28) and the functional Rz is defined
in (6).

Proof: From Lemma 16, it holds that

lim
λ→λ

Q,z
+
Rz


P̄

(Q,λ)
Θ|Z=z



= lim
λ→λ

Q,z
+
λ− lim

λ→λ
Q,z

+
K̄Q,z(λ) (49)

= λ
Q,z − lim

λ→λ
Q,z

+
K̄Q,z(λ) (50)

= λ
Q,z + δQ,z, (51)

where equality (51) follows from Lemma 10. This completes
the proof.

Finally, note that the functional Rz in (6) is nonnegative.
This observation together with Lemma 16 lead to a new
property for the function K̄Q,z in (23b), which is stated by
the following corollary

Corollary 22: The function K̄Q,z in (23b) satisfies, for all
t > λ

Q,z , with λ
Q,z in (29),

K̄Q,z(t) ≤ t. (52)

B. (δ, )-Optimality

This section presents a PAC guarantee for models sampled
from the probability measure P̄

(Q,λ)
Θ|Z=z in (16), with respect

to the Type-II ERM-RER problem in (11). Such guarantee is
presented using the notion of (δ, )-optimality introduced in
[30, Definition 6].

Definition 3 ( [30, Definition 6]): Given a pair of positive
reals (δ, ), with  < 1, the probability measure P ∈ △(M)
is said to be (δ, )-optimal if the set Lz(δ) in (27) satisfies

P (Lz(δ)) > 1− . (53)

The (δ, )-optimality guarantee in Definition 3 ensures that
with probability at least 1− , sampling models from P̄

(Q,λ)
Θ|Z=z

in (16) yields models that induce empirical risks not greater
than δ. The following theorem presents an (δ, )-optimality
guarantee for the Type-II ERM-RER solution.

Theorem 2: Assume that λ
Q,z = 0, then for all (δ, ) ∈

δQ,z,∞

× (0, 1), with δQ,z in (28), there always exists

a λ ∈ (0,∞), such that the probability measure P̄
(Q,λ)
Θ|Z=z

in (16) is (δ, )-optimal.
Proof: The proof is presented in Appendix O.

VII. INTERPLAY BETWEEN THE RELATIVE ENTROPY
ASYMMETRY AND THE EMPIRICAL RISK

This section presents a connection between the Type-I
ERM-RER in (7) and Type-II ERM-RER in (11) established
via a transformation of the empirical risk function. The con-
nection is established by proving the existence of two functions
WQ,z,λ : M → R and VQ,z,λ : M → R, such that the
solution to the optimization problem in (7) is identical to the
solution of the following problem:

min
P∈▽Q(M)


WQ,z,λ(θ) dP (θ) + D(QP ), (54)

with λ and Q in (7); and the solution to the optimization
problem in (11) is identical to the solution of the following
problem:

min
P∈△Q(M)


VQ,z,λ(θ) dP (θ) + D(PQ), (55)

with λ and Q in (11). The main result of this section is
presented in the following theorem.

Theorem 3: If the problems in (7) and in (11) have solutions,
then

min
P∈▽Q(M)


Lz(θ) dP (θ) + λD(QP )

= min
P∈△Q(M)


VQ,z,λ(θ) dP (θ) + D(PQ), (56a)

where the function VQ,z,λ : M → R, referred to as the log-
empirical risk, is defined as

VQ,z,λ(θ) = log

K̄Q,z(λ) + Lz(θ)


, (56b)

and

min
P∈△Q(M)


Lz(θ) dP (θ) + λD(PQ)

= min
P∈▽Q(M)


WQ,z,λ(θ) dP (θ) + D(QP ), (57a)
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where the function WQ,z,λ : M → R is such that

WQ,z,λ(θ) =
λ

exp

−Lz(θ)

λ −KQ,z


− 1

λ

 − K̄Q,z(λ), (57b)

where the functions KQ,z and K̄Q,z are defined in (9) and
(23), respectively.

Proof: Denote by P̂
(Q,λ)
Θ|Z=z the solution to the optimiza-

tion problem in (55). From Lemma 1, for all θ ∈ suppQ, it
follows that

dP̂
(Q,λ)
Θ|Z=z

dQ
(θ)

=
exp(−VQ,z,λ(θ))

exp(−VQ,z,λ(ν)) dQ(ν)
(58)

=
exp


log


1

Lz(θ)+K̄Q,z(λ)




exp


log


1

Lz(ν)+K̄Q,z(λ)


dQ(ν)

(59)

=


1

Lz(ν)+K̄Q,z(λ)
dQ(ν)

−1

Lz(θ)+K̄Q,z(λ)
(60)

=
K̄−1

Q,z(β)

Lz(θ)+K̄Q,z(λ)
(61)

=
λ

Lz(θ) + K̄Q,z(λ)
(62)

=
dP̄

(Q,λ)
Θ|Z=z

dQ
(θ), (63)

where (59) follows from (56b); (61) follows from (26); (62)
follows from (23b); and (63) follows from Theorem 1. This
completes the proof of (57a).

Similarly, denote by P̃
(Q,λ)
Θ|Z=z the solution to the optimiza-

tion problem in (54). From Theorem 1, for all θ ∈ suppQ, it
follows that

dP̃
(Q,λ)
Θ|Z=z

dQ
(θ)

=
λ

WQ,z,λ(θ) + K̄Q,z(λ)
(64)

=
λ

λ

exp(− Lz(θ)
λ −KQ,z(− 1

λ ))
− K̄Q,z(λ) + K̄Q,z(λ)

(65)

=exp


−Lz(θ)

λ
−KQ,z


− 1

λ


(66)

=
dP

(Q,λ)
Θ|Z=z

dQ
(θ), (67)

where (64) follows from (24); (65) follows from (57b);
and (67) follows from Lemma 1. This completes the proof
of (56a).

Theorem 3 establishes an equivalence between the regular-
ization of Type-I and Type-II. More specifically, Theorem 3
highlights that by modifying the empirical risk function Lz
in (56b) using the function VQ,z,λ in (56b), the Type-II
ERM-RER problem in (11) can be solved by solving the
Type-I ERM-RER problem in (55). It is noteworthy that
Type-I regularization imposes the support of the solution to

be contained within the support of the reference measure,
i.e., suppP (Q,λ)

Θ|Z=z ⊆ suppQ. Similarly, Type-II regularization
imposes the support of the solution to contain the support
of the reference measure, i.e., suppQ ⊆ supp P̄

(Q,λ)
Θ|Z=z .

Interestingly, these inclusions can be shown to be equalities
from Theorem 1 and Lemma 1. That is,

suppP
(Q,λ)
Θ|Z=z = suppQ = supp P̄

(Q,λ)
Θ|Z=z. (68)

The remainder of the section focuses on the transformation
from Type-I to Type-II. From the notion of log-empirical risk
in (56b) the expected log-empirical risk is defined as follows.

Definition 4 (Expected Log-Empirical Risk): Given the
dataset z ∈ (X × Y)

n in (1) and the log-empirical risk func-
tion VQ,z,λ in (56b), let the functional R̄Q,z,λ : △(M) → R

be such that

R̄Q,z,λ(P ) =


VQ,z,λ(θ) dP (θ). (69)

The value R̄Q,z,λ(P ) is the expected log-empirical risk in-
duced by the measure P .
Using the expected log-empirical risk defined above, the
optimization problem in (54) can be rewritten as follows

min
P∈△Q(M)

R̄Q,z,λ(P ) + D(PQ), (70)

with λ and Q being parameters of the Type-I and
Type-II ERM-RER problems in (7) and (11). The Type-I
- Type-II relation in Theorem 3 can be used to establish
an equality involving the relative entropies D


QP̄ (Q,λ)

Θ|Z=z



and D

P̄

(Q,λ)
Θ|Z=zQ


; and the expected log-empirical risks

R̄Q,z,λ


P̄

(Q,λ)
Θ|Z=z


and R̄Q,z,λ(Q), as shown hereunder.

Lemma 23: The functional R̄Q,z,λ in (69) and the probabil-
ity measures P̄

(Q,λ)
Θ|Z=z and Q in (16) satisfy

log(λ) = R̄Q,z,λ


P̄

(Q,λ)
Θ|Z=z


+ D


P̄

(Q,λ)
Θ|Z=zQ


(71)

= R̄Q,z,λ(Q)− D

QP̄ (Q,λ)

Θ|Z=z


. (72)

Proof: The proof is presented in Appendix P.

A. Sensitivity of the Log-Empirical Risk
The sensitivity of the expected empirical risk, as presented

in [30, Definition 7], is defined as follows.
Definition 5 (Sensitivity of the Expected Empirical Risk):

Consider the functional Rz in (6) and let SQ,λ : (X × Y)
n ×

△Q(M) → R be a functional such that

SQ,λ(z, P ) = Rz(P )− Rz


P

(Q,λ)
Θ|Z=z


, (73)

where the probability measure P
(Q,λ)
Θ|Z=z is defined in (10). The

sensitivity of the expected empirical risk Rz due to a deviation
from P

(Q,λ)
Θ|Z=z to P is SQ,λ(z, P ).

Similarly, the sensitivity of the expected log-empirical risk
VQ,z,λ in (56b) is defined as follows.

Definition 6 (Sensitivity of the Expected Log-Empirical
Risk): Consider the functional R̄Q,z,λ in (69) and let S̄Q,λ :
(X × Y)

n ×▽Q(M) → R be a functional such that

S̄Q,λ(z, P ) = R̄Q,z,λ(P )− R̄Q,z,λ


P̄

(Q,λ)
Θ|Z=z


, (74)
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where the probability measure P̄
(Q,λ)
Θ|Z=z is in (16). The sen-

sitivity of the expected log-empirical risk due to a deviation
from P̄

(Q,λ)
Θ|Z=z to P is S̄Q,λ(z, P ).

The sensitivity of the expected log-empirical risk due to a
deviation from P̄

(Q,λ)
Θ|Z=z to P exhibits the following closed-

form expression.
Lemma 24: The sensitivity S̄Q,λ in (74) satisfies for all

probability measures P ∈ ©Q(M) that

S̄Q,λ(z, P ) = D

PP̄ (Q,λ)

Θ|Z=z


−D(PQ)+D


P̄

(Q,λ)
Θ|Z=zQ


,

(75)
where the probability measures Q and P̄

(Q,λ)
Θ|Z=z are defined

in (16).
Proof: The proof is presented in Appendix Q.

An interesting interpretation of Lemma 24 follows from
rewriting (75) using the objective function of the Type-I ERM-
RER problem in (55) as follows:

D

PP̄ (Q,λ)

Θ|Z=z


= R̄Q,z,λ(P )− R̄Q,z,λ


P̄

(Q,λ)
Θ|Z=z



+D(PQ)− D

P̄

(Q,λ)
Θ|Z=zQ


. (76)

That is, the relative entropy D

PP̄ (Q,λ)

Θ|Z=z


represents the

variation of the objective function of the Type-I ERM-RER
problem in (55) due to a deviation from the solution P̄

(Q,λ)
Θ|Z=z

to an alternative probability measure P .
In Lemma 24, when P is chosen to be identical to the

reference measure Q, it follows that

S̄Q,λ(z, Q) = D

QP̄ (Q,λ)

Θ|Z=z


+ D


P̄

(Q,λ)
Θ|Z=zQ


, (77)

where the right-hand side is a Jeffrey’s divergence, also known
as the symmetrized Kullback-Leibler divergence, between the
measures P̄

(Q,λ)
Θ|Z=z and Q. Furthermore, by observing that

D

P̄

(Q,λ)
Θ|Z=zQ


≥ 0, and D


QP̄ (Q,λ)

Θ|Z=z


≥ 0 [30, Theorem

1], Lemma 24 leads to the following corollary.
Corollary 25: The probability measures Q and P̄

(Q,λ)
Θ|Z=z in

(16) satisfy

R̄Q,z,λ


P̄

(Q,λ)
Θ|Z=z


≤ R̄Q,z,λ(Q), (78)

where the functional R̄Q,z,λ is defined in (69).

B. Type-I and Type-II Optimal Measures

The solutions to the optimization problems (7) and (11),
with regularization factors λ and α, respectively, are P

(Q,λ)
Θ|Z=z

and P̄
(Q,α)
Θ|Z=z in (10) and in (16). These measures exhibit the

following property.
Lemma 26: The probability measures P (Q,λ)

Θ|Z=z and P̄
(Q,α)
Θ|Z=z

in (10) and in (16), respectively, satisfy

D

P

(Q,λ)
Θ|Z=zQ


− D


P̄

(Q,α)
Θ|Z=zQ



= log(α) +KQ,z


− 1

λ


, (79)

where the function KQ,z is defined in (9).
Proof: The proof is presented in Appendix R.

Finally, two important properties of the Type-I and Type-II
optimal measures are presented by the following corollary of
Lemma 26.

Corollary 27: The probability measures P
(Q,α)
Θ|Z=z and

P̄
(Q,λ)
Θ|Z=z in (10) and in (16), respectively, satisfy

S̄Q,α


z, P

(Q,λ)
Θ|Z=z



= D

P

(Q,α)
Θ|Z=zP̄

(Q,λ)
Θ|Z=z


−

log(α) +KQ,z


− 1

λ


(80)

and
1

λ
SQ,λ


z, P̄

(Q,α)
Θ|Z=z



= D

P̄

(Q,λ)
Θ|Z=zP

(Q,α)
Θ|Z=z


+ log(α) +KQ,z


− 1

λ


, (81)

where the functionals SQ,λ and S̄Q,α are respectively defined
in (73) and in (74); and the function KQ,z is defined in (9).

The equality in (80) quantifies the variation of the expected
log-empirical risk due to a deviation from the probability
measure P

(Q,λ)
Θ|Z=z in (10) to the probability measure P̄

(Q,α)
Θ|Z=z

in (16) via the sensitivity S̄Q,α


z, P

(Q,λ)
Θ|Z=z


. The equality in

(81) quantifies the variation of the expected empirical risk due
to a deviation from the probability measure P̄

(Q,α)
Θ|Z=z in (16)

to the probability measure P
(Q,λ)
Θ|Z=z in (10) via the sensitivity

SQ,λ


z, P̄

(Q,α)
Θ|Z=z


.

C. Numerical Comparison of Type-I and Type-II Regulariza-
tion

In machine learning, the generalization error indicates how
well a probability measure concentrates on models that cor-
rectly assign labels to unseen test data. The sensitivity (Defini-
tion 5) of the optimization problem in (7) is closely related to
the generalization error [30, Theorem 16]. See also [31], [50],
[51]. A probability measure P ∈ △Q(M), e.g., a machine
learning algorithm, that yields larger sensitivity indicates that
the learning overfits with respect to the training data, leading
to an increase in the generalization error [50]. In this context,
algorithms arising from the Type-I and Type-II ERM-RER are
used for the classification of two handwritten numbers from
the MNIST dataset [52].

The MNIST dataset consists of 60,000 images for training
and 10,000 images for testing. Out of the 60,000 training
images, 12,183 are labeled as the digits six and seven, while
1,986 out of the 10,000 test images correspond to these digits.
Each image is a 28×28 grayscale picture and is represented by
a matrix in [0, 1]

28×28. To reduce the computational complex-
ity, the pictures are processed following Appendix T. Consider
the Type-I ERM-RER problem in (7) and the Type-II ERM-
RER problem in (11) and assume that: (a) the set of models
is M = [−50, 50]

2; (b) the set of patterns X is formed by
computing the histogram of gradients (HOG) of the pictures
such that X ⊂ R1296 of the handwritten six and seven in the
MNIST dataset; (c) the set of labels is Y = {6, 7}; (d) the
reference measure Q is chosen to be a uniform probability
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measure over the set of models; (e) the function f in (3) is
defined as

f(θ, x) =


6 if 0 < (xW )θ,

7 if 0 > (xW )θ,
(82)

where the matrix W is defined in (351) in Appendix T; and
(f) the loss function ℓ in (2) satisfies

ℓ(f(θ, x), y) = 1{f(θ,x) ∕=y}. (83)

For the simulation, 8,100 data points are uniformly sampled
from the 12,183 available training images, forming the dataset
z1, referred to as the training dataset. Similarly, 1,300 data
points are uniformly sampled from the 1,986 available test
images, forming the dataset z2, referred to as the test dataset.
Not all images are used because the simulation is repeated
only 100 times, and at each iteration, the datasets z1 and z2
are uniformly resampled.

Fig. 1. 28× 28 Image of a hand-
written 6 from MNIST dataset.

Fig. 2. 28× 28 Image of a hand-
written 7 from MNIST dataset.

Fig. 3. Average Training Error: average of the expected empirical risks
Rz1


P

(Q,λ)
Θ|Z=z1


and Rz1


P̄

(Q,λ)
Θ|Z=z1


, with the measures P

(Q,λ)
Θ|Z=z1

and

P̄
(Q,λ)
Θ|Z=z1

in (10) and (16), respectively, computed over one hundred different
training and test dataset random selections.

The solution P
(Q,λ)
Θ|Z=z1

in (10) to the ERM Type-I opti-
mization problem in (7) exhibits a smaller expected empirical
risk compared to the ERM Type-II solution P̄

(Q,λ)
Θ|Z=z1

in

(16), that is Rz1


P

(Q,λ)
Θ|Z=z1


− Rz1


P̄

(Q,λ)
Θ|Z=z1


> 0, and

Rz2


P

(Q,λ)
Θ|Z=z1


− Rz2


P̄

(Q,λ)
Θ|Z=z1


> 0, for some values of

λ ∈

10−3, 100


, as shown in Figure 3 and Figure 4. However,

Fig. 4. Average Test Error: average of the expected empirical risks
Rz2


P

(Q,λ)
Θ|Z=z1


and Rz2


P̄

(Q,λ)
Θ|Z=z1


, with the measures P

(Q,λ)
Θ|Z=z1

and

P̄
(Q,λ)
Θ|Z=z1

in (10) and (16), respectively, computed over one hundred different
training and test dataset random selections.

Fig. 5. Average of the differences Rz2


P

(Q,λ)
Θ|Z=z1


− Rz1


P

(Q,λ)
Θ|Z=z1



and Rz2


P̄

(Q,λ)
Θ|Z=z1


−Rz1


P̄

(Q,λ)
Θ|Z=z1


, with the measures P (Q,λ)

Θ|Z=z1
and

P̄
(Q,λ)
Θ|Z=z1

in (10) and (16), respectively, computed over one hundred different
training and test dataset random selections.

the sensitivity analysis in Figure 5 reveals that Type-I has a
larger sensitivity than Type-II, that is,

Rz2


P

(Q,λ)
Θ|Z=z1


− Rz1


P

(Q,λ)
Θ|Z=z1



> Rz2


P̄

(Q,λ)
Θ|Z=z1


− Rz1


P̄

(Q,λ)
Θ|Z=z1


. (84)

This suggests that Type-I is more likely to overfit than Type-II.
Remarkably, for small values of the regularization factor λ, the
sensitivity of Type-II is significantly smaller on average than
that of Type-I, despite that both Type-I and Type-II solutions
yield comparable expected empirical risk as shown in Figure 4.
The example above showcases a simple implementation of the
solutions for the Type-I and Type-II ERM problems, in which
sampling from these distributions is achieved through MCMC
and rejection sampling [53].
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VIII. FINAL REMARKS

This work has introduced the Type-II ERM-RER problem
and has presented its solution through Theorem 1. The solu-
tion highlights that regardless of whether Type-I or Type-II
regularization is used in ERM problems, the models that are
considered by the resulting solution are necessarily in the
support of the reference measure. In this sense, the restriction
over the models introduced by the reference measure cannot
be bypassed by the training data when relative entropy is used
as the regularizer. This limitation has been shown to be a con-
sequence of the equivalence that can be established between
Type-I and Type-II regularization. These analytical results lead
to providing an operationally meaningful characterization of
the expected empirical risk induced by the Type-II solution
in terms of the regularization parameters. The closed-form
expressions for the expected empirical risk induced by Type-I
and Type-II errors are used to characterize the sensitivity of the
expected empirical risk and the sensitivity of the expected log-
empirical risk, in terms of the cumulant generating function
and Kullback-Leibler divergence. The analysis of the solution
to the optimization problem (11) shows that, under mild
assumptions, there always exists a positive real value λ such,
with probability 1 − , the measure P̄

(Q,λ)
Θ|Z=z concentrates on

the set of models that minimize the empirical risk.
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APPENDIX A
PROOF OF LEMMA 2

The optimization problem in (18) can be re-written in terms
of the Radon-Nikodym derivative of the optimization measure
P with respect to the measure Q, which yields:

min
P∈©Q(M)


Lz(θ)

dP

dQ
(θ) dQ(θ)

− λ


log


dP

dQ


dQ(θ), (85a)

s.t.


dP

dQ
(θ) dQ(θ) = 1. (85b)

The remainder of the proof focuses on the problem in which
the optimization is over the function dP

dQ : M → R, instead of
optimizing the measure P . This is due to the fact that for all
P ∈ ©Q(M), the Radon-Nikodym derivate dP

dQ is unique up
to sets of zero measure with respect to Q. Let M be the set of
measurable functions M → R with respect to the measurable
spaces (M,F ) and (R,B(R)) that are absolutely integrable
with respect to Q. That is, for all ĝ ∈ M , it holds that


|ĝ(θ)| dQ(θ)<∞. (86)

Hence, the optimization problem of interest is:

min
g∈M


Lz(θ)g(θ) dQ(θ)− λ


log(g(θ)) dQ(θ) (87a)

s.t.


g(θ) dQ(θ) = 1. (87b)

Let the Lagrangian of the optimization problem in (87) be
L : M ×R→ R such that

L(g,β)=


Lz(θ)g(θ) dQ(θ)− λ


log(g(θ)) dQ(θ)

+ β


g(θ) dQ(θ)− 1


(88)

=

 
g(θ)(Lz(θ) + β)− λ log(g(θ))


dQ(θ)

− β, (89)

where β is a real that acts as a Lagrange multiplier due to the
constraint (87b). Let ĝ : M → R be a function in M . The
Gateaux differential of the functional L in (88) at (g,β) ∈
M ×R in the direction of ĝ is

∂L(g,β; ĝ)≜ d

dγ
r(g + γĝ,β)


γ=0

, (90)

https://doi.org/10.1109/JSAIT.2024.3383281
https://example.com/thesis.pdf
https://doi.org/10.1609/aaai.v38i15.29674
https://inria.hal.science/hal-04442566
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13

where the function r : R→ R is such that for all γ ∈ (−, ),
with  arbitrarily small,

r(γ)=


Lz(θ)(g(θ) + γĝ(θ)) dQ(θ)

− λ


log(g(θ) + γĝ(θ)) dQ(θ)

+ β


(g(θ) + γĝ(θ)) dQ(θ)− 1


(91a)

=γ


ĝ(θ)(Lz(θ) + β) dQ(θ)

+ λ


log(g(θ) + γĝ(θ)) dQ(θ)

+


g(θ)(Lz(θ) + β) dQ(θ)− β. (91b)

Note that the first term in (91b) is linear with respect to γ;
the second term can be written using the function r̂ : R→ R

in (105) such that

r̂(γ) =


− log(g(θ) + γĝ(θ)) dQ(θ); (92)

and the remaining terms are independent of γ.
Hence, based on the fact that the function r̂ in (92) is

differentiable at zero (Lemma 28), so is the function r in (91),
which implies that the Gateaux differential of ∂L(g,β; ĝ) in
(90) exists. The derivative of the real function r in (91) is

d

dγ
r(γ)=


ĝ(θ)(Lz(θ) + β) dQ(θ)

−λ


ĝ(θ)

(g(θ) + γĝ(θ))
dQ(θ) (93)

=


ĝ(θ)


Lz(θ) + β − λ

(g(θ) + γĝ(θ))


dQ(θ). (94)

From (90) and (94), it follows that

∂L(g,β; ĝ)=


ĝ(θ)


Lz(θ) + β − λ

g(θ)


dQ(θ). (95)

The relevance of the Gateaux differential in (95) stems from
[54, Theorem 1, page 178], which unveils the fact that a
necessary condition for the functional L in (88) to have a

stationary point at


dP
(Q,λ)

Θ|Z=z

dQ ,β


∈ M × [0,∞) is that for

all functions ĝ ∈ M ,

∂L




dP

(Q,λ)
Θ|Z=z

dQ
,β; ĝ



 = 0. (96)

From (95) and (96), it follows that
dP

(Q,λ)

Θ|Z=z

dQ must satisfy for
all functions ĝ in M that


ĝ(θ)



Lz(θ) + β − λ




dP

(Q,λ)
Θ|Z=z

dQ
(θ)




−1



 dQ(θ) = 0.

(97)
This implies that for all θ ∈ suppQ,

Lz(θ) + β − λ




dP

(Q,λ)
Θ|Z=z

dQ
(θ)




−1

= 0, (98)

and thus,
dP

(Q,λ)
Θ|Z=z

dQ
(θ) =

λ

β + Lz(θ)
, (99)

where β is chosen to satisfy (87b) and guarantee that for all

θ ∈ suppQ, it holds that
dP

(Q,λ)

Θ|Z=z

dQ (θ) ∈ (0,∞). That is,

β ∈

t ∈ R : ∀θ ∈ suppQ, 0 <

λ

t+ Lz(θ)


, and (100)

1 =


λ

Lz(θ) + β
dQ(θ). (101)

which is an assumption of the theorem.
The proof continues by verifying that the measure P̄

(Q,λ)
Θ|Z=z

that satisfies (99) is the unique solution to the optimization
problem in (85). Such verification is done by showing that
the objective function in (85) is strictly convex with the opti-
mization variable. Let P1 and P2 be two different probability
measures in (M,F ) and let α be in (0, 1). Hence,

Rz(αP1 + (1− α)P2) + λD(αP1 + (1− α)P2Q)

= Rz(αP1) + Rz((1− α)P2)

+λD(αP1 + (1− α)P2Q) (102)
> αRz(P1) + (1− α)Rz(P2)

+ λ(αD(P1Q) + (1− α)D(P2Q)) (103)

where the functional Rz is defined in (6). The equality above
follows from the properties of the Lebesgue integral, while the
inequality follows from [30, Theorem 2]. This proves that the
solution is unique due to the strict concavity of the objective
function, which completes the proof. 

A. Preliminary

This appendix concludes by presenting Lemma 28 used in
the proof of Lemma 2

Lemma 28: Let M be the set of measurable functions
h : M → R, with respect to the measurable space (M,F )
and (R,B(R)). Let S be the subset of M including all non-
negative functions that are absolutely integrable with respect
to a probability measure Q. That is, for all h ∈ S , it holds
that


|h(θ)| dQ(θ) < ∞. (104)

Let the function r̂ : R→ R be such that

r̂(α) =


− log(g(θ) + αh(θ)) dQ(θ), (105)

for some functions g and h in S and α ∈ (−, ), with  > 0
arbitrarily small. The function r̂ in (105) is differentiable at
zero.

Proof: The objective is to prove that the function r̂ in
(105) is differentiable at zero, which reduces to proving that
the limit

lim
δ→0

1

δ
(r̂(α+ δ)− r̂(α)) (106)
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exists for all α ∈ (−, ), with  > 0 arbitrarily small. Let the
function f : (0,∞) → R be a function such that

f(x) = − log(x). (107)

Note that the function r̂ can be written in terms of f as follows:

r̂(α) =


f(g(θ) + αh(θ)) dQ(θ), (108)

The proof of the existence of such limit in (106) relies
on the fact that the function f in (105) is strictly convex
and differentiable, which implies that f is also Lipschitz
continuous. Hence, it follows that

|f(g(θ) + (α+ δ)h(θ))− f(g(θ) + αh(θ))|
≤ c |h(θ)| |δ|, (109)

for some positive and finite constant c, which implies that

|f(g(θ) + (α+ δ)h(θ))− f(g(θ) + αh(θ))|
|δ|

≤ c |h(θ)|, (110)

and thus, given that h ∈ S , it holds that
 |f(g(θ) + (α+ δ)h(θ))− f(g(θ) + αh(θ))|

|δ| dQ(θ)

≤ ∞. (111)

This allows using the dominated convergence theorem as
follows. From the fact that the function f is differentiable,
let ḟ : R→ R be the first derivative of f . The limit in (106)
satisfies for α ∈ (−, ), with  > 0 arbitrarily small,

lim
δ→0

1

δ
(r̂(α+ δ)− r̂(α))

= lim
δ→0

1

δ


f(g(θ) + (α+ δ)h(θ)) dQ(θ)

−


f(g(θ) + αh(θ)) dQ(θ)


(112a)

= lim
δ→0


1

δ
(f(g(θ) + (α+ δ)h(θ))

−f(g(θ) + αh(θ))) dQ(θ) (112b)

=


lim
δ→0

1

δ
(f(g(θ) + (α+ δ)h(θ))

−f(g(θ) + αh(θ))) dQ(θ) (112c)

=


ḟ(g(θ) + (α+ δ)h(θ)) dQ(θ) (112d)

< ∞, (112e)

where the equalities in (112c) and (112e) follow from the
dominated convergence theorem [55, Theorem 1.6.9]. From
(112e), it follows that the function r̂ in (105) is differentiable
at zero. This completes the proof.

APPENDIX B
PROOF OF LEMMA 3

Given a probability measure V ∈ ▽Q(M), with ▽Q(M)
in (12), let V0 and V1 be two probability measures on the
measurable space (M,F ) such that for all A ∈ F , it holds
that

V0(A) =
V (A \ suppQ)

V (M\ suppQ)
, (113a)

and

V1(A) =
V (A ∩ suppQ)

V (M ∩ suppQ)
. (113b)

Let the real value α be

α = V (M ∩ suppQ). (114)

Hence, for all A ∈ F , the measure V satisfies that

V (A) = (1− α)V0(A) + αV1(A). (115)

Moreover, from (115) it holds that: i) If V (A) = 0, then
V0(A) = 0, which implies that V0 is absolutely continuous
with respect to V ; ii) If V (A) = 0, then V1(A) = 0,
which implies that V1 is absolutely continuous with respect
to V . Furthermore, from the definition of ▽Q(M) in (12) the
probability measure Q is absolutely continuous with respect
to V . Hence, for all A ∈ F , it follows that

Q(A) =



A
dQ(θ) (116a)

=



A

dQ

dV
(θ) dV (θ) (116b)

=



A

dQ

dV
(θ) d((1− α)V0 + αV1)(θ) (116c)

= (1− α)



A

dQ

dV
(θ) dV0(θ)

+α



A

dQ

dV
(θ) dV1(θ) (116d)

=



A
α
dQ

dV
(θ) dV1(θ). (116e)

Hence, from (116e) and the Radon-Nikodym Theorem in
[55, Theorem 2.2.1, page 65] the probability measure Q is
absolutely continuous with respect to V1. This implies that for
all A ∈ F , it holds that

Q(A) =


dQ

dV1
(θ) dV1(θ), (117)

where, for all θ ∈ suppV ,

dQ

dV1
(θ) = α

dQ

dV
(θ). (118)

From (118), the following holds:

D(QV ) =


log


dQ

dV
(θ)


dQ(θ) (119a)

=


log


1

α

dQ

dV1
(θ)


dQ(θ) (119b)

=


log


dQ

dV1
(θ)


dQ(θ)

−


log(α) dQ(θ) (119c)

= D(QV1)− log(α). (119d)
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From (119) it follows that

Rz(V ) + λD(QV )

= Rz((1− α)V0 + αV1) + λD(QV1)

−λ log(α) (120a)
= (1− α)Rz(V0) + αRz(V1) + λD(QV1)

− λ log(α) (120b)
≥ αRz(V1) + λD(QV1)− λ log(α), (120c)

with equality if and only if α = 1, which implies that for all
A ∈ F , it holds that

V (A) = V1(A) (121a)
= V (A ∩ suppQ), (121b)

where (121b) follows from (113b). This implies that (120c)
holds if and only if

suppQ = suppV, (122)

which implies that (120c) holds if and only if the measure V
is mutually absolutely continuous with respect to the reference
measure Q. Finally, the above leads to

min
P∈▽Q(M)\©Q(M)

Rz(P ) + λD(QP )

> min
P∈▽Q(M)

Rz(P ) + λD(QP ), (123)

which completes the proof. 

APPENDIX C
PROOF OF LEMMA 5

The proof is divided into two parts. The first part proves
the monotonicity of the function K̄−1

Q,z in (26); while the
second part proves the continuity of the function K̄−1

Q,z . The
proof is finalized by using the continuous inverse theorem [56,
Theorem 5.6.5] to show both the monotonicity and continuity
of the function K̄Q,z in (23).

The first part is as follows. Let λ and β be two reals that
satisfy (23b). Hence, 0 < λ < ∞ and from (25b), it holds that

0 <


1

Lz(θ) + β
dQ(θ) < ∞, (124)

which, together with (26), imply

∞ > K̄−1
Q,z(β) > 0. (125)

That is, the function K̄−1
Q,z in (26) is positive and finite. Using

this observation, let the reals γ1 and γ2 be elements of the
set CQ,z , with CQ,z in (23a) and γ1 < γ2. Hence, for all
θ ∈ suppQ, it holds that

1

Lz(θ) + γ1
>

1

Lz(θ) + γ2
, (126)

which implies that


1

Lz(θ) + γ1
dQ(θ) >


1

Lz(θ) + γ2
dQ(θ), (127)

and thus, from (26), it holds that

K̄−1
Q,z(γ1) < K̄−1

Q,z(γ2). (128)

This proves that the function K̄−1
Q,z in (26) is strictly increas-

ing, and completes the first part of the proof.
In the second part, the objective is to prove the continuity

of the function K̄−1
Q,z . To do so, two auxiliary functions

are introduced and proven to be continuous. Then, the fact
that K̄−1

Q,z in (26) is the composition of the two auxiliary
functions is leveraged to prove its continuity. Let the function
h : (0,∞) → (0,∞) be

h(x) =
1

x
. (129)

Let also the function k : CQ,z → (0,∞), be such that

k(γ)=


h(γ + Lz(θ)) dQ(θ). (130)

The first step is to prove that the function k in (130) is
continuous in CQ,z . This is proved by showing that k always
exhibits a limit in CQ,z . Note that if γ ∈ CQ,z , with CQ,z in
(23), then from (15a), it follows that for all θ ∈ suppQ,
the inequality Lz(θ) + γ > 0 holds, which implies that
γ > −δQ,z , with δQ,z in (28). Hence, the proof of continuity
of the function k in (130) is restricted to


−δQ,z,∞


.

For two models θ1 and θ2 in suppQ, such that Lz(θ1) <
Lz(θ2), the function h satisfies

h(γ + Lz(θ1))>h(γ + Lz(θ2)). (131)

Then, for all γ ∈

−δQ,z,∞


and for all θ ∈ suppQ, it holds

that

h

γ + δQ,z


≥h(γ + Lz(θ)), (132)

where equality holds if and only if Lz(θ) = δQ,z . The function
h is continuous, and thus, for all θ ∈ suppQ and for all
a ∈


−δQ,z,∞


, it holds that

lim
γ→a

h(γ + Lz(θ))=h(a+ Lz(θ)). (133)

Hence, from the dominated convergence theorem [55, Theo-
rem 1.6.9], the following limit exists and satisfies

lim
γ→a

k(b)= lim
γ→a


h(γ + Lz(θ)) dQ(θ) (134a)

=

 
lim
γ→a

h(γ + Lz(θ))


dQ(θ) (134b)

=


h(a+ Lz(θ)) dQ(θ) (134c)

=k(a), (134d)

where (134c) follows from (133). The equality in (134d)
proves that the function k in (130) is continuous in the interval
−δQ,z,∞


. Note that from (26) and (130), it holds that

K̄−1
Q,z(γ) =

1

k(γ)
. (135)
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Using (135), for all a ∈

−δQ,z,∞


, it holds that

lim
γ→a

K̄−1
Q,z(γ) = lim

γ→a

1

k(γ)
(136)

=
1

lim
γ→a

k(γ)
(137)

=
1

h(a+ Lz(θ)) dQ(θ)
(138)

=
1

1
a+Lz(θ)

dQ(θ)
(139)

= K̄−1
Q,z(a), (140)

where (137) follows from the continuity of the function h in
(129) over the interval (0,∞); (138) follows from (134d); and
(139) follows from (129). Thus, the existence of the limit in
(136) implies that the function K̄−1

Q,z is continuous in CQ,z .
This completes the second part of the proof.

The proof ends by using the continuous inverse theorem
[56, Theorem 5.6.5]. That is, given that the function K̄−1

Q,z is
both continuous and strictly increasing, then, so is the function
K̄Q,z in (23). This concludes the proof. 

APPENDIX D
PROOF OF LEMMA 6

The proof is divided into two parts. In the first part, it is
shown that the set CQ,z is an interval of R. In the second part,
the set AQ,z is shown to be also an interval. The first part uses
a partition of R formed by the following sets:


−∞,−δQ,z


;

−δQ,z,∞

; and {δQ,z}, with δQ,z in (28). Each of these

intervals is studied separately.
Let β be such that K̄Q,z(λ) = β, with λ in (11) and assume

that β ∈

−∞,−δQ,z


. Under this assumption, the inclusion

in (15a) does not hold. This follows from the fact that, if
β < −δQ,z , for all θ ∈


ν ∈ suppQ : δQ,z ≤ Lz(ν) < −β


,

it holds that Lz(θ) + β < 0, which contradicts (15a). This
implies that


−∞,−δQ,z


∩ CQ,z = ∅. (141)

Assume now that β ∈

−δQ,z,∞


. Then, from (28), it

can be verified that the constraint in (15a) is satisfied. More
speciffically, for all θ ∈ suppQ, it holds that Lz(θ) + β > 0.
The proof continuous by showing that (15b) is also verified.
For this purpose, note that


1

Lz(θ) + β
dQ(θ) ≤


1

δQ,z + β
dQ(θ) (142a)

=
1

δQ,z + β
(142b)

< ∞. (142c)

The finiteness of the integral in the left handside of (142a)
implies that

0 < λ (143a)
= K̄−1

Q,z(β) (143b)

=
1

1
Lz(θ)+β dQ(θ)

(143c)

< ∞, (143d)

where (143a) follows from the assumption that λ ∈ AQ,z ⊆
(0,∞); (143b) follows from the fact that K̄Q,z(λ) = β; (143c)
follows from (26); and (143d) follows from the inequality
in (142c). In a nutshell,


1

Lz(θ) + β
dQ(θ) < ∞, and (144)

λ < ∞, (145)

which, implies that the product

λ


1

Lz(θ) + β
dQ(θ) =


λ

Lz(θ) + β
dQ(θ) (146a)

=

 1
1

Lz(ν)+β
dQ(ν)

Lz(θ) + β
dQ(θ) (146b)

= 1, (146c)

where (146b) follows from (143c). This verifies (15b), which
implies that


−δQ,z,∞


⊆ CQ,z. (147)

Finally, under the assumption that β = −δQ,z , two cases
are considered: (a) Q


L
Q,z


> 0; and (b) Q


L
Q,z


= 0,

with L
Q,z defined in (30). In case (a), if β = −δQ,z and

Q

L
Q,z


> 0, then for all θ ∈ L

Q,z , it follows that

1

Lz(θ)− δQ,z

Q

L
Q,z


= ∞, (148)

which implies that,


1

Lz(θ) + β
dQ(θ) = ∞. (149)

The equality in (149) implies that the constraint (15b) is not
satisfied. Therefore, for case (a) it follows that,

−δQ,z /∈ CQ,z. (150)

In the alternative case (b), if β = −δQ,z and Q

L
Q,z


= 0,

then, the integral in (26) is either


1

Lz(θ)− δQ,z

dQ(θ) < ∞, (151)

which implies that −δQ,z ∈ CQ,z , with CQ,z defined in (23a),
or the integral is


1

Lz(θ)− δQ,z

dQ(θ) = ∞, (152)

which implies that −δQ,z /∈ CQ,z . Hence, from (141), (147),
(150), (151), and (152) the set CQ,z in (23a) is either the open
set


−δQ,z,∞


or the closed set


−δQ,z,∞


. Note that the

equality CQ,z =

−δQ,z,∞


is observed, if and only if,


1

Lz(θ)− δQ,z

dQ(θ) < ∞, (153)

which completes the first part of the proof.
The second part of the proof is as follows. Two cases

are considered: i) CQ,z =

−δQ,z,∞


; and ii) CQ,z =

−δQ,z,∞

. In case i), the value −δQ,z is in the domain

of the function K̄−1
Q,z in (26), that is, the set CQ,z . Given that

the function K̄−1
Q,z is strictly increasing, then, −δQ,z should be
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mapped to the smallest value in the range of K̄−1
Q,z , denoted

by λQ,z . Hence,

K̄−1
Q,z


−δQ,z


= λQ,z (154)
> 0, (155)

where (155) follows from the fact that zero is not in the
domain of the function K̄Q,z , that is, the set AQ,z . Using
these elements, it is concluded that the set AQ,z is the interval
[λQ,z,∞), which ends the analysis of case i).

In the second case, from Lemma 5, the continuity and strict
monotonicity of the function K̄Q,z in (23) imply that AQ,z =
λ
Q,z,∞


, with λ

Q,z in (29). The remaining of the proof
focuses on showing that λ

Q,z = 0 in this case, and thus,
AQ,z = (0,∞). From Lemma 5 and the continuous inverse
theorem [56, Theorem 5.6.5], it follows that function K̄−1

Q,z is
strictly increasing and continuous. Hence, using (26), it holds
that

lim
γ→−δQ,z

+
K̄−1

Q,z(γ) = lim
γ→−δQ,z

+

1
1

Lz(θ)+γ dQ(θ)
(156)

=
1

lim
γ→−δQ,z

+


1

Lz(θ) + γ
dQ(θ)

(157)

=
1

1
Lz(θ)−δQ,z

dQ(θ)
(158)

= 0, (159)

where (157) follows from [57, Theorem 4.4], that permits
the change of the limit to the reciprocal; and (158) follows
from (134); and (159) follows from (152). From Lemma 5
and (159), it follows that in this second case, in which
CQ,z =


−δQ,z,∞


, it holds that AQ,z = (0,∞). This

completes the proof. 

APPENDIX E
PROOF OF LEMMA 10

From Lemma 5, the function K̄Q,z in (23) is strictly increas-
ing and continuous. Additionally, from Lemma 6, the domain
and range of the function K̄Q,z , defined by the sets AQ,z

and CQ,z , respectively, are convex intervals. Consequently,
combining Lemma 5 and Lemma 6, it follows that

lim
λ→λ

Q,z
+
K̄Q,z(λ) = −δQ,z, (160)

with δQ,z defined in (28) and λ
Q,z defined in (29). 

APPENDIX F
PROOF OF LEMMA 11

For all θ1 ∈ suppQ and for all θ2 ∈ L
Q,z , it follows that

Lz(θ1) ≥ Lz(θ2), (161)

and thus, for all λ ∈ (0,∞), it holds that

1

K̄Q,z(λ) + Lz(θ1)
≤ 1

K̄Q,z(λ) + Lz(θ2)
, (162a)

which implies


K̄Q,z(λ) + Lz(θ1)

−1

 
K̄Q,z(λ) + Lz(ν)

−1
dQ(ν)

≤

K̄Q,z(λ) + Lz(θ2)

−1

 
K̄Q,z(λ) + Lz(ν)

−1
dQ(ν)

. (163)

Hence, under the assumption that L
Q,z ∩ suppQ ∕= ∅, for all

θ1 ∈ suppQ and for all θ2 ∈ L
Q,z ∩ suppQ, it holds that

dP̄
(Q,λ)
Θ|Z=z

dQ
(θ1) ≤

dP̄
(Q,λ)
Θ|Z=z

dQ
(θ2), (164)

with equality if and only if θ1 ∈ L
Q,z ∩ suppQ, which

completes the proof. 

APPENDIX G
PROOF OF LEMMA 12

From Lemma 11, it follows that for all λ ∈ (0,∞), for all
θ ∈ suppQ, and for all φ ∈ L

Q,z ∩ suppQ, it holds that

dP̄
(Q,λ)
Θ|Z=z

dQ
(θ) ≤

dP̄
(Q,λ)
Θ|Z=z

dQ
(φ) (165a)

=
λ

Lz(φ) + K̄Q,z(λ)
(165b)

=
λ

δQ,z + K̄Q,z(λ)
(165c)

< ∞, (165d)

where (165a) follows from (16); the equality in (165b) follows
from the fact that Lz(φ) ≥ δQ,z; and (165d) follows from the
fact that for all λ > 0, the function K̄Q,z(λ) < ∞. From the
definition of δQ,z in (28) and L

Q,z in (30) equality in (165a)
holds if and only if θ ∈ L

Q,z ∩ suppQ. This completes the
proof of finiteness.

For the proof of positivity, observe that from Lemma 5 for
all λ > 0, it holds that

− δQ,z < K̄Q,z(λ) < ∞, (166)

which implies

0 < δQ,z + K̄Q,z(λ). (167)

From (16) and (167), it follows that

dP̄
(Q,λ)
Θ|Z=z

dQ
(θ) =

λ

K̄Q,z(λ) + Lz(θ)
(168a)

=

1
1

K̄Q,z(λ)+Lz(ν)
dQ(ν)

K̄Q,z(λ) + Lz(θ)
(168b)

> 0, (168c)

which completes the proof. 
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APPENDIX H
PROOF OF LEMMA 13

From Theorem 1, the Radon-Nikodym derivative of the
measure P̄

(Q,λ)
Θ|Z=z with respect to Q, satisfies for all θ ∈

suppQ that

dP̄
(Q,λ)
Θ|Z=z

dQ
(θ)

=
λ

β + Lz(θ)
(169a)

=
1

β + Lz(θ)

1
1

β+Lz(ν)
dQ(ν)

(169b)

=
1


β

β+Lz(ν)
dQ(ν) +

 Lz(θ)
β+Lz(ν)

dQ(ν)
. (169c)

Note that from the function K̄Q,z in (23) the equation in (169)
can be written in term of λ such that

dP̄
(Q,λ)
Θ|Z=z

dQ
(θ)

=
1

 K̄Q,z(λ)

K̄Q,z(λ)+Lz(ν)
dQ(ν)+

 Lz(θ)
K̄Q,z(λ)+Lz(ν)

dQ(ν)
. (170)

Furthermore, by Lemma 6, the case where λ increases is
equivalent to evaluating the case where β increases, and from
(170), it follows that

lim
λ→∞

dP̄
(Q,λ)
Θ|Z=z

dQ
(θ)

= lim
λ→∞

1
 K̄Q,z(λ)

K̄Q,z(λ)+Lz(ν)
dQ(ν)+

 Lz(θ)
K̄Q,z(λ)+Lz(ν)

dQ(ν)
(171a)

=
1

limβ→∞


β
β+Lz(ν)

dQ(ν)+limβ→∞
 Lz(θ)

β+Lz(ν)
dQ(ν)

.(171b)

where the function Lz is defined in (3); and (171b) follows
from Theorem 1, which implies that the terms in the denom-
inator are positive and the fact that the function g(x) = 1

x
is continuous over the positive reals. Recall that from the
definition of the function Lz in (3) for all θ ∈ suppQ, the
empirical risk satisfies that Lz(θ) < ∞. Using this fact, the
proof continues by evaluating the limits in the denominator,
which yields

lim
β→∞


β

β + Lz(ν)
dQ(ν)

=


lim
β→∞

β

β + Lz(ν)
dQ(ν) (172a)

=


dQ(ν) (172b)

= 1, (172c)

where (172a) follows from the dominated convergence theo-
rem [55, Theorem 1.6.9]; and,

lim
β→∞


Lz(θ)

β + Lz(ν)
dQ(ν)

=


lim
β→∞

Lz(θ)

β + Lz(ν)
dQ(ν) (173a)

=


0 dQ(ν) (173b)

= 0, (173c)

where (173a) also follows from the dominated convergence
theorem [55, Theorem 1.6.9]; Substituting (172) and (173) into
(171) yields

lim
λ→∞

dP̄
(Q,λ)
Θ|Z=z

dQ
(θ) = 1, (174)

which completes the proof. 

APPENDIX I
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From Theorem 1, the probability measure P̄
(Q,λ)
Θ|Z=z satisfies

for all θ ∈ suppQ,

dP̄
(Q,λ)
Θ|Z=z

dQ
(θ) =

λ

Lz(θ) + β
(175a)

=
λ

Lz(θ) + K̄Q,z(λ)
(175b)

=
K̄−1

Q,z


K̄Q,z(λ)



Lz(θ) + K̄Q,z(λ)
(175c)

=

1
1

Lz(ν)+K̄Q,z(λ)
dQ(ν)

Lz(θ) + K̄Q,z(λ)
(175d)

=


Lz(θ) + K̄Q,z(λ)

Lz(ν) + K̄Q,z(λ)
dQ(ν)

−1

, (175e)

where (175b) follows from (23); and (175d) follows from
(26). Given θ ∈ suppQ, consider the partition of the suppQ
formed by the sets A0(θ), A1(θ), and A2(θ), which satisfy
the following:

A0(θ) = {ν ∈ suppQ : Lz(θ)− Lz(ν) = 0}, (176a)
A1(θ) = {ν ∈ suppQ : Lz(θ)− Lz(ν) < 0}, and (176b)
A2(θ) = {ν ∈ suppQ : Lz(θ)− Lz(ν) > 0}. (176c)

Using the sets A0(θ), A1(θ), and A2(θ) in (176), the follow-
ing holds for all θ ∈ suppQ.

dP̄
(Q,λ)
Θ|Z=z

dQ
(θ)

=



A0(θ)

Lz(θ) + K̄Q,z(λ)

Lz(ν) + K̄Q,z(λ)
dQ(ν)

+



A1(θ)

Lz(θ) + K̄Q,z(λ)

Lz(ν) + K̄Q,z(λ)
dQ(ν)

+



A2(θ)

Lz(θ) + K̄Q,z(λ)

Lz(ν) + K̄Q,z(λ)
dQ(ν)

−1

(177a)

=


Q(A0(θ)) +



A1(θ)

Lz(θ) + K̄Q,z(λ)

Lz(ν) + K̄Q,z(λ)
dQ(ν)

+



A2(θ)

Lz(θ) + K̄Q,z(λ)

Lz(ν) + K̄Q,z(λ)
dQ(ν)

−1

. (177b)
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Consider the following partition of the suppQ:

ν ∈ suppQ : Lz(ν) = δQ,z


, (178a)


ν ∈ suppQ : Lz(ν) > δQ,z


, and (178b)


ν ∈ suppQ : Lz(ν) < δQ,z


, (178c)

with δQ,z in (28). The proof is divided into two cases. The
first case follows under the assumption that


1

Lz(θ)− δQ,z

dQ(θ) = ∞; (179)

and the second case follows under the assumption that


1

Lz(θ)− δQ,z

dQ(θ) < ∞. (180)

From Lemma 6, it follows that in Case 1, the set AQ,z

in (23) is (0,∞). Similarly, in Case 2, the set AQ,z is
λ
Q,z,∞


. Hence, Case 1 considers the limit λ → 0+, which

comprehends the equalities (38) and (39). Case 2 considers
the limit λ → λ

Q,z
+, which comprehends the equality (40).

A. Case 1

This case is divided into three parts. The

first part evaluates limλ→0+
dP̄

(Q,λ)

Θ|Z=z

dQ (θ), with
θ ∈


ν ∈ suppQ : Lz(ν) = δQ,z


. The second part considers

the case in which θ ∈

ν ∈ suppQ : Lz(ν) > δQ,z


. The

third part considers the remaining case in (178).
1) Part 1: The first part is as follows. Consider that θ ∈
ν ∈ suppQ : Lz(ν) = δQ,z


and note that


ν ∈ suppQ : Lz(ν) = δQ,z


= L

Q,z, (181)

with L
Q,z defined in (30). Hence, the sets A0(θ), A1(θ), and

A2(θ) in (176) satisfy the following:

A0(θ) = L
Q,z, (182a)

A1(θ) =

µ ∈ suppQ : Lz(µ) > δQ,z


, and (182b)

A2(θ) =

µ ∈ suppQ : Lz(µ) < δQ,z


. (182c)

From the definition of δQ,z in (28), it follows that Q(A2(θ)) =
0. Substituting the equalities in (182) in (177) yields for all
θ ∈


ν ∈ suppQ : Lz(ν) = δQ,z


,

dP̄
(Q,λ)
Θ|Z=z

dQ
(θ)

=


Q

L
Q,z


+



A1(θ)

Lz(θ) + K̄Q,z(λ)

Lz(ν) + K̄Q,z(λ)
dQ(ν)

−1

, (183)

which implies that for all θ ∈

ν ∈ suppQ : Lz(ν) = δQ,z


,

lim
λ→0+

dP̄
(Q,λ)
Θ|Z=z

dQ
(θ)

=


Q

L
Q,z


+ lim

λ→0+



A1(θ)

Lz(θ) + K̄Q,z(λ)

Lz(ν) + K̄Q,z(λ)
dQ(ν)

−1

(184)

=


∞ if Q


L
Q,z


= 0

1

Q(L
Q,z)

otherwise , (185)

where (185) follows from verifying that the dominated con-
vergence theorem [55, Theorem 2.6.9] holds. That is,
(a) For all ν ∈ A1(θ), it holds that Lz(θ)+K̄Q,z(λ)

Lz(ν)+K̄Q,z(λ)
≤

λ
δQ,z+K̄Q,z(λ)

.
(b) For all ν ∈ A1(θ), it holds that

lim
λ→0+

Lz(θ) + K̄Q,z(λ)

Lz(ν) + K̄Q,z(λ)

= lim
λ→0+

δQ,z + K̄Q,z(λ)

Lz(ν) + K̄Q,z(λ)
(186a)

=


δQ,z + lim

λ→0+
K̄Q,z(λ)


lim

λ→0+

1

Lz(ν) + K̄Q,z(λ)
(186b)

= 0, (186c)

where (186b) follows from observing that for all ν ∈ A1(θ),
it holds that limλ→0+ Lz(ν)+K̄Q,z(λ) ∕= 0 and [57, Theorem
4.2]; and (186c) follows from Lemma 10. This completes the
first part of Case 1.

2) Part 2: For all δ > δQ,z and for all θ ∈
{ν ∈ suppQ : Lz(ν) = δ}, the sets A0(θ), A1(θ), and A2(θ)
in (176) satisfy the following:

A0(θ) = {µ ∈ suppQ : Lz(µ) = δ}, (187a)
A1(θ) = {µ ∈ suppQ : Lz(µ) > δ}, and (187b)
A2(θ) = {µ ∈ suppQ : Lz(µ) < δ}. (187c)

Consider the sets

A2,1(θ) =

µ ∈ A2(θ) : Lz(µ) < δQ,z


, and (188a)

A2,2(θ) =

µ ∈ A2(θ) : δ


Q,z ≤ Lz(µ) < δ


, (188b)

and note that A2,1(θ) and A2,2(θ) form a partition of A2(θ).
Moreover, from the definition of δQ,z in (28), it holds that

Q(A2,1(θ)) = 0. (189)

Hence, substituting the equalities in (187) and (189) in (177)
yields,

lim
λ→0+

dP̄
(Q,λ)
Θ|Z=z

dQ
(θ)

=


Q(A0(θ)) + lim

λ→0+



A1(θ)

Lz(θ) + K̄Q,z(λ)

Lz(ν) + K̄Q,z(λ)
dQ(ν)

+ lim
λ→0+



A2(θ)

Lz(θ) + K̄Q,z(λ)

Lz(ν) + K̄Q,z(λ)
dQ(ν)

−1

(190a)

=


Q(A0(θ)) + lim

λ→0+



A1(θ)

Lz(θ) + K̄Q,z(λ)

Lz(ν) + K̄Q,z(λ)
dQ(ν)

+ lim
λ→0+



A2,2(θ)

Lz(θ) + K̄Q,z(λ)

Lz(ν) + K̄Q,z(λ)
dQ(ν)

−1

(190b)

=


Q(A0(θ)) +



A1(θ)

lim
λ→0+

Lz(θ) + K̄Q,z(λ)

Lz(ν) + K̄Q,z(λ)
dQ(ν)

+



A2,2(θ)

lim
λ→0+

Lz(θ) + K̄Q,z(λ)

Lz(ν) + K̄Q,z(λ)
dQ(ν)

−1

, (190c)

where (190c) follows by verifying that the dominated conver-
gence theorem [55, Theorem 1.6.9] holds. That is,
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(a) For all ν ∈ A2,2(θ), it holds that Lz(θ)+K̄Q,z(λ)

Lz(ν)+K̄Q,z(λ)
≤

λ
δQ,z+K̄Q,z(λ)

< ∞; and
(b) For all ν ∈ A2,2(θ), it holds that

lim
λ→0+

Lz(θ) + K̄Q,z(λ)

Lz(ν) + K̄Q,z(λ)

= lim
λ→0+

δ + K̄Q,z(λ)

Lz(ν) + K̄Q,z(λ)
(191a)

=


δ + lim

λ→0+
K̄Q,z(λ)


lim

λ→0+

1

Lz(ν) + K̄Q,z(λ)
(191b)

=

δ − δQ,z

 1

Lz(ν)− δQ,z

, (191c)

where (191b) follows from observing that for all ν ∈ A2,2(θ),
it holds that limλ→0+ Lz(ν)+K̄Q,z(λ) ∕= 0 and [57, Theorem
4.2]; and (191c) follows from Lemma 10. From (191c), it
follows that



A2,2(θ)

lim
λ→0+

Lz(θ) + K̄Q,z(λ)

Lz(ν) + K̄Q,z(λ)
dQ(ν)

=

δ − δQ,z

 

A2,2(θ)

1

Lz(ν)− δQ,z

dQ(ν). (192)

Moreover, from the fact that

Q(A0(θ)) ≤ 1, (193)

and the fact that


A1(θ)

lim
λ→0+

Lz(θ) + K̄Q,z(λ)

Lz(ν) + K̄Q,z(λ)
dQ(ν)

=



A1(θ)

δ − δQ,z

Lz(ν)− δQ,z

dQ(ν) (194)

<



A1(θ)

δ − δQ,z

δ − δQ,z

dQ(ν) (195)

= Q(A1(θ)) (196)
≤ 1, (197)

the following holds from Lemma 6 under the assumptions of
Case 1:

∞ =

δ − δQ,z

  1

Lz(ν)− δQ,z

dQ(ν) (198)

=

δ − δQ,z




A0(θ)

1

Lz(ν)− δQ,z

dQ(ν)

+



A1(θ)

1

Lz(ν)− δQ,z

dQ(ν)

+



A2,2(θ)

1

Lz(ν)− δQ,z

dQ(ν)


(199)

=


Q(A0(θ)) +



A1(θ)

δ − δQ,z

Lz(ν)− δQ,z

dQ(ν)

+



A2,2(θ)

δ − δQ,z

Lz(ν)− δQ,z

dQ(ν)


. (200)

From (193), (197), and (200), it follows that

δ − δQ,z

 

A2,2(θ)

1

Lz(ν)− δQ,z

dQ(ν) = ∞. (201)

Finally, from (190c), (192), and (201), for all θ ∈
ν ∈ suppQ : Lz(ν) > δQ,z


,

lim
λ→0+

dP̄
(Q,λ)
Θ|Z=z

dQ
(θ) = 0. (202)

This completes the second part of Case 1.
3) Part 3: The third part of the proof follows by notic-

ing that the set

µ ∈ suppQ : Lz(µ) < δQ,z


is a neg-

ligible set with respect to Q and thus, for all θ ∈

µ ∈ suppQ : Lz(µ) < δQ,z


, the value

dP̄
(Q,λ)

Θ|Z=z

dQ (θ) is im-
material. Hence, it is arbitrarily assumed that for all θ ∈
µ ∈ suppQ : Lz(µ) < δQ,z


, it holds that

dP̄
(Q,λ)
Θ|Z=z

dQ
(θ) = 0, (203)

which implies that for all θ ∈

µ ∈ suppQ : Lz(µ) < δQ,z


,

it holds that

lim
λ→0+

dP̄
(Q,λ)
Θ|Z=z

dQ
(θ) = 0. (204)

This completes the third part of Case 1.
Under the assumption that Q


L
Q,z


> 0, from (185), (202),

and (204), for all θ ∈ suppQ, it follows that

lim
λ→0+

dP̄
(Q,λ)
Θ|Z=z

dQ
(θ) =

1

Q

L
Q,z

1{θ∈L
Q,z}, (205)

which completes the proof of (38). Alternatively, under the
assumption that Q


L
Q,z


= 0, from (185), (202), and (204),

for all θ ∈ suppQ, it follows that

lim
λ→0+

dP̄
(Q,λ)
Θ|Z=z

dQ
(θ) =


∞ if θ ∈ L

Q,z

0 otherwise
, (206)

which completes the proof of (39).

B. Case 2

Under the assumptions of Case 2, namely (180), it holds
that

Q

L
Q,z


= 0. (207)

This can be proved by noticing that if Q

L
Q,z


> 0, then


1

Lz(θ)− δQ,z

dQ(θ)

=



L
Q,z

1

Lz(θ)− δQ,z

dQ(θ)

+



L
Q,z

c

1

Lz(θ)− δQ,z

dQ(θ) (208a)

>



L
Q,z

1

Lz(θ)− δQ,z

dQ(θ) (208b)

=
1

δQ,z − δQ,z

Q

L
Q,z


(208c)

= ∞, (208d)

which contradicts (207).
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The proof of Case 2 is divided into three parts. The

first part evaluates limλ→λ
Q,z

+

dP̄
(Q,λ)

Θ|Z=z

dQ (θ), with θ ∈
ν ∈ suppQ : Lz(ν) = δQ,z


. The second part considers the

case in which θ ∈

ν ∈ suppQ : Lz(ν) > δQ,z


. The third

part considers the remaining case in (178).
1) Part 1: From (207) it holds that the set the set
µ ∈ suppQ : Lz(µ) = δQ,z


is a negligible set with respect

to Q and thus, for all θ ∈

µ ∈ suppQ : Lz(µ) = δQ,z


, the

value
dP̄

(Q,λ)

Θ|Z=z

dQ (θ) is immaterial.
2) Part 2: For all θ ∈


ν ∈ suppQ : Lz(ν) > δQ,z


, it

holds that

lim
λ→λ

Q,z
+

dP̄
(Q,λ)
Θ|Z=z

dQ
(θ) = lim

λ→λ
Q,z

+

λ

Lz(θ) + K̄Q,z(λ)
(209a)

=
λ
Q,z

Lz(θ)− δQ,z

, (209b)

where (209b) follows from observing that limλ→λ
Q,z

+ Lz(θ)+

K̄Q,z(λ) = Lz(θ)− δQ,z ∕= 0 (Lemma 10) and [57, Theorem
4.2].

3) Part 3: The third part of the proof follows by notic-
ing that the set


µ ∈ suppQ : Lz(µ) < δQ,z


is a neg-

ligible set with respect to Q and thus, for all θ ∈

µ ∈ suppQ : Lz(µ) < δQ,z


, the value

dP̄
(Q,λ)

Θ|Z=z

dQ (θ) is im-
material. Hence, it is arbitrarily assumed that

dP̄
(Q,λ)
Θ|Z=z

dQ
(θ) = 0. (210)

This completes the third part of Case 2.
From (209b), for all θ ∈ suppQ, it follows that

lim
λ→λ

Q,z
+

dP̄
(Q,λ)
Θ|Z=z

dQ
(θ) =

λ
Q,z

Lz(θ)− δQ,z

, (211)

which completes the proof of (40). This completes the proof.
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The proof is divided into two cases. The first case follows
under the assumption that


1

Lz(θ)− δQ,z

dQ(θ) = ∞; (212)

and the second case follows under the assumption that


1

Lz(θ)− δQ,z

dQ(θ) < ∞, (213)

with δQ,z in (28) and the function Lz in (3). From Lemma 6,
it follows that in Case 1, the set AQ,z in (23) is (0,∞).
Similarly, in Case 2, the set AQ,z is


λ
Q,z,∞


. Hence,

Case 1 considers the limit λ → 0+, which comprehends the
equality (41). Case 2 considers the limit λ → λ

Q,z
+, which

comprehends the equality (42).

A. Case 1

The first case is as follows. Consider the following partition
of the set M formed by the sets

A0 =

θ ∈ M : Lz(θ) = δQ,z


, (214a)

A1 =

θ ∈ M : Lz(θ) > δQ,z


, and (214b)

A2 =

θ ∈ M : Lz(θ) < δQ,z


. (214c)

Note that A0 = L
Q,z , with L

Q,z in (30). For all λ ∈ (0,∞),
it holds that

1 = P̄
(Q,λ)
Θ|Z=z(A0) + P̄

(Q,λ)
Θ|Z=z(A1) + P̄

(Q,λ)
Θ|Z=z(A2) (215a)

= P̄
(Q,λ)
Θ|Z=z(A0) + P̄

(Q,λ)
Θ|Z=z(A1) (215b)

= P̄
(Q,λ)
Θ|Z=z(A0) +



A1

dP̄
(Q,λ)
Θ|Z=z(θ), (215c)

where (215b) follows from the fact that P̄
(Q,λ)
Θ|Z=z(A2) = 0,

which follows from the mutual absolute continuity of P̄ (Q,λ)
Θ|Z=z

and Q (Corollary 4). The above implies that

lim
λ→0+


P̄

(Q,λ)
Θ|Z=z(A0) +



A1

dP̄
(Q,λ)
Θ|Z=z(θ)



= lim
λ→0+

P̄
(Q,λ)
Θ|Z=z(A0)

+ lim
λ→0+



A1

dP̄
(Q,λ)
Θ|Z=z

dQ
(θ) dQ(θ) (216a)

= lim
λ→0+

P̄
(Q,λ)
Θ|Z=z(A0)

+



A1

lim
λ→0+

dP̄
(Q,λ)
Θ|Z=z

dQ
(θ) dQ(θ) (216b)

= lim
λ→0+

P̄
(Q,λ)
Θ|Z=z(A0), (216c)

= 1, (216d)

where, (216b) follows from Lemma 12 and the dominated
convergence theorem [55, Theorem 1.6.9 page 50]; and (216c)
follows from Lemma 14. Hence, it holds that

lim
λ→0+

P̄
(Q,λ)
Θ|Z=z


L
Q,z


= 1, (217)

which completes the proof of (41).

B. Case 2

Under the assumptions of Case 2, namely (213), it holds
that

Q

L
Q,z


= 0, (218)

which can be shown using the arguments in (208). Hence, the
probability measure P̄

(Q,λ)
Θ|Z=z satisfies

lim
λ→λ

Q,z
+
P̄

(Q,λ)
Θ|Z=z(A0)

= lim
λ→λ

Q,z
+



A0

dP̄
(Q,λ)
Θ|Z=z

dQ
(θ) dQ(θ) (219a)

= lim
λ→λ

Q,z
+



A0

λ

Lz(θ) + K̄Q,z(λ)
dQ(θ) (219b)
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= lim
λ→λ

Q,z
+



A0

λ

δQ,z + K̄Q,z(λ)
dQ(θ) (219c)

= lim
λ→λ

Q,z
+

λ

δQ,z + K̄Q,z(λ)
Q(A0) (219d)

= lim
λ→λ

Q,z
+

λ

δQ,z + K̄Q,z(λ)
Q

L
Q,z


(219e)

= lim
λ→λ

Q,z
+

λ

δQ,z + K̄Q,z(λ)
0 (219f)

= 0, (219g)

which completes the proof of (42). This completes the proof.
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From Lemma 2 and Corollary 4, it holds that for all θ ∈
suppQ,

dQ

dP̄
(Q,λ)
Θ|Z=z

(θ) =




dP̄

(Q,λ)
Θ|Z=z

dQ
(θ)




−1

(220)

=
K̄Q,z(λ) + Lz(θ)

λ
, (221)

where the functions Lz and K̄Q,z are in (3) and (23b),
respectively. From (221), it follows that for all θ ∈ suppQ,

0 = λ
dQ

dP̄
(Q,λ)
Θ|Z=z

(θ)− Lz(θ)− K̄Q,z(λ). (222)

Integrating both sides of (222) with respect to the probability
measure P̄

(Q,λ)
Θ|Z=z yields

0 =




Lz(θ)− λ




dP̄

(Q,λ)
Θ|Z=z

dQ
(θ)




−1

+ K̄Q,z(λ)



 dP̄
(Q,λ)
Θ|Z=z(θ) (223a)

=


Lz(θ) dP̄

(Q,λ)
Θ|Z=z(θ)

−λ

 


dP̄

(Q,λ)
Θ|Z=z

dQ
(θ)




−1

dP̄
(Q,λ)
Θ|Z=z(θ)

+


K̄Q,z(λ) dP̄

(Q,λ)
Θ|Z=z(θ) (223b)

= Rz


P̄

(Q,λ)
Θ|Z=z


− λ


dQ(θ) + K̄Q,z(λ) (223c)

= Rz


P̄

(Q,λ)
Θ|Z=z


− λ+ K̄Q,z(λ). (223d)

From (223d), it holds that

Rz


P̄

(Q,λ)
Θ|Z=z


= λ− K̄Q,z(λ), (224)

which completes the proof. 
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The proof of continuity is imediate from Lemma 5 and
Lemma 16. The proof of monotonicity is divided into two
parts. The first part presents the first derivative of the func-
tional inverse K̄−1

Q,z in (26) and shows that its derivative is
strictly positive. The second part shows the expected empirical
risk Rz


P̄

(Q,λ)
Θ|Z=z


decreases with lambdas decreasing.

The first part is as follows. For all θ ∈ M, the partial
derivative of 1

Lz(θ)+β , with respect to β ∈

−δQ,z,∞


, with

δQ,z in (28), is

∂

∂β


1

Lz(θ) + β


= − 1

(β + Lz(θ))
2 . (225)

From [58, Theorem 6.28, page 160], the following holds

d

dβ


1

Lz(θ) + β
dQ(θ) =


∂

∂β

1

Lz(θ) + β
dQ(θ) (226)

= −


1

(β + Lz(θ))
2 dQ(θ). (227)

From Lemma 5, the derivative of the function K̄−1
Q,z in (26)

satisfies:

d

dβ
K̄−1

Q,z(β)

=
d

dβ


1

β + Lz(θ)
dQ(θ)

−1

(228a)

= −


1
1

β+Lz(θ)
dQ(θ)

2
d

dβ


1

β + Lz(θ)
dQ(θ) (228b)

= −


− 1

(β+Lz(θ))
2 dQ(θ)


1

β+Lz(θ)
dQ(θ)

2 (228c)

=


1

(β+Lz(θ))
2 dQ(θ)


1

β+Lz(θ)
dQ(θ)

2 , (228d)

where (228c) follows from (227).
Note that from Jensen’s inequality [59, Theorem 2.6.2], it

follows that


1

β + Lz(θ)
dQ(θ)

2

≤


1

(β + Lz(θ))
2 dQ(θ),(229)

with equality if and only if the function Lz in (3) is nosep-
arable (Definition 2). Then, from (228d) and (229), for all
β ∈


−δQ,z,∞


, it holds that

d

dβ
K̄−1

Q,z(β) =


1

(β+Lz(θ))
2 dQ(θ)


1

β+Lz(θ)
dQ(θ)

2 (230)

≥ 1. (231)

This completes the first part of the proof.
The second part is as follows. Consider the pairs (λ1,β1) ∈

AQ,z × CQ,z and (λ2,β2) ∈ AQ,z × CQ,z , such that λ2 > λ1,
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which implies that K̄Q,z(λ2) > K̄Q,z(λ1) (Lemma 5). Then,
from Lemma 16, it follows that

Rz


P̄

(Q,λ2)
Θ|Z=z


− Rz


P̄

(Q,λ1)
Θ|Z=z



= λ2 − λ1 + K̄Q,z(λ1)− K̄Q,z(λ2) (232a)
= K̄−1

Q,z(β2)− K̄−1
Q,z(β1) + β1 − β2, (232b)

where (232b) follows from substituting (26) into (232a). Note
that (231) implies that

K̄−1
Q,z(β2)− K̄−1

Q,z(β1) ≥ β2 − β1, (233)

with equality if and only if the function Lz is noseparable.
Thus, from (232b) and (233) it follows that

Rz


P̄

(Q,λ2)
Θ|Z=z


− Rz


P̄

(Q,λ1)
Θ|Z=z


≥ 0, (234)

with equality if and only if the function Lz is noseparable.
This completes the second part of the proof. 

APPENDIX M
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From Theorem 1 and Corollary 4, it holds that

D

QP̄ (Q,λ)

Θ|Z=z



=


log



 dQ

dP̄
(Q,λ)
Θ|Z=z



 dQ(θ) (235)

≤ log






dQ

dP̄
(Q,λ)
Θ|Z=z

(θ) dQ(θ)



 (236)

= log


K̄Q,z(λ) + Lz(θ)

λ
dQ(θ)


(237)

= log


1

λ


K̄Q,z(λ) + Lz(θ) dQ(θ)


(238)

= log


1

λ


K̄Q,z(λ) + Rz(Q)


, (239)

where (236) follows from Jensen’s inequality [59, Theorem
2.6.2]; (237) follows from (16); and (239) follows from (6).
From (239), it follows that

Rz(Q) ≥ λ exp

D

QP̄ (Q,λ)

Θ|Z=z


− K̄Q,z(λ) (240)

= λ exp

D

QP̄ (Q,λ)

Θ|Z=z


+Rz


P̄

(Q,λ)
Θ|Z=z


−λ, (241)

where (241) follows from Lemma 16. Hence, the difference
between the expected empirical risk of the probability mea-
sures P̄

(Q,λ)
Θ|Z=z and Q, from (241), satisfies that

Rz(Q)− Rz


P̄

(Q,λ)
Θ|Z=z


≥ λ


exp


D

QP̄ (Q,λ)

Θ|Z=z


− 1


,

(242)
which completes the proof. 
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From Lemma 5 and Lemma 16, it holds that

Rz


P̄

(Q,λ)
Θ|Z=z


= λ− K̄Q,z(λ) (243)

< λ+ δQ,z. (244)

Note also that

Rz


P̄

(Q,λ)
Θ|Z=z


=


Lz(θ) dP̄

(Q,λ)
Θ|Z=z(θ) (245)

≥


δQ,z dP̄
(Q,λ)
Θ|Z=z(θ) (246)

= δQ,z, (247)

with Lz in (3) and δQ,z in (28). The proof continues by
determining the conditions for which (247) holds with equality.
Assume the empirical risk Lz in (3) is separable with respect
to the probability measure P̄

(Q,λ)
Θ|Z=z in (16) (see Definition 2).

Then, there exists a real value  > 0 and two nonnegligible
sets A and B with respect to the probability measure P̄

(Q,λ)
Θ|Z=z

in (16), such that

A =

θ ∈ M : Lz(θ) < δQ,z + 


, and (248)

B =

θ ∈ M : Lz(θ) ≥ δQ,z + 


. (249)

Note that the sets A and B form a partition of the set M.
Hence, the expected empirical risk satisfies

Rz


P̄

(Q,λ)
Θ|Z=z


=


Lz(θ) dP̄

(Q,λ)
Θ|Z=z(θ) (250)

=



A
Lz(θ) dP̄

(Q,λ)
Θ|Z=z(θ)

+



B
Lz(θ) dP̄

(Q,λ)
Θ|Z=z(θ) (251)

≥


A
δQ,z dP̄

(Q,λ)
Θ|Z=z(θ)

+



B


δQ,z + 


dP̄

(Q,λ)
Θ|Z=z(θ) (252)

= δQ,zP̄
(Q,λ)
Θ|Z=z(A)

+

δQ,z + 


P̄

(Q,λ)
Θ|Z=z(B), (253)

= δQ,zP̄
(Q,λ)
Θ|Z=z(A)

+

δQ,z + 


1− P̄

(Q,λ)
Θ|Z=z(A)


(254)

= δQ,z + 

1− P̄

(Q,λ)
Θ|Z=z(A)


(255)

> δQ,z, (256)

where inequality (252) follows from (28) and (249); (254)
follows from the fact that the sets A and B form a partition of
the set M; and (256) follows from the fact that the sets A and
B are nonnegligible with respect to the probability measure
P̄

(Q,λ)
Θ|Z=z , which implies P̄

(Q,λ)
Θ|Z=z(A) < 1. This proves the

strict inequality in (246).
Consider the case in which the empirical risk Lz in (3) is

not separable with respect to P̄
(Q,λ)
Θ|Z=z in (16). Then, for all

θ ∈ supp P̄
(Q,λ)
Θ|Z=z , the empirical risk satisfies Lz(θ) = δQ,z ,

which implies Rz


P̄

(Q,λ)
Θ|Z=z


= δQ,z . Hence, if the function
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Lz is noseparable, then (246) holds with equality. Therefore,
(246) holds with equality, if and only if the function Lz is
noseparable, which completes the proof. 

APPENDIX O
PROOF OF THEOREM 2

Let δ be a real in

δQ,z,∞


, with δQ,z in (28). Let also

γ ∈ (0,∞) satisfy the following equality:

Rz


P̄

(Q,γ)
Θ|Z=z


≤ δ, (257)

where the existence of such a γ is ensured by the continuity of
Rz


P̄

(Q,γ)
Θ|Z=z


with respect to γ (Lemma 17); and Lemma 21

and Lemma 20. From (27), it holds that

Lz(δ) ⊇ L
Q,z, (258)

and thus,

P̄
(Q,γ)
Θ|Z=z(Lz(δ)) ≥ P̄

(Q,γ)
Θ|Z=z


L
Q,z


, (259)

with L
Q,z defined in (30). Let λ be a positive real such that

λ ≤ γ, and

P̄
(Q,λ)
Θ|Z=z


L
Q,z


> 1− . (260)

The existence of such a positive real λ follows from
Lemma 15. From (258), it follows that

P̄
(Q,γ)
Θ|Z=z(Lz(δ)) ≥ P̄

(Q,γ)
Θ|Z=z


L
Q,z


. (261)

Hence, from (260) and (261), it holds that

1−  < P̄
(Q,λ)
Θ|Z=z


L
Q,z


(262)

≤ P̄
(Q,λ)
Θ|Z=z(Lz(δ)). (263)

The equality in (263) implies that the probability measure
P̄

(Q,λ)
Θ|Z=z is (δ, )-optimal (Definition 3), which completes the

proof.
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The proof is divided into two parts. The first part is as
follows, from Theorem 1, it follows that for all θ ∈ M,

log




dP̄

(Q,λ)
Θ|Z=z

dQ
(θ)



 = log


λ

K̄Q,z(λ) + Lz(θ)


(264)

= log(λ)− log

K̄Q,z(λ) + Lz(θ)



(265)
= log(λ)− VQ,z,λ(θ), (266)

where the function VQ,z,λ is defined in (56b). Thus,

D

P̄

(Q,λ)
Θ|Z=zQ


=


log




dP̄

(Q,λ)
Θ|Z=z

dQ
(θ)



 dP̄
(Q,λ)
Θ|Z=z(θ)

(267)

= log(λ)−


VQ,z,λ(θ) dP̄
(Q,λ)
Θ|Z=z(θ)

(268)

= log(λ)− R̄Q,z,λ


P̄

(Q,λ)
Θ|Z=z


, (269)

where the functional R̄Q,z,λ is defined in (69). Hence, it
follows from (269) that

log(λ) = R̄Q,z,λ


P̄

(Q,λ)
Θ|Z=z


+ D


P̄

(Q,λ)
Θ|Z=zQ


, (270)

which completes the proof of (71) and concludes the first part.
The second part is as follows. From (266), it follows that

D

QP̄ (Q,λ)

Θ|Z=z


=−


log




dP̄

(Q,λ)
Θ|Z=z

dQ
(θ)



 dQ(θ) (271)

=− log(λ) +


VQ,z,λ(θ) dQ(θ) (272)

=− log(λ) + R̄Q,z,λ(Q). (273)

Hence, it follows from (273) that

log(λ) = R̄Q,z,λ(Q)− D

QP̄ (Q,λ)

Θ|Z=z


, (274)

which completes the proof of (72). This completes the proof.
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The proof uses the mutual absolute continuity between
P̄

(Q,λ)
Θ|Z=z in (16) and Q (Corollary 4). Hence, a probability

measure P ∈ ©Q(M) is mutually absolutely continuous with
P̄

(Q,λ)
Θ|Z=z . The proof follows by noticing that for such P and

for all θ ∈ M, it holds that

log



 dP

dP̄
(Q,λ)
Θ|Z=z

(θ)





= log



dP

dQ
(θ)

dQ

dP̄
(Q,λ)
Θ|Z=z

(θ)



 (275)

= log


dP

dQ
(θ)


− log




dP̄

(Q,λ)
Θ|Z=z

dQ
(θ)



 (276)

= log


dP

dQ
(θ)


− log


λ

K̄Q,z(λ) + Lz(θ)


(277)

= log


dP

dQ
(θ)


− log(λ)

+ log

K̄Q,z(λ) + Lz(θ)


(278)

= log


dP

dQ
(θ)


− log(λ) + VQ,z,λ(θ), (279)

where the functions Lz , K̄Q,z and VQ,z,λ are defined in (3),
(23) and in (56b), respectively. The equality (277) follows
from (16). Hence, the relative entropy D


PP̄ (Q,λ)

Θ|Z=z


sat-

isfies,

D

PP̄ (Q,λ)

Θ|Z=z



=


log



 dP

dP̄
(Q,λ)
Θ|Z=z

(θ)



 dP (θ) (280)

=

 
log


dP

dQ
(θ)


− log(λ)
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+VQ,z,λ(θ)


dP (θ) (281)

=


log


dP

dQ
(θ)


dP (θ)− log(λ)

+


VQ,z,λ(θ) dP (θ) (282)

= D(PQ)− log(λ) + R̄Q,z,λ(P ) (283)

= D(PQ)− R̄Q,z,λ


P̄

(Q,λ)
Θ|Z=z



−D

P̄

(Q,λ)
Θ|Z=zQ


+ R̄Q,z,λ(P ), (284)

where (281) follows from (279); (283) follows from (69);
and (284) follows from Lemma 23. Thus, from (284), it
follows that

R̄Q,z,λ(P )− R̄Q,z,λ


P̄

(Q,λ)
Θ|Z=z



= D

PP̄ (Q,λ)

Θ|Z=z


− D(PQ) + D


P̄

(Q,λ)
Θ|Z=zQ


, (285)

which completes the proof. 
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From Lemma 23, for all α ∈ (0,∞), it holds that

D

P̄

(Q,α)
Θ|Z=zQ


= −R̄Q,z,α


P̄

(Q,α)
Θ|Z=z


+ log(α), (286)

where the functional R̄Q,z,α is defined in (69).
Similarly, from [30, Lemma 20], for all λ ∈ (0,∞), it holds

that

D

P

(Q,λ)
Θ|Z=zQ


= −


1

λ
Rz


P

(Q,λ)
Θ|Z=z


+KQ,z


− 1

λ


,(287)

with the functional Rz defined in (6). From [30, Theorem 3],
the function SQ,λ in [30, Definition 7] satisfies that

SQ,λ


z, P̄

(Q,α)
Θ|Z=z



= Rz


P̄

(Q,α)
Θ|Z=z


− Rz


P

(Q,λ)
Θ|Z=z


(288)

= λ

D

P̄

(Q,α)
Θ|Z=zP

(Q,λ)
Θ|Z=z


+ D


P

(Q,λ)
Θ|Z=zQ



−D

P̄

(Q,α)
Θ|Z=zQ


(289)

= λ

D

P̄

(Q,α)
Θ|Z=zP

(Q,λ)
Θ|Z=z


+ D


P

(Q,λ)
Θ|Z=zQ



+ R̄Q,z,α


P̄

(Q,α)
Θ|Z=z


− log(α)


(290)

= λ


D

P̄

(Q,α)
Θ|Z=zP

(Q,λ)
Θ|Z=z


− 1

λ
Rz


P

(Q,λ)
Θ|Z=z



−KQ,z


− 1

λ


+R̄Q,z,α


P̄

(Q,α)
Θ|Z=z


− log(α)


,(291)

where (290) follows from (286); and (291) follows from (287).
Rearranging (291) yields

1

λ
Rz


P̄

(Q,α)
Θ|Z=z


− R̄Q,z,α


P̄

(Q,α)
Θ|Z=z



= D

P̄

(Q,α)
Θ|Z=zP

(Q,λ)
Θ|Z=z


− log(α)−KQ,z


− 1

λ


. (292)

Similarly, from Lemma 24 the function S̄Q,α in (74) satisfies
that

S̄Q,α


z, P

(Q,λ)
Θ|Z=z



= R̄Q,z,α


P

(Q,λ)
Θ|Z=z


− R̄Q,z,α


P̄

(Q,α)
Θ|Z=z


(293)

= D

P

(Q,λ)
Θ|Z=zP̄

(Q,α)
Θ|Z=z


− D


P

(Q,λ)
Θ|Z=zQ



+D

P̄

(Q,α)
Θ|Z=zQ


(294)

= D

P

(Q,λ)
Θ|Z=zP̄

(Q,α)
Θ|Z=z


− D


P

(Q,λ)
Θ|Z=zQ



−R̄Q,z,α


P̄

(Q,α)
Θ|Z=z


+ log(α) (295)

= D

P

(Q,λ)
Θ|Z=zP̄

(Q,α)
Θ|Z=z



+
1

λ
Rz


P

(Q,λ)
Θ|Z=z


+KQ,z


− 1

λ



− R̄Q,z,α


P̄

(Q,α)
Θ|Z=z


+ log(α), (296)

where (295) follows from (286); and (296) follows from (287).
Rearranging (296) yields

1

λ
Rz


P

(Q,λ)
Θ|Z=z


− R̄Q,z,α


P

(Q,λ)
Θ|Z=z



= −D

P

(Q,λ)
Θ|Z=zP̄

(Q,α)
Θ|Z=z



−

log(α) +KQ,z


− 1

λ


. (297)

The proof proceeds by subtracting (297) from (292), resulting
in
1

λ
SQ,λ


z, P̄

(Q,α)
Θ|Z=z


− S̄Q,α


z, P

(Q,λ)
Θ|Z=z



= D

P̄

(Q,α)
Θ|Z=zP

(Q,λ)
Θ|Z=z


− D


P

(Q,λ)
Θ|Z=zP̄

(Q,α)
Θ|Z=z



+2


log(α) +KQ,z


− 1

λ


, (298)

where the functions SQ,λ and S̄Q,α are respectively defined
in [30, Definition 7] and (74). From [36, Theorem 1] and
Lemma 24, it follows that

1

λ
SQ,λ


z, P̄

(Q,α)
Θ|Z=z


− S̄Q,α


z, P

(Q,λ)
Θ|Z=z



= D

P̄

(Q,α)
Θ|Z=zP

(Q,λ)
Θ|Z=z


− D


P

(Q,λ)
Θ|Z=zP̄

(Q,α)
Θ|Z=z



+ 2

D

P

(Q,λ)
Θ|Z=zQ


− D


P̄

(Q,α)
Θ|Z=zQ


. (299)

Substituting (299) into (298) yields

D

P

(Q,λ)
Θ|Z=zQ


− D


P̄

(Q,α)
Θ|Z=zQ



= log(α) +KQ,z


− 1

λ


, (300)

which completes the proof. 

APPENDIX S
EXAMPLES

A. Example 1

Consider the Type-II ERM-RER problem in (11) and as-
sume that: (a) M = X = Y = [0,∞); (b) z = (1, 0); and
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(c) Q ≪ µ, with µ the Lebesgue measure, such that for all
θ ∈ suppQ,

dQ

dµ
(θ) = 4θ2 exp(−2θ). (301)

Let also the function f : M× X → Y be

f(θ, x) = xθ, (302)

and the loss function ℓ in (2) be

ℓ(f(θ, x), y) = (xθ − y)
2
, (303)

which implies

Lz(θ) = (xθ − y)
2
, (304)

with the function Lz defined in (3). Furthermore, from as-
sumptions (a), (b), and (304), it follows that there exists
θ ∈ suppQ such that Lz(θ) = 0, which implies that

δQ,z = 0. (305)

Under the current assumptions, the objective of this example
is to show that CQ,z =


δQ,z,∞


. For this purpose, from

Lemma 6, it is sufficient to show that the condition in (31)
holds. From Theorem 1, it follows that P̄

(Q,λ)
Θ|Z=z in (16)

satisfies for all θ ∈ suppQ,

dP̄
(Q,λ)
Θ|Z=z

dµ
(θ) =

λ

Lz(θ) + β
4θ2 exp(−2θ), (306)

with β satisfying (15). Thus,


1

Lz(θ)− δQ,z

dQ(θ)

=


1

Lz(θ)− δQ,z

4θ2 exp(−2θ) dµ(θ) (307a)

=

 ∞

0

4θ2 exp(−2θ)

(xθ − y)
2 − δQ,z

dθ (307b)

=

 ∞

0

4θ2 exp(−2θ)

θ2 − δQ,z

dθ (307c)

=

 ∞

0

4θ2 exp(−2θ)

θ2
dθ (307d)

=

 ∞

0

4 exp(−2θ) dθ (307e)

= 2, (307f)

where (307a) follows from (301); (307c) follows from the
assumption that (x, y) = (1, 0); and (307d) follows from the
fact that δQ,z = 0. Finally, the function K̄Q,z in (23) satisfies
K̄Q,z


1
2


= 0, which implies −δQ,z ∈ CQ,z , thus the set

AQ,z = (0,∞).

B. Example 2

Consider Example 1 in Appendix S-A with z = ((1, 1)).
Note that (305) holds for this example. Under the current
assumptions, the objective of this example is to show that
AQ,z =


δQ,z,∞


. For this purpose, from Lemma 6, it is

sufficient to show that the condition in (31) does not hold.
That is,


1

Lz(θ)− δQ,z

dQ(θ)

=


1

Lz(θ)− δQ,z

dQ

dµ
(θ) dµ(θ) (308a)

=


4θ2 exp(−2θ)

Lz(θ)− δQ,z

dµ(θ) (308b)

=


4θ2 exp(−2θ)

(xθ − y)
2 − δQ,z

dµ(θ) (308c)

=


4θ2 exp(−2θ)

(θ − 1)
2 dµ(θ) (308d)

= 4


θ2 exp(−2θ)

(θ − 1)
2 dµ(θ) (308e)

= 4

 
θ exp(−2θ) + exp(−2θ)

2

θ − 1

−
− exp(−2θ)

2 − exp(−2θ)
2

(θ − 1)
2


dµ(θ) (308f)

= 4


θ exp(−2θ) + exp(−2θ)

2

θ − 1
dµ(θ)

+

 exp(−2θ)
2 + exp(−2θ)

2

(θ − 1)
2 dµ(θ)


(308g)

= 4


1

2


2θ exp(−2θ) + exp(−2θ)

θ − 1
dµ(θ)

+
1

2


exp(−2θ) + exp(−2θ)

(θ − 1)
2 dµ(θ)


, (308h)

where (308a) follows from the assumption that Q ≪ µ, (308b)
follows from (301), (308d) follows from (305) and the as-
sumption that (x, y) = (1, 1). Using integration by parts on
the second integral in (308h), let the functions φ : M → R

and ψ : M → R be

φ(θ) = θ exp(−2θ) + exp(−2θ), and (309a)

ψ(θ) = − 1

θ − 1
. (309b)

The derivatives of φ and ψ satisfy

dφ

dµ
(θ) = −2θ exp(−2θ)− exp(−2θ), and (310a)

dψ

dµ
(θ) =

1

(θ − 1)
2 , (310b)

respectively. Note that given a subset [a, b] ⊂ M with a, b ∈ R
such that a < b it holds that,



[a,b]

exp(−2θ) + exp(−2θ)

(θ − 1)
2 dµ(θ)

=



[a,b]

φ(θ)
dψ

dµ
(θ)µ(θ) (311a)

=

φ(θ)ψ(θ)

b
a
−


[a,b]

dφ

dµ
(θ)ψ(θ) dµ(θ) (311b)
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=

− θ exp(−2θ) + exp(−2θ)

θ − 1

b
a

+



[a,b]

−2θ exp(−2θ)− exp(−2θ)

θ − 1
dµ(θ), (311c)

where (311c) follows the equalities (309) and (310). Substi-
tuting (311c) into (308h) yields


1

Lz(θ)− δQ,z

dQ(θ)

= 4



[0,∞)

θ2 exp(−2θ)

(θ − 1)
2 dµ(θ) (312a)

= 4



[0,1]

θ2 exp(−2θ)

(θ − 1)
2 dµ(θ)

+ 4



(1,∞)

θ2 exp(−2θ)

(θ − 1)
2 dµ(θ) (312b)

≥ 4



[0,1]

θ2 exp(−2θ)

(θ − 1)
2 dµ(θ) (312c)

= 2



[0,1]

2θ exp(−2θ) + exp(−2θ)

θ − 1
dµ(θ)

+



[0,1]

exp(−2θ) + exp(−2θ)

(θ − 1)
2 dµ(θ)


(312d)

= 2



[0,1]

2θ exp(−2θ) + exp(−2θ)

θ − 1
dµ(θ)

+

− θ exp(−2θ) + exp(−2θ)

θ − 1

1
0

−


[0,1]

2θ exp(−2θ) + exp(−2θ)

θ − 1
dµ(θ)


(312e)

= 2

− θ exp(−2θ) + exp(−2θ)

θ − 1

1
0

(312f)

= ∞, (312g)

where (312a) follows from the assumption that M = [0,∞),
(312c) follows from observing that for all θ ∈ [0,∞), it
holds that θ2 exp(−2θ)

(θ−1)2
> 0, in (312d) follows from (308h),

and (312e) follows from substituting (311c) into (312d). From
(312g), it follows that the function K̄Q,z in (23) is undefined
at zero, which implies δQ,z ∕∈ AQ,z , and this, AQ,z = (0,∞).

C. Example 3

Consider the Type-II ERM-RER problem in (11) and as-
sume that: (a) the set B is a proper subset of M, and (b) the
probability measure Q satisfies

Q(B) = , and (313a)
Q(M\B) = 1− , (313b)

with  > 0. Let the empirical risk function Lz in (3) be

Lz(θ) =


0 if θ ∈ B
c if θ ∈ M\B, (314)

with c > 0. Under the current assumptions, the objective of
this example is to show that for all z ∈ (X × Y)

n, it holds
that CQ,z =


−δQ,z,∞


and AQ,z = (0,∞). To show this,

it is necessary to characterize the function K̄Q,z in (23b).

Hence, from the fact that the Lagrangian multiplier β for the
optimization problem in (11) satisfies


λ

β + Lz(ν)
dQ(ν) = 1, (315)

which follows from Theorem 1, the empirical risk function
Lz : M → R+

0 in (314), which is a simple function, and the
probability measure Q in (313a), it holds that


λ

β + Lz(ν)
dQ(ν)

= λ


1

β + c0
Q(T (z)) +

1

β + c1
Q(M\ T (z))


(316a)

= λ


1

β + c0
Q(T (z)) +

1

β + c1
(1−Q(T (z)))


(316b)

= λ


(β + c1)Q(T (z)) + (β + c0)(1−Q(T (z)))

β2 + β(c0 + c1) + c0c1


(316c)

= λ


(c1 − c0)Q(T (z)) + β + c0
β2 + β(c0 + c1) + c0c1


. (316d)

From (315) and (316d), it follows that

0 =β2 + β(c0 + c1) + c0c1 − λ((c1 − c0)Q(T (z)) + β + c0)
(317a)

=β2 + β(c0 + c1 − λ) + c0c1 − λc0 − λ(c1 − c0)Q(T (z)).
(317b)

From (317b) and the fact that c0 = 0 in equation (314), it
holds that

0 = β2 + β(c1 − λ)− λc1Q(T (z)). (317c)

Observe that the expression in (317c) is a quadratic polynomial
that has two roots r1 and r2. Hence, (317c) in terms of r1
and r2 satisfies

0 =β2 − (r1 + r2)β + r1r2 (318a)
=(β − r1)(β − r2), (318b)

where the roots r1 and r2 are given by the quadratic formula
such that

r1 =− (c1 − λ)

2
−


c1 − λ

2

2

+ λc1Q(T (z)), (319a)

and

r2 =− (c1 − λ)

2
+


c1 − λ

2

2

+ λc1Q(T (z)). (319b)

The proof continues by verifying that the roots in (319a) and
(319b) are real and there is only one positive root for all λ ∈
(0,+∞) and for all Q(T (z)) ∈ [0, 1).

Note that for all c1 ∈ (0,∞) and for all λ ∈ [0,+∞), it
holds that

−c1 − λ

2
≤

c1 − λ

2

 (320)

=


c1 − λ

2

2

(321)

≤


c1 − λ

2

2

+ λc1Q(T (z)). (322)
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Observe that for all Q(T (z)) ∈ [0, 1), c1 ∈ (0,∞) and λ ∈
[0,∞) the expressions


c1−λ

2

2
and λc1Q(T (z)) are always

positive. Thus, the square roots in (319a) and (319b) are real,
which implies that r1 and r2 are real. From (322), for all
λ ∈ [0,+∞) and for all Q(T (z)) ∈ [0, 1), it holds

r1 <0; (323a)

and following the same arguments

r2 >0. (323b)

Hence, the solution for the Lagrange Multiplier β that satisfies
(315) given the empirical risk function Lz in (314) and the
probability measure Q in (313a) is

β = − (c1 − λ)

2
+


c1 − λ

2

2

+ λc1Q(T (z)), (324)

which implies that the function K̄Q,z in (23b) under the
current assumptions in (313) and (314) satisfies

K̄Q,z(λ) = − (c− λ)

2
+


c− λ

2

2

+ λcQ(B). (325)

The proof of equality (325) is presented in appendix S-C.
From Theorem 1, it follows that P̄ (Q,λ)

Θ|Z=z in (16) satisfies
for all θ ∈ suppQ,

dP̄
(Q,λ)
Θ|Z=z

dQ
(θ)

=
λ

Lz(θ)− (c−λ)
2 +


c−λ
2

2
+ λcQ(B)

. (326)

Under the current assumptions, from Lemma 6, it is sufficient
to show that for all c ∈ (0,∞) and λ ∈ (0,∞) in (314), the
function K̄Q,z in (23b) is strictly greater than −δQ,z . From
equality (325), it holds that

K̄Q,z(λ) = − (c− λ)

2
+


c− λ

2

2

+ λcQ(B)(327a)

> − (c− λ)

2
+


c− λ

2

2

(327b)

= − (c− λ)

2
+


c− λ

2

 (327c)

≥ 0 (327d)
= −δQ,z, (327e)

which proves that for all c ∈ (0,∞) and for all λ ∈
(0,∞), it holds that K̄Q,z(λ) > −δQ,z which implies that
−δQ,z ∕∈ CQ,z with the set CQ,z defined in (23) and thus
AQ,z = (0,∞).

APPENDIX T
NUMERICAL SIMULATION

The MNIST dataset consists of 60,000 images for training
and 10,000 images for testing. Out of the 60,000 training
images, 12,183 are labeled as the digits six and seven, while
1,986 out of the 10,000 test images correspond to these digits.
Each image is a 28× 28 grayscale picture and is represented
by the matrix I ∈ [0, 1]

28×28.

A. Features extraction of the Histogram of Oriented Gradients

The grayscale images are processed by calculating their
corresponding histogram of oriented gradients (HOG) [60].
The HOG for each image is computed through the following
steps:
1.) For each pixel location (i, j) ∈ {1, 2, ..., 28}2 in the

image, the gradients in the w- and h-directions (width, height)
are computed using finite differences given by the functions
Gw : {1, 2, ..., 28}2 → R and Gh : {1, 2, ..., 28}2 → R, which
are defined as

Gw(i, j) =






I(i+ 1, j)− I(i− 1, j) if i ∈ {2, . . . , 27}
I(i+ 1, j)− I(i, j) if i = 1

I(i, j)− I(i− 1, j) if i = 28

,(328)

and

Gh(i, j) =






I(i, j + 1)− I(i, j − 1) if j ∈ {2, . . . , 27}
I(i, j + 1)− I(i, j) if j = 1

I(i, j)− I(i, j − 1) if j = 28

,(329)

where I(i, j) ∈ [0, 1] represents the pixel intensity at location
(i, j).
2.) Given a pixel loacation (i, j) ∈ {1, 2, ..., 28}2, the

magnitude and orientation of a pixel at location (i, j) is
given by the functions M : {1, 2, ..., 28}2 → R and φ :
{1, 2, ..., 28}2 → R, such that

M(i, j) =


Gw(i, j)

2
+ Gh(i, j)

2
, and (330)

φ(i, j) = arctan


Gh(i, j)

Gw(i, j)


. (331)

3.) The matrix I is divided into sub-matrices of size 4 ×
4, such that the number of sub-matrices along the width and
height are:

Nw =
28

4
= 7, and (332)

Nh =
28

4
= 7, (333)

where Nw represents the number of sub-matrices along the
width, and Nh represents the number of sub-matrices along
the height. These sub-matrices, with w ∈ {1, · · · , Nw} and
h ∈ {1, · · · , Nh}, are referred to as cells, and denoted by

Cw,h =




I(aw, bh) · · · I(aw + 3, bh)

...
. . .

...
I(aw, bh + 3) · · · I(aw + 3, bh + 3)



, (334)

where the real values aw and bh are

aw = 4(w − 1) + 1 (335)
bb = 4(h− 1) + 1. (336)

This implies that the matrix I can be represented as

I =




C1,1 · · · CNw,1

...
. . .

...
C1,Nh

· · · CNw,Nh



. (337)
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From (334), the set of all pairs (i, j) of pixel coordinates in
I that lie within the cell Cw,h is given by:

Aw,h = {aw, aw + 3}× {bh, bh + 3}, (338)

with aw in (335) and bh in (336).
4.) For each cell Cw,h in (334) the orientations φ(i, j) in

(331) are divided into k bins, with k ∈ N. That is, the nth

bin, with 1 ≤ n ≤ k, satisfies that

B(n)
w,h

=


φ(i, j) ∈ R : 180


n− 1

k


≤ φ(i, j) < 180

n
k


:

(i, j) ∈ Aw,h


. (339)

Note that for the simulations, the parameter is set to k = 9.
The contribution of each pixel to its corresponding bin is based
on its gradient magnitude. That is, the value of the n-th bin
from the (w, h)-th cell Cw,h in (334) is given by the function
Hw,h(n) : {1, 2, . . . , k} → R, such that

Hw,h(n) =


(i,j)∈Aw,h

M(i, j)1
φ(i,j)∈B(n)

w,h

, (340)

with M in (330); and Bn in (339). Thus the histogram of
gradient orientations of the cell Cw,h is represented by the
vector Hw,h ∈ Rk, such that

Hw,h = [Hw,h(1), Hw,h(2), · · ·Hw,h(k)], (341)

with the function Hw,h in (340).
5.) To account for illumination and contrast variations, the

histogram Hw,h in (341) is normalized. To normalize the
histograms for all cells Cw,h in (334), the cells are grouped
into sub-matrices formed by 2 × 2 cells with a cell overlap
denoted by o ∈ N. For the simulations, the overlap is set to
o = 1, such that number of sub-matrices is:

Nt = (Nw − o)× (Nh − o) (342a)
= (7− 1)× (7− 1) (342b)
= 36, (342c)

with Nw in (332) and Nh in (333). These sub-matrices of the
matrix I in (337), with (m, s) ∈


1, · · ·

√
Nt

2
are referred

to as blocks, and denoted by

Bm,s =


Cm,s Cm+1,s

Cm,s+1 Cm+1,s+1


, (343)

with Cm,s in (334). From (337) and (343), a block Bm,s is
a sub-matrix of size 8 × 8, i.e., Bm,s ∈ R8×8. The size of a
block, denoted by B, is given by the ratio of the total number
of pixels in a block to the number of pixels in a cell:

B =
Nb

Nc
(344a)

=
8× 8

4× 4
(344b)

= 4, (344c)

where Nb is the number of pixels in a block and Ncis the
number of pixels in a cell. The normalized histogram of a cell

Cw,h in a block Bm,s is denoted by the vector Ĥ(m,s)
w,h ∈ Rk.

This normalization of is typically done using the L2-norm,
such that

Ĥ
(m,s)
w,h =

Hw,h 

(i,j)∈{m,m+1}×{s,s+1}

H2
i,j + 2

, (345)

where Hw,h in (341) is the unnormalized histogram, and the
 > 0 to avoid division by zero.
6.) For an image with 36 blocks (see (342)), 9 orientation

bins, and a size of block 4 (see (344)), the size l ∈ N of the
HOG feature vector x̂ ∈ Rl is:

l = Nt ×B × k (346a)
= 36× 4× 9 (346b)
= 1296. (346c)

The HOG feature vector x̂ is formed by concatenating all the
normalized histograms Ĥ

(m,s)
w,h such that

x̂ =

Ĥ

(1,1)
1,1 , Ĥ

(1,1)
1,2 , Ĥ

(1,1)
2,1 , Ĥ

(1,1)
2,2 ,

Ĥ
(2,1)
2,1 , Ĥ

(2,1)
2,2 , Ĥ

(2,1)
3,1 , Ĥ

(2,1)
3,2 , · · · ,

Ĥ
(6,6)
6,6 , Ĥ

(6,6)
6,7 , Ĥ

(6,6)
7,6 , Ĥ

(6,6)
7,7

⊤
. (347)

B. Principal Component Analysis

The final step in the data processing is to reduce the
dimensionality of the pattern x̂ in (347) from Rl, with l in
(346) to R2, while ensuring that the important structure of the
pattern is preserved. In this simulation, principal component
analysis (PCA) is used to project the high-dimensional data
onto a lower-dimensional subspace. From 60,000 images for
training in the MNIST, the HOG of two handwritten numbers
(in this simulation 6 and 7) are computed, as mentioned in
Appendix T-A. The resulting 12,183 HOG vectors x̂ ∈ Rl,
with l in (346) and x̂ in (347) are reduced to R2 using PCA
in the simulation as follows:
1.) To reduce the dimensionality, the first step in PCA is

to compute the covariance matrix of the data. This matrix
captures the relationships between the different features (or
dimensions) of the data. The covariance matrix is calculated
as follows:

C =
1

n− 1

n

i=1

(x̂i − µ)(x̂i − µ)
⊤
, (348)

where n = 12,183 and C ∈ Rl×l, with l in (346), and µ is
the mean of all the training patterns given by

µ =
1

n

n

i=1

x̂i. (349)

2.) The next step in PCA is to perform an eigenvalue
decomposition of the covariance matrix C in (348). The
decomposition can be written as:

C = VΛV⊤, (350)
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where V ∈ Rl×l is a matrix whose columns are the
eigenvectors of C, Λ ∈ Rl×l is a diagonal matrix containing
the corresponding eigenvalues.
3.) Following the computation of the eigenvectors, the

dimensionality is reduced from Rl to R2 by selecting the two
eigenvectors associated with the largest eigenvalues. Denote
these top two eigenvectors as w1 and w2. These eigenvectors
constitute the columns of the projection matrix W ∈ Rl×2,
defined as

W = [w1 w2]. (351)

4.) Once the projection matrix W is computed, each high-
dimensional pattern x̂ ∈ Rl can be projected onto the new R2

subspace. The projection is performed as follows:

x = W⊤x̂, (352)

with x̂ in (347), W in (351) and x ∈ R2 is the 2-
dimensional coordinates of the original pattern x̂ in the
reduced-dimensional space.

C. Simulation Dataset

In this simulation, a datapoint is a tuple (x̂, y) ∈ Rl×{6, 7},
with x̂ in (347) and y being the label assigned by MNIST to
the image I in (337). The label y corresponds to the digit in
the image I . Such an image produces the vector x̂, when its
HOG features are computed.


