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Abstract

Training a large set of machine learning algorithms
to convergence in order to select the best-performing
algorithm for a dataset is computationally wasteful.
Moreover, in a budget-limited scenario, it is crucial to
carefully select an algorithm candidate and allocate a
budget for training it, ensuring that the limited bud-
get is optimally distributed to favor the most promis-
ing candidates. Casting this problem as a Markov
Decision Process, we propose a novel framework in
which an agent must select in the process of learning
the most promising algorithm without waiting until it
is fully trained. At each time step, given an observa-
tion of partial learning curves of algorithms, the agent
must decide whether to allocate resources to further
train the most promising algorithm (exploitation), to
wake up another algorithm previously put to sleep,
or to start training a new algorithm (exploration).
In addition, our framework allows the agent to meta-
learn from learning curves on past datasets along
with dataset meta-features and algorithm hyperpa-
rameters. By incorporating meta-learning, we aim
to avoid myopic decisions based solely on premature
learning curves on the dataset at hand. We introduce
two benchmarks of learning curves that served in in-
ternational competitions at WCCI’22 and AutoML-
conf’22, of which we analyze the results. Our findings

∗Corresponding author: manh.hung.nguyen@chalearn.org

show that both meta-learning and the progression of
learning curves enhance the algorithm selection pro-
cess, as evidenced by methods of winning teams and
our DDQN baseline, compared to heuristic baselines
or a random search. Interestingly, our cost-effective
baseline, which selects the best-performing algorithm
w.r.t. a small budget, can perform decently when
learning curves do not intersect frequently.

Keywords: algorithm selection, meta-learning,
learning curves, reinforcement learning, REVEAL
games, challenge

1 Introduction

In a typical Machine Learning (ML) task, given a
dataset, one is asked to build a model for the dataset
w.r.t. an objective (e.g., classification). The model is
often defined as the output of training an ML algo-
rithm (e.g., neural network weights) on the dataset,
capturing the learned data distribution. However,
selecting the best-suited algorithm for a particu-
lar dataset is challenging, especially for non-experts
with limited ML knowledge. This algorithm selec-
tion problem becomes even more challenging in a
budget-limited scenario, where evaluating a large set
of algorithms becomes costly if each of them must
be trained or optimized to convergence. As a conse-
quence, a common practice in the ML community is
early stopping or discarding unpromising algorithms
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based on their learning curves during training [[14]].
A learning curve evaluates an algorithm’s incremen-
tal performance improvement, as a function of time,
number of epochs, or number of training examples.
Learning how to effectively leverage such information
to boost algorithm selection is the focus of this paper.
In the literature, a common approach is to invest

time in collecting premature learning curves of algo-
rithm candidates and extrapolate them to select the
most promising algorithm [[7, 14, 21, 15]]. Notably,
several existing works use neural networks for this
purpose. For example, [10] use Bayesian neural net-
works for modeling and predicting learning curves,
while [3] use prior-data fitted networks trained to
extrapolate artificial right-censored learning curves
generated from a parametric prior. However, these
approaches often require Parametric Learning Curve
Models and some of them rely on the assumption
of learning curve concavity. Moreover, they suffer
from myopia due to extrapolations based solely on
partially observed curves without considering meta-
knowledge.
Meta-learning can be incorporated to address these

issues. Meta-learning has shown great potential
in learning from previous tasks to solve new ones
more efficiently [[29, 30]]. In scenarios where meta-
knowledge, such as features of datasets or past per-
formances of algorithms, is available, meta-learning
can help improve the algorithm selection process
[[4, 6, 8]]. For instance, [2] uses meta-level infor-
mation acquired in past experiments to construct
an average ranking of algorithms and apply active
testing. [28] exploit the similarity of the partially-
observed rankings, and use the most similar learn-
ing curve as surrogates. [31] propose a method that
learns to rank learning curves by optimizing a pair-
wise ranking loss. More recent works use LSTM net-
works and transformer-based models to learn embed-
dings of dataset meta-features and algorithm candi-
dates’ learning behavior observed on other datasets
[[13, 20]]. However, these works often require a com-
plex learning pipeline and do not specifically target
budget-limited scenarios.
In this work, we seek to address the budget-limited

algorithm selection problem from a different perspec-
tive. We frame this problem as a special type of

Markov Decision Process, paving the way for Re-
inforcement Learning methods. In this setting, an
agent actively requests to train and test algorithms
to reveal their performances on a given dataset, which
implies an “active meta-learning” setting. The agent
should interrupt the training of less promising al-
gorithms based on partial learning curves, rather
than waiting until all algorithm candidates are fully
trained to evaluate. This idea is inspired by the
concept of “freezing” and “thawing” algorithms pro-
posed by [25]. Our framework allows meta-learning
to improve the algorithm selection process. We fo-
cus on First-level meta-learning, which involves al-
gorithm evaluations (i.e., learning curves), dataset
meta-features, and/or algorithm hyperparameters;
in the same line of work by [[16, 23, 24]]. The
meta-trained agent should balance two aspects: (1)
exploration-exploitation trade-offs between continu-
ing to train an already tried good candidate and try-
ing a new candidate; and (2) multi-fidelity trade-offs
between querying high-fidelity data with higher cost
and low-fidelity data with lower cost.

We summarize our contributions in this work as
follows:

(i) We formulate the limited-budget algorithm se-
lection problem using Markov Decision Pro-
cesses (MDP). Our framework neither requires
explicit extrapolation of learning curves nor
does it necessitate parametric and concavity as-
sumptions. (Section 2)

(ii) We discuss our challenge series design, includ-
ing the novel benchmark datasets we created
and used in the challenges. We present the chal-
lenge results compared to several baseline meth-
ods instantiated from our framework. (Section
3)

(iii) We perform a comprehensive result analysis
with a comparison of data usage and policy
types of methods (Section 3.3.1). To see the
benefits of meta-learning and learning from
learning curves, we conduct an ablation study
for a specific baseline method (Section 4.2).
We examine in-depth the strategies learned by
the winning methods, comparing them with
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Figure 1: Our problem setup. Given a dataset, an
agent (meta-learner) M takes an action to start or
continue training an algorithm using a budget, based
on an observation containing partially revealed train-
ing and validation learning curves. The correspond-
ing test learning curves are kept hidden and used for
computing a reward to be returned to the agent. This
interaction is repeated until the given total budget is
exhausted.

the baselines and offering diverse effective ap-
proaches. (Section 4.3)

Code for reproducing the challenge results, as well
as the analysis results presented in this paper, is pub-
licly available in our repositories. 1 2.

2 Problem Setup

We formally describe the budget-limited algorithm
selection problem. Let D represent a set of datasets,
and Ω denote a set of algorithms of interest. Given
a dataset di ∈ D, the goal is to identify the best-
performing algorithm ωj∗ ∈ Ω for di. During the
selection process, a computational resource budget Ti
is provided for training and evaluating algorithms on
dataset di. We are interested in learning a selection

1https://github.com/LishengSun/metaLC-post-challenge-
analysis-1st-round

2https://github.com/LishengSun/metaLC-post-challenge-
analysis-2n-round

policy π that efficiently utilizes budget Ti to find the
best-performing algorithm for any given dataset in
D.

We formulate this problem as a Markov Decision
Process (MDP) and define its components as follows.
In an episode, a dataset di is given. At time step t,
a state st contains current information about learn-
ing curves of algorithms in Ω, on the training set
dtraini and validation set dvali , denoted by Ltrain

ij (τj)

and Lval
ij (τj), respectively. Here, a learning curve is

a function of cost τj (0 ≤ τj ≤ Ti), which returns
the performance of algorithm ωj on dataset di after
spending τj for training and evaluation, w.r.t. a cer-
tain metric (e.g., classification accuracy). The cost
τj can be time spent, the percentage of training data
used, etc. Thus, the learning curve of algorithm ωj is
only partially revealed up until τj . The state st also
contains meta-features of dataset di and hyperparam-
eters of algorithms in Ω. An agent M observes state
st and takes an action at = (ωj ,∆j , ω̂j∗). In this tu-
ple, ωj is an algorithm to be continually trained and
evaluated using a budget increment ∆j (hence, we
update τj = τj +∆j ), and ω̂j∗ is the predicted best
performing algorithm on the test set dtesti given obser-
vations. Once action at is executed, learning curves
Ltrain
ij (τj) and Lval

ij (τj) are updated and revealed to
the agent in the next time step. In contrast, learning
curves on the test set Ltest

ij (τj∗) are kept hidden from
the agent and used for computing a reward rt. Con-
cretely, rt is defined as the improvement on the test
set, weighted by the normalized remaining budget:

rt =
[
Ltest
ij∗t

(τj∗t )− Ltest
ij∗t−1

(τj∗t−1
)
] [

1− t̃
]

(1)

with the normalized time:

t̃ =
log(1 +

∑|Ω|
j=1 τj/σ)

log(1 + Ti/σ)
(2)

where
∑|Ω|

j=1 τj denotes the total budget spent up to
time step t. The hyperparameter σ controls the em-
phasis on performance importance at the beginning
of the episode. The goal is to encourage the agent M
to discover good algorithms as quickly as possible. In
this way, even if the agent is stopped early, we will get
as good performance as possible. This is known as
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an “Any-time Learning” setting. An episode is ter-
minated when the total budget Ti is exhausted. By
integrating the learning curve using horizontal rect-
angles, in the style of Lebesgue integrals, the accumu-
lated reward during the episode is equal to the area
under the learning curve (ALC) of the agent. Figure
1 illustrates our problem setup.

The proposed MDP framework was tested as fol-
lows. During the meta-training phase, participants
could employ any learning method using all avail-
able resources, including training, validation, and
test learning curves, as well as meta-features for all
meta-training datasets, to develop the agent’s pol-
icy. This policy determines the probability of taking
specific actions under certain circumstances. In the
meta-testing phase, the agent, using the developed
policy, interacts with the environment. The envi-
ronment provides a new dataset from the meta-test
datasets along with observations containing partially
revealed training and validation learning curves based
on the agent’s actions. The corresponding test learn-
ing curves remain hidden within the environment and
are used solely to compute the reward returned to the
agent, contributing to the calculation of the agent’s
final ALC score.

In this MDP, the agent’s action does not influ-
ence how underlying states and rewards are gener-
ated, which distinguishes it from a standard MDP.
Consequently, both states and rewards can be pre-
computed at the beginning of an episode. Thus, the
problem becomes a REVEAL game, a special MDP
discussed in prior works by [23] and [16].

3 MetaLC Challenge

We investigated the potentials of meta-learning from
learning curves for improving budget-limited algo-
rithm selection, by creating a series of challenges,
namely, MetaLC. The main objective of these chal-
lenges was to train an agent M (also referred to as a
meta-learner) that is capable of meta-learning from
learning curves on other datasets and efficiently iden-
tify the best-performing algorithm for a new dataset
within a limited budget. The challenge series com-
prised two rounds.

3.1 Benchmark meta-datasets

At the time of organizing this challenge, there were
limited meta-datasets of learning curves available
in the machine learning (ML) community, despite
their widespread use. To facilitate benchmarking,
we created a new meta-dataset comprising learning
curves of Automated Machine Learning (AutoML)
algorithms on 30 cross-domain AutoML datasets pro-
vided by [9]. The application domains of these
datasets include medical diagnosis, text classification,
customer satisfaction prediction, speech recognition,
object recognition. The datasets have been prepro-
cessed into suitable fixed-length vectorial representa-
tions.

We created a set of algorithms by modifying an
AutoML baseline provided in the AutoML challenge
by [9], and varying its hyperparameters.3 Con-
cretely, we changed only the core algorithm of the
AutoML method and kept the rest of its compo-
nents unchanged. In round 1, we used tree-based
algorithms (Random Forest, Gradient Boosting) as
the core algorithm. To compute a learning curve,
we incrementally increased the number of estima-
tors and repeated evaluation. In round 2, we used
Nearest Neighbors, Multilayer Perceptron, Adaboost,
and Stochastic Gradient Descent algorithms; we com-
puted a learning curve by increasing the training data
size (i.e., from 10%, 20%, ..., 100%). In the first
round, we had a total of 600 learning curves (20 al-
gorithms × 30 datasets). In the second round, we had
1200 learning curves (40 algorithms × 30 datasets).
In both rounds, meta-features of datasets and hy-
perparameters of algorithms were also provided. A
starter kit with a synthetic meta-dataset created by
[17, 18], was given to participants for practice.

3.2 Evaluation protocol

Participants were asked to develop an agent M and
submit it to be executed on our Codalab compe-
tition websites.45. Each round had two phases:
meta-training and meta-testing. We split D into

3https://github.com/ch-imad/AutoMl Challenge/blob/master/Starting kit
41st round: https://codalab.lisn.upsaclay.fr/competitions/753
52nd round: https://codalab.lisn.upsaclay.fr/competitions/4894
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Table 1: Data usage and policy type of the top-3 teams in each round vs. five baselines. The ✓
symbol corresponds to the method that meta-learned from learning curves in meta-training, represented by
a blue bar in Figure 2. A combined policy refers to a combination of learned and hard-coded policies.

Data usage Policy type
in meta-training in meta-testing

algorithm
selection

budget
allocation

learning curve
progression

dataset
meta

features

algorithm
hyperparameters

learning curve
progression

dataset
meta

features

algorithm
hyperparameters

Team MoRiHa ✓ ✓ ✓ ✓ combined combined
Team neptune ✓ ✓ ✓ ✓ ✓ combined combined
Team AIpert ✓ ✓ ✓ combined combined

Team dragon bra ✓ ✓ ✓ combined hard-coded
Team diaprofesser ✓ ✓ ✓ combined combined

Team carml ✓ ✓ ✓ ✓ ✓ ✓ combined hard-coded
DDQN [[27]] ✓ ✓ learned hard-coded

AvgRank [[16]] combined hard-coded
Freeze-Thaw [[25]] ✓ ✓ hard-coded hard-coded

BoS [[16]] ✓ hard-coded hard-coded
RandSearch hard-coded hard-coded

Dmeta−train and Dmeta−test, and use learning curves
of algorithms in these sets for meta-training and
meta-testing agent M, respectively. In meta-
training, participants were allowed to use any kind
of learning on provided data. In meta-testing, the
agent M was evaluated by interacting with an envi-
ronment as described in Section 2 and illustrated in
Figure 1. The ranking of the agent on the leader-
board was determined by the average accumulated
reward over datasets in Dmeta−test.

3.3 Baseline methods

In this section, we introduce our five baseline meth-
ods. These are methods we instantiated following our
proposed framework and leveraging techniques from
existing work to serve as baselines. We then com-
pare these baselines with the methods submitted by
participants in the challenges to assess whether any
improvements over the baselines were achieved. Each
baseline method represents a distinct solution within
the proposed framework, developing its own policies
for algorithm selection and budget allocation.
Double Deep Q-Network (DDQN). As the

challenge is inspired by RL, we wanted to evalu-
ate the meta-learning capabilities of RL methods.
We started with DDQN, a classic RL method pro-
posed by [27]. We used the data given in the

meta-training phase to create an RL environment for
training (same setup discussed in Section 2). The
agent learned a policy πθ,θ′ with two networks, one
for action selection parameterized by θ, the other
for value estimation parameterized by θ′. The pa-
rameters were updated by minimizing the follow-
ing loss using trajectories sampled from a replay
buffer B: θ, θ′ = argminθ,θ′ E(st,at,rt,st+1)∼B[(yt −
Q(st, at; θ))

2] with learning target yt defined by:
yt = rt+γQ(st+1, argmaxa Q(st+1, a; θ); θ

′). We used
this learned policy only for choosing algorithm ωj

in the action triplet (ωj ,∆j , ω̂j∗), i.e. πθ,θ′(st) =
ωj . The algorithm with the highest performance
revealed on the validation set so far was selected
as the predicted best-performing algorithm ω̂j∗ with
j∗ = argmaxj Lval

ij (τj). For budget allocation, it
used a fixed policy that starts with a pre-defined
small budget and doubles the amount of budget spent
for an algorithm ωj every time it resumes training:
τj = 2 ∗ τj .

Freeze-Thaw. We considered the problem as a
hyperparameter search, as our dataset of algorithms
was created by varying their hyperparameters (see
Section 3.1). We used the Freeze-Thaw Bayesian
Optimization (Freeze-Thaw) method proposed by
[25], which was adapted to become one of the win-
ning solutions in the AutoML challenge [[9]]. It used
the partial learning curve information in a Bayesian
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Optimization fashion to decide which algorithm to
“freeze” or “thaw” training it. Concretely, it se-
lected algorithm ωj that maximizes an acquisition
function, i.e. j = argmaxj facq(j). It used an
entropy search acquisition function that maximizes
the expected information gain over the location of
the performance maximum: facq(j) =

∫
(H(P y

max)−
H(Pmax))P (y|{(jn, yn)}Nn=1)dy. Here, Pmax repre-
sents the current estimated distribution over the per-
formance maximum, and P y

max is the updated distri-
bution given that point j yields the performance y. N
is the number of observations. Similar toDDQN, ω̂j∗

was set by j∗ = argmaxj Lval
ij (τj). We used a fixed

budget increment ∆j in each time step. We note that
Freeze-Thaw does not have a meta-learning capa-
bility.
AvgRank Inspired by existing works [[1, 5, 11,

12]], this AvgRank baseline meta-learned an av-
erage ranking of algorithms Ω on Dmeta−train dur-
ing the meta-training phase. In meta-testing, only
the algorithm ωj that ranked highest was cho-
sen to be trained and evaluated using the en-
tire given budget ∆j = Ti. The average rank
of algorithm ωj was defined as: avg rank(ωj) =[∑

di∈Dmeta−train rank(ωj , di)
]
/|Dmeta−train|. Since

this baseline trained only one algorithm, hence, ω̂j∗ =
ωj . In a real-life scenario, this is an expensive base-
line, as it requires training and testing the entire set
of algorithms on all meta-training datasets to have
an accurate ranking.
BestOnSamples (BoS). This baseline, inspired

by the work of [19], selected the algorithm that per-
formed best within a fixed small budget α. More
specifically, at the beginning of each episode, it
trained every algorithm with the same budget ∆j =
α. Based on the observed results, it selected algo-
rithm ωj that achieved the highest performance with
j = argmaxj Lval

ij (α), and spent the entire remain-
ing budget (now, ∆j = Ti − α ∗ |Ω|). Again, the
predicted best-performing algorithm ω̂j∗ was set by
j∗ = argmaxj Lval

ij (τj). This baseline does not have
a meta-learning capability.
RandSearch. This simple baseline performs a

random search over the given algorithm set Ω. It
uniformly sampled an algorithm ωj ∼ U(Ω) and uni-
formly assigned an amount of budget for training

and evaluating the algorithm, ∆j ∼ U(∆min,∆max).
Again, ω̂j∗ is set by j∗ = argmaxj Lval

ij (τj). Due to
its high variance, we ran this baseline five times in-
ternally and reported its average performance. This
baseline was implemented solely for comparison pur-
poses and is not realistic, as one would not average
several runs of an algorithm in practice.

3.3.1 Results

Table 1 provides a summary of winning teams’ meth-
ods and baselines. We found that learning curves and
dataset meta-features were more frequently utilized
than algorithm hyperparameters. In each round,
only one team made use of partially revealed learn-
ing curves during meta-testing. Surprisingly, only a
few participants employed RL to train their agents,
despite the challenge setting being designed as an
RL problem. Figure 2 presents the challenge re-
sults, showing the average accumulated reward of
each method over meta-test datasets for both the
“Any-time learning” and “Fixed-time learning” set-
tings. In the “Fixed-time learning” setting, the ac-
cumulated reward is equivalent to the highest perfor-
mance found during an episode, regardless of when it
is found.

In the first round at WCCI 2022, the top-3 teams
outperformed the best baseline DDQN in the Any-
time learning setting; while in the Fixed-time learn-
ing setting, DDQN slightly surpassed the third-
ranked team. These teams used a combination of
learned and hard-coded policies for algorithm selec-
tion and budget allocation (Table 1). Only team
“MoRiHa”, which ranked first, utilized partially
revealed learning curves during meta-testing and
achieved the highest ALC score on 21/30 datasets.
Notably, they performed better than other teams in
some multi-label and multi-class classification tasks,
such as tania, robert, newsgroups, and marco. One
of their key findings was that switching the explored
algorithm more than once is rarely beneficial due to
the high cost associated.

In the second round at AutoML-Conf 2022, among
the top-3 teams, only one team (“dragon bra”)
beat DDQN in Any-time learning, while two
teams (“dragon bra” and “diaprofesser”) outper-
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(a) 1st Round - Any-time
Learning
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(b) 1st Round - Fixed-time
Learning
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(c) 2nd Round - Any-time
Learning
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(d) 2nd Round - Fixed-time
Learning

Figure 2: MetaLC challenge results. Comparison of top-3 teams and five baselines. Blue bars represent
methods that meta-learned from learning curves in meta-training (corresponds to ✓ in the first column of
Table 1). We highlight RandSearch in plain gray, a special baseline with internally averaged performance
over several runs. Results for fixed-time learning are included for analysis purposes only and were not
officially used in our challenges. The reported results are from the worst run out of three runs with different
seeds, and the error bar indicates the standard deviation across meta-test datasets.

formed DDQN in Fixed-time learning. All win-
ners meta-learned from learning curves in meta-
training. A combined policy for algorithm selection
was used by all winners, while 2/3 winners used hard-
coded rules for distributing the given budget. Team
“dragon bra” obtained the highest average ALC by
winning in 6/15 datasets. They had two key findings:
(i) At the beginning of an episode, the agent should
spend only a small budget to grab a “base score”,
which would make the area under the agent’s learn-
ing curve larger; and (ii) if a small budget is used near
the end of an episode, it is unlikely that substantial
improvement will be made.

4 Discussions

Our series of challenges was the first of its kind in the
ML community when we introduced it. We delve into
important considerations during benchmark creation
and challenge design, along with notable observations
and investigations.

4.1 Challenge design

Learning Curve. Our benchmark meta-datasets
contained pre-recorded learning curves to avoid any
on-the-fly computational issues during the challenges.
In ML community, there are various types of learning
curves, such as Iteration Learning Curve, and Obser-
vation Learning Curve to name a few; see more types
in prior work by [14]. As mentioned in Section 3.1, we
leveraged the AutoML challenge to collect the learn-
ing curves. In the first round, a learning curve was
represented as a function of time. The points on the
learning curves were irregularly spaced and chosen
by the learning algorithms themselves (as set by the
AutoML challenge). When a participant’s method
requested points between two recorded points, we in-
terpolated the requested points using the closest pre-
viously recorded point. However, this approach did
not provide new information on the learning curve
while still incurring a cost. To address this, we intro-
duced a new type of learning curve based on training
data size in the second round. Participants’ methods
could choose a training data size from a fixed given
set, query an algorithm’s performance w.r.t. the cho-
sen size, and pay the associated cost.

Data splitting. In the first round, we kept vali-
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Figure 3: Ablation study of DDQN baseline.
Meta-learning and progression of learning curves
improved DDQN’s performance in both challenge
rounds.

dation and test learning curves separate, using them
for the feedback phase and final testing phase, re-
spectively. This was to prevent overfitting on the test
learning curves. However, it was pointed out in the
first round that the test learning curves were highly
correlated with the validation curves. Therefore, one
could overfit the former by simply overfitting the lat-
ter. To mitigate this issue, we divided our dataset
into two equal portions in the second round, using
one half for the feedback phase and keeping the other
half completely private for the final testing phase.

4.2 Ablation study of DDQN baseline

We conducted an ablation study to examine the ben-
efits of using learning curves and meta-learning in
tackling the budget-limited algorithm selection prob-
lem. Figure 3 shows a performance comparison of the
DDQN baseline with certain components removed.
First, we compared the performance of DDQN with
and without meta-learning by omitting the meta-
training phase. In the latter case, the policy network
πθ,θ′ of DDQN was randomly initialized and did not
go through any tuning using meta-learning. Second,
we compared the performance of DDQN with learn-
ing from the entire progression of learning curves (all
points on the learning curves) versus learning solely
from the final evaluations (last points on the learn-
ing curves). In the latter case, an agent selects only
ωj , and the last points on the pre-computed learning

curves Ltrain,val
ij are returned, with an associated cost

∆j the agent must pay. The results showcased that
both meta-learning and learning curve progression
highly contributed to the performance of DDQN.
This finding also explains the success of the top-3
teams in both challenge rounds, as their methods
meta-learned from learning curve progression.

4.3 Agent policy and action trajec-
tory

We investigated the learned policies of agents by ex-
amining their action trajectories during the meta-
testing phase. Figure 4 shows an example dataset,
Flora, where we compare trajectories generated by
our best baseline, DDQN, and the top-3 teams’
methods. We focus on segments that emphasize
moments of algorithm transition, particularly near
the beginning of the episode. (1) DDQN’s pol-
icy: The agent started with algorithm no. 37, a
top-performing candidate in meta-training (ranked
3rd/40 algorithms in terms of average performance).
It then transitioned to train a new algorithm, no.
36 (ranked 6th), and ultimately to algorithm no. 32
(ranked 7th) upon observing a performance plateau.
This pattern demonstrated DDQN’s ability to meta-
learn effective initial candidates, ensuring a strong
starting position. Subsequently, it switched to a new
candidate or resumed training a previously paused
candidate when the current one reached a perfor-
mance plateau, guaranteeing efficient any-time learn-
ing for which it was meta-trained. (2) Winning
teams’ policies: In contrast to DDQN, the winning
teams’ policies prioritized optimal any-time learning
performance through a strategy characterized by less
repetition of choices and a greater emphasis on ex-
ploration. Specifically, team “Dragon bra” is noted
for its cautious approach, thoroughly assessing algo-
rithms, particularly its initial choice, and choosing
from different algorithm families like AdaBoost (al-
gorithm no. 7 and no. 1 in orange) to SGD (al-
gorithm no. 37 in blue). Meanwhile, team “carml”
and team “Diaprofesser” favored a more exploratory
approach within the most promising regions accord-
ing to average performance in meta-training (SGD
family, algorithm no. 30 to 39, shown in blue mark-
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(a) DDQN (b) Team diaprofesser (c) Team carml (d) Team dragon bra

Figure 4: Trajectories of baseline DDQN and winning teams’ methods on dataset Flora, cap-
turing moments of algorithm transitions. Each marker corresponds to a choice of algorithm ωj , with
the chosen algorithm’s family denoted by the marker’s color: SGD in blue, AdaBoost in orange, and KNN
in purple. Transitions between algorithms are marked with red lines. (a) The DDQN agent began with a
strong candidate and consistently selected it. It made a transition only when a performance plateau was
reached. (b, c, d) Winning teams’ agents exhibited less repetition in their choices and placed a greater
emphasis on exploration to achieve better results. The different time ranges on the x-axis were chosen near
the beginning of the episode, specifically targeting moments of transition.

ers). This indicates a targeted exploration strategy
within these high-potential areas. For a comprehen-
sive view, the complete trajectories for all datasets
and a heatmap illustrating algorithm rankings (aid-
ing in identifying promising candidates) can be found
in our public repository.6

We observed that a simple method like Best on
Samples (BoS) showed decent performance and oc-
casionally surpassed DDQN when algorithms’ learn-
ing curves do not intersect often, i.e. algorithm rank-
ing does not change significantly w.r.t. the bud-
get spent. Figure 5 shows datasets where this phe-
nomenon was observed. More concretely, BoS beat
DDQN in 9/30 and 5/15 datasets in the first round
and the second round, respectively. This method can
serve as a cost-effective yet competitive baseline so-
lution, especially in situations where the implemen-
tation of meta-learning is overly complex or resource-
intensive.

5 Conclusions

We addressed the machine learning algorithm selec-
tion problem under budget constraints. Our pro-

6https://github.com/LishengSun/metaLC-post-challenge-
analysis-2nd-round/tree/main/figs/ddqn trajectory

posed framework, based on MDP, enables simulta-
neous algorithm selection and budget allocation by
leveraging learning curves during the learning pro-
cess. We organized challenges using novel learning
curve datasets, allowing agents to meta-learn from
knowledge gained on other datasets. The challenges’
results demonstrated that agents using meta-learned
knowledge of learning curve progressions outper-
formed those without this capability, demonstrated
by their action trajectories. The challenges will re-
main open for post-challenge submissions and serve
as long-lasting benchmarks. Promising future direc-
tions include the meta-training of more sophisticated
Reinforcement Learning (RL) methods, such as Prox-
imal Policy Optimization by [22], and the expansion
of our benchmarks to encompass a wider variety of
algorithms and types of learning curves. Another
future research direction is to train multiple meta-
learning agents to collaboratively select algorithms
and budgets, motivated by the demonstrated efficacy
of ensembles of algorithm selectors by [26].
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coded based on their final ranking (i.e., by comparing the last points on their learning curves). In these
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in practice, one cannot know in advance if the learning curves of algorithms will cross each other often on a
given dataset.
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