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ABSTRACT

The replicability of computational experiments remains a funda-
mental question. For example, the machine learning community
has recently become aware of the poor replicability of many exper-
imental studies that aim at comparing the performance of various
algorithms. Due to computational costs, it is often necessary to use
methods that require as few computations as possible to obtain a
replicable conclusion. The conclusion of the comparison should also
be replicable which calls for appropriate statistical tests. AdaStop
is a recently introduced statistical test based on multiple group
sequential tests. AdaStop adapts the number of executions of each
experiment to stop as early as possible while ensuring that enough
information is available to distinguish algorithms that perform
better than the others in a statistically significant way. AdaStop
has been initially exemplified on reinforcement learning tasks. In
this short paper, we consider 3 case studies to investigate the use
AdaStop beyond its original field of application, and demonstrate
that it is a test that may be used on a wide range of application
domains.
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1 INTRODUCTION

In this paper, we are interested in the experimental comparison of
the performances of two or more programs solving the same prob-
lem. Our goal is that this comparison is reproducible with statistical
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guarantees. The statistical reproducibility of a computational ex-
periment, also known as replicability1, is the fact that two different
groups of people reach the same qualitative conclusion using their
own implementation of an algorithm, their own sets of data, their
own computational resources, etc., up to a certain statistical level
of confidence 𝛼 .

Often, the performance measure is quantified by a real number
that quantifies efficiency. There are many sources of randomness
that make the performance measure vary from one experiment to
the other. Depending on how we measure the performance of a
program, sources of randomness range from the workload of the
computer on which the experiments are run, network communica-
tion if a network is involved, the efficiency of the code generated
by the compiler, down to the generating process of datasets, in
particular in Machine Learning.In order to measure the uncertainty
in the performance measure and to assess whether this uncertainty
prevents us from concluding about the superiority of one algorithm
on some others, we use statistical methods. Statistical methods are
based on the repeated execution of an experiment, which is costly.
To minimize the cost while assuring statistical reproducibility, we
have recently introduced a new statistical test named AdaStop [8].
The design of AdaStop is closely related to the so-called “replicabil-
ity crisis” [7] and the misuse of statistical tests for validating results
with ad-hoc methods without proper theoretical background [5].
AdaStop was developed in the context of machine learning where
the execution of a single experiment may take a long time (days,
weeks). Aside the theoretical properties of AdaStop, we showed
how this new statistical test may indeed be used to compare several
competing algorithms, rank them according to their performance,
while minimizing the number of executions, hence minimizing the
total computational effort. In this paper, our goal is to investigate
the use ofAdaStop in various domains: energy consumption, global
optimization, and machine learning. AdaStop is unique: it is the
first statistical hypothesis test that addresses this particular type of
decision problem, being non parametric (agnostic to the distribu-
tion of the data), and adaptive (aiming at minimizing the number of
samples needed to make a decision). Aside the theoretical ground-
ing of AdaStop, we provide an open source implementation which
is very simple to use.

We address the following research questions:

(1) IsAdaStop useful beyond the domain of reinforcement learn-
ing?

(2) Can we use AdaStop to reproduce already published results,
bringing them statistical guarantees?

1We are targetting here replicability as defined by the ACM in https://www.acm.org/
publications/policies/artifact-review-and-badging-current and [11].
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2 ADASTOP FOR STATISTICAL

REPRODUCIBILITY

Let us first define 2 important notions.
In a computational experiment, we compare neither algorithms,

nor programs. We compare programs, each with a certain set of
values for its hyperparameters2. Aiming at using a precise word-
ing, we introduce the notion of a fully specified experimental design
(shortened to FSED) to be a program along the specification of the
value of its hyperparameters, and the particular task it is solving.
The score of an FSED results from one execution of an FSED. This
is a numerical value used to compare the performance of a set of
FSEDs. A score measures the criterion we want to compare a set
of FSEDs upon. Given a maximum number of scores (“budget”),
AdaStop decides how many scores are needed to conclude on the
equality or difference of the mean scores of a set of FSEDs. In par-
ticular, AdaStop is designed to be effective when working with
very few scores in order to make a statistically significant decision
at a minimal computational cost. Using AdaStop to compare two
FSEDs, there are two possible outcomes: equal or different. If the
outcome is “different” (we will denote this 𝑎 ≺ 𝑏 meaning that 𝑎
is smaller than 𝑏), we know that the mean of the score of one of
the two FSEDs (𝑏) is larger than the other one (𝑎). If the outcome is
“equal” (we will denote this 𝑎 ≡ 𝑏), this means either that the maxi-
mum budget was not large enough to distinguish between the two
FSEDs, or that the two FSEDs are really not distinguishable and the
variability of their performance does not allow to conclude that one
performs better than the other. AdaStop uses a Group Sequential
Test approach to answer a multiple hypothesis test problem. In its
simplest form, to compare two FSEDs, AdaStop works as follows:
for 𝑁 and 𝐾 two integers:

• until either 𝐾 rounds of test have been done or the test stops,
do the following steps:

(1) collect 𝑁 scores from each FSED.
(2) Compute the test statistic for each FSED using these 𝑁

scores and all scores collected beforehand.
(3) If the test statistic is satisfied, stop and conclude that the

two FSEDs are different, otherwise go to step (1).
• Return the decision of the test.

In the case where there are more than two FSEDs, the statistical
test is a “multiple hypothesis test”. This means that in addition to
the error we get due to the sequential estimation, we also inevitably
accumulate the errors done for each comparison of two FSEDs. We
have to take this into account when designing the test for more than
two algorithms. In this case, AdaStop controls an alternative test
error metric (Family-Wise Error, FWE for short) that consists in the
probability of making at least one false discovery when testing all
the couples of FSEDs regarding their equality/inequalities.AdaStop
has been shown to have a strong control on the type I error in the
case of comparison of 2 FSEDs and to control the FWE for more
than 2 FSEDs.We note 𝛼 this error (either FWE for multiple test
or type I error for a two sample test). AdaStop is nonparametric
which means that it does not make any strong assumption on the

2we use this term with its meaning in machine learning where the word “hyperpa-
rameter” refers to parameters which values are set by the user whereas a “parameter”
gets its value from the data it is trained upon: for instance, the number of neurons in a
neural network is usually a hyperparameter, whereas their weights are parameters.

distributions of scores, i.e. the scores do not need to be Gaussian,
but they still need to concentrate around their mean so that the
mean is a good measure of central behavior for the scores. All these
aspects of AdaStop are detailed in [8].

3 APPLICATIONS OF ADASTOP

In this section, we apply AdaStop to three cases studies:
Energy consumption of programming languages inwhichwe

compare the energy consumption to compute the solution
of an N-body problem in double precision with different
programming languages.

Global optimization in which we compare the value obtained by
several optimization algorithms on a non-convex objective
function.

Machine Learning in which we compare a set of neural network
weight update rules to study the impact of a certain hyper-
parameter (weight decay) on a supervised classification task.

We took care of using Guix [1, 2] as much as possible in order to
maximize the reproducibility. The global optimization and the en-
ergy consumption case studies are using Guix and run on CPU. On
the other hand, the machine learning study runs on GPU and some
packages are missing in Guix. In this case, we used Benchopt[10]
which depends on Conda to have a result that is as reproducible
as possible. All the scores of all these experiments are available on
https://gitlab.inria.fr/tmathieu/adastop_acm in csv files in the data
folder. These scores can be used with AdaStop in a completely
reproducible manner to obtain the results presented in this pa-
per. This comparison is bitwise reproducible when using AdaStop
through Guix. AdaStop is open source and freely available at
https://github.com/TimotheeMathieu/adastop. The 3 case studies
are meant to demonstrate our methodology based on AdaStop.
Our goal is absolutely not to obtain new results, but rather we
hope that our methodology will confirm the previously published
experimental results. In this case, the already published results will
be strengthened by gaining statistical significance. Moreover, if the
confirmation succeeds, we may show that the same result could
have been obtained with fewer computations, then at a smaller com-
putational cost, and by reducing the emission of pollution. Running
the energy consumption task took around 1 hour on an i9 laptop
running Linux/Archlinux, the optimization task took around 15mn
on the same laptop, and the machine learning task took around 24h
on a server equipped with GPUs, running Linux/Ubuntu.

3.1 Energy consumption of programming

language study

The first case study consists in comparing the energy consumption
of a set of programs written in different programming languages.
All these programs implement the same algorithm that computes
the solution of an N-body problem in double precision. The task
and implementation are taken from [12]. The energy consumption
was measured with the RAPL [4] Intel tool, using the perf Linux
command line (this is different from [12] where the authors used
RAPL library in C to compute the energy consumption). We took
care to have as few processes as possible running at the same
time on the computer on which these measurements were done. In
particular, the runs were done on a laptop, not on a server. First,
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we used AdaStop to check that Guix containers do not impact
the energy consumption, at least for the C language. To do this,
we compiled the N-body C program with Guix and compared the
energy consumption of running the resulting binary either through
a Guix container or without a Guix container. We set the 𝐾 = 10,
𝑁 = 5, and 𝛼 = 0.01 for each of the two tasks, “C” and “C-Guix”.
The result was that AdaStop used all the budget to decide that “C”
and “C-Guix” have the same consumption (the mean consumption
of “C” was 47.39 Joules with standard deviation 5.02, while the
mean consumption of “C-Guix” was 46.41 Joules with standard
deviation 4.30). Knowing that Guix containers do not impact the
power consumption significantly on this test problem (we suppose
that this is true for all languages even though we only did the
test for C), we evaluated the proposed N-body benchmark on the
following languages: C, C++, Fortran, Julia, Lisp, Pascal, Python
(using PyPy). If the program could be compiled, we compiled the
source code before running it using the same compiler options as in
the original publication [12]. The power consumption is measured
only on the running FSEDs: compilation cost is not measured as it
is very small in regard to the running cost.

Parameters for AdaStop: we set 𝐾 = 10, 𝑁 = 5, 𝛼 = 0.01.
AdaStop concludes:

C++ ≡ C ≺ Pascal ≺ Fortran ≡ Julia ≡ Lisp ≺ Python.

The numerical figures can be found in Tables 1 and 2.

FSED 1 FSED 2 mean diff. std FSED 1 std FSED 2
Python Lisp 403.71 25.89 6.17
Lisp Julia 1.65 6.17 4.54
Julia Fortran 0.79 4.54 7.85

Fortran Pascal 6.83 7.85 7.14
Pascal C 23.83 7.13 4.51
C C++ 0.11 4.51 4.45

Table 1: Table of power consumption comparison of 7 pro-

gramming languages (in Joules). Each row provides the fig-

ures regarding a pair of FSEDs. The first two columns contain

the names of the two FSEDs (here named after the program-

ming language). The third column contains the mean differ-

ence between the power consumptions of the two FSED. The

fourth and fifth columns contain the standard deviations of

power consumption for each of the two FSEDs in the row.

Language C C++ Pascal Fortran Julia Lisp Python
Nb. scores 50 50 20 50 50 50 20

Table 2: Number of scores obtained before AdaStop con-

cludes.

Table 2 shows that Pascal and Python programs could be ranked
in a statistically significant manner using only 20 runs whereas
the other languages required the use of the whole budget. This is
quite a lot of scores compared to the 10 scores used in the original
study [12]. This is due to the fact that we want to be fairly confident
of our results, and we set 𝛼 = 0.01 and a maximum of 𝐾𝑁 = 50

scores collected for each FSED. By choosing a less conservative
(larger) value of 𝛼 , we would need much less scores: for instance,
with the usual 𝛼 = 0.05 and 𝐾 = 5, 𝑁 = 5, we can re-execute the
experiment and obtain the same conclusions using only these 25
scores for every language except for Python and Pascal for which
AdaStop makes a decision with only 5 scores (the power of the
resulting test is smaller as 𝐾 is smaller). The reader may find it
weird that we could decide with only 5 runs in this case while we
reported being able to decide after 20 runs only above. This is due to
complex, non-linear, interactions between the parameters𝐾 ,𝑁 , and
𝛼 . Please note that we did not use the same version of compilers or
interpreters as in the original publication [12] because 1) we are only
trying to use this as a case study, and we are not trying to reproduce
the original results 2) even with the same versions, we may not
obtain the same ranking3 as in [12] because the experiments have
been performed on very different computers.

3.2 Global minimization study

The second case study concerns a global minimization problem
taken from [3]. We are looking for the optimum of the F4 function
from the benchmark [13] using three different algorithms: the CMA-
ES implementation in the python cma library [6], the scikit-opt4
implementation of the particle swarm algorithm (PSO), and the
scipy [14] implementation of differential evolution (DE).

Parameters forAdaStop: we set 𝐾 = 10, 𝑁 = 10, and 𝛼 = 0.01.
After computing 30 scores5 for each FSED, AdaStop concludes:

CMA ≺ DE ≺ PSO.

The numerical results can be found in Tables 3. The mean score
for PSO is very large compared to the others and this is mainly due
to a few outliers: occasionally, PSO did not reach an area close to
the global minimum and had a very large error. However, it still
took 30 scores for AdaStop to conclude for sure about inequality
because these outliers also caused PSO to have a large variability in
its score. This large variability led AdaStop to need a large number
of scores to conclude about the mean performance of PSO.

FSED 1 FSED 2 mean diff. std FSED 1 std FSED 2
PSO DE 65.23 140.23 5.37e-07
DE CMA 1.37e-06 5.37e-07 2.84e-14

Table 3: AdaStop results for the global minimization case

study reporting the value of the minimum found by each

FSED.

3.3 Machine learning study

In this section, we use AdaStop in the context of machine learning.
For this case study, we use the Benchopt [9] Python library to
compare the effect of weight-decay on the training of a ResNet18
neural network for image classification on CIFAR-10. In this task,
1) scores have a large variability, and 2) each run is computationally
costly.

3In [12], the ranking obtained was Fortran ≺ C++ ≺ C ≺ Pascal ≺ Lisp ≺ Python.
and Julia was not ranked at the time.
4https://scikit-opt.github.io/
5The initial study in [3] used 50 repetitions but it is not really comparable because
they compared a larger number of FSED.
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Parameters for AdaStop: due to the computational cost for
this application, we set 𝐾 = 5, 𝑁 = 6, and 𝛼 = 0.05.

Adam and SGD weight update rules are compared, each with
different values for the weight decay. We denote A for Adam and
S for SGD, indexed with the weight decay parameter. AdaStop
concludes on the following ranking:

A0.002 ≡ A0.02 ≺ S5𝑒−05 ≺ A0.2 ≺ A0.5 ≺ S0.001 ≺ S0.005 .

The numerical results can be found in Tables 4 and 5. Although
the difference of score between 2 FSEDs can be pretty small in this
study, AdaStopwas still able to conclude in most cases because the
variability was small. The randomness comes from the initialization
of the pseudo-random number generator, the initialization of the
weights of the neural network.

FSED 1 FSED 2 mean diff. std FSED 1 std FSED 2
S0.005 S0.001 0.017 5.9e-3 9.4e-4
S0.001 A0.5 2.1e-3 9.4e-4 5.2e-4
A0.5 A0.2 1.8e-3 5.2e-4 2.5e-4
A0.2 S5𝑒−5 1.1e-3 2.5e-4 1.6e-4
S5𝑒−5 A0.02 1.9e-4 1.6e-4 9.4e-5
A0.02 A0.002 2.8e-5 9.4e-5 1.1e-4

Table 4: Table of results ofAdaStop on the machine learning

case study reporting the test errors of FSED.

Algorithm Adam SGD
Weight decay 0.5 0.2 0.02 0.002 0.005 0.001 5e-05
Nb scores 6 6 30 30 6 6 12

Table 5: Number of scores needed for AdaStop to conclude.

3.4 Discussion about AdaStop parameters

We would like to discuss the choice of the parameters 𝐾 , 𝑁 , and
𝛼 . Regarding 𝛼 , the traditional value in statistics is 𝛼 = 0.05 which
means that we accept a risk of a wrong rejection of the null hy-
pothesis6 of 5%. The smaller 𝛼 , the more conservative the test, the
less risk we allow to take, and consequently, the more samples are
needed. So, this is a matter of a trade-off. In the first case study
where we assess the energy consumption overhead due to the use
of Guix, we expect that this is negligible, so we take a small 𝛼 to be
more confident about the conclusion of the test. 𝑁 may be chosen
according to the level of concurrency of the computer we run the
experiment on. Indeed, the 𝑁 runs of a given FSED may be done
in parallel at no extra time cost, but with improved confidence in
the test conclusion and efficiency in its execution. Moreover, if a
single run of an FSED takes a short amount of time, we may allow
ourselves to perform more runs of each FSED even if they are not
parallelized. This is the case in the second case study where each
single run is fast, hence our choice of 𝑁 = 10. Regarding 𝐾 , our
choice is pragmatic: in the third case study, a single run of an FSED
takes much more time than in the other experiments, so we try
6In our context, rejection of null hypothesis means to decide the mean scores are
different even though in reality they are the same.

to balance the total amount of time the experiment may take if it
consumes the whole budget and the accuracy of the test. Beyond
these intuitions, we would like to raise the fact that the value of 𝐾
controls the type II error, that is the statistical power of the test. For
the moment, the theory behind it is not yet established, and we are
currently working on it. Once we have this theory, we will be able
to provide strong guidelines for the choice of 𝐾 . Please note that
this is a classical limitation in nonparametric hypothesis testing
and practitioners often resort to heuristics (e.g. assume Gaussian
model, use asymptotic result, etc) to set a value for the maximal
sample size in a hypothesis test. Let us also mention that the theory
behind AdaStop requires the setting of 𝐾 before running the test.
AdaStop is adaptive in the sense that it decides when to stop given
that it will not perform more than 𝐾 rounds of test. Relaxing the
constraint of setting 𝐾 corresponds to another type of algorithms
(sequential tests) that we are also currently investigating. The main
challenge here is to develop its theory for very small samples of
data.

4 DISCUSSION

We address the 2 research questions raised above:
(1) Can we use AdaStop beyond the domain of reinforcement

learning?
Section 3 answers positively. We were able to straightforwardly

apply AdaStop to three different domains of computer science,
exhibiting different characteristics.

(2) Can we use AdaStop to reproduce already published results,
then bringing statistical guarantees?

We found that AdaStop is not the source of any problem to
reproduce already published results. When we fail to reproduce
earlier results, this is due to a lack of availability of the exact exper-
imental environment. To give a precise example, in the first case
study, AdaStop concludes that C++ and C can not be statistically
distinguished whereas this point was not very clear in the original
publication; moreover, Fortran was ranked as the language consum-
ing the less energy while our experiments rank it differently (and
in a rather surprising way).

5 CONCLUSION

In a prior work, we introduced AdaStop which is a new statis-
tical hypothesis test designed to compare the performance of a
set of programs on a given task. AdaStop is a way to increase
the replicability of computational experiments. In this paper, we
investigate the use of AdaStop in 3 different domains, revisiting
previously published works and strengthening their conclusions
by adding statistical guarantees about their conclusions, at a rather
minimal computational cose. The main direction for future work
is to develop further the theory to control the statistical power of
AdaStop (type II error).
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