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DENOTATIONAL DEFINITION OF PROPERTIES
OF PROGRAMS COMPUTATIONS

Véronique Donzeau-Gouge
IRIA

Résumé :

Ce rapport présente une définition dénotationnelle de propriétés associées au comportement des
programmes. Cette définition testée par machine et indépendante de tout algorithme utilisé pour
le calcul de ces propriétés permet de prouver une relation de cohérence liant ces propriétés aux
exécutions des programmes.

Abs tract :

We présent a denotationalmachine-checkeddéfinition ofpropertiesassociated to programs compu-
tatiohs. This format définition, independent of any algorithm, is used to prove a consistency relation
between properties and computations.



INTRODUCTION

Syntactic transformations of a program may be done if properties
have been defined and associated with the éléments of the program.

These properties characterize the hehavior of the program's computations.
For instance let us assume that the expression x+2 of a nrogram prog

is replaced by the syntactic constant 5. The transformation is valid if
the initial program prog and the modified one prog' are strongly équivalent.
This can be proved if a property associated with the. identifier x specifi.es
that its value is constant and equal to 3 for each c.omputation of prog.

Properties of program computations can be defined by non standard

interprétations (Cousot f2], Sintzoff Cl4], Weghreit [18]), in other
words, by interprétations defined on domains suitably constructed to

model the desired properties.

This notion of non-standard interprétation exists also in arithmetic :

"casting out the nines" can be understood as a non-standard interprétation
of the multiplication opération. It gi.ves information about the correctness

of the multiplication. In physi.cs, calculation of the dimension of a

formula gives its unit

The properties defined for a nrogram by non-standard interprétations
must be satisfied l-.y any comnutation descr ibed by the standard interprétation
of this nrogram. To verify the cohérence, ve must defir.e and prove relations
between these interprétations. For instance the relation betveen c.asting
out nines and multiplication uses properties of the modulo opération.

Such comnarisons of interprétations mav be done more, easily if

mathematical descriptions of the interprétations are used.

Usirig the work of C. Strachey and H. Scott, we can define an

interprétation as a funetion from i.nput to output domains, where a domain
is a partially ordered set in vhich the partial ordering models the

notion of approximation in sequenc.es of computations. An undefined



element is included so that only total functions need to be considered ;

completenessproperties ensure the existence of limits for sequences of

computed objects.

This denotational semantics gtves an abstract définition of each

property ar.d this définition is independent of any algorithms used to

compute this property. Using thi.s abstraction we prove a congruence

between non-standard and standard interprétations.

Properties of the behavior of program computations have often been
studied in the literature as "flow analysis problems"; this work is

applied to classical. flow analysis.

We consider data flow analysis used to compute properties of
the values of expressions :

- Constant propagation : an occurrence of an expression is a constant if,

for each computation of the program»the value of this occurrence is
a k.nown constant. The problem is to find such occurrences and the
associated constant value.

- Détermination of coirmon suh-express i ons : the prohiem is to assoc? ate with

each occurrence ot an expression the set of expressions which have same va¬

ine in any computations as the one considered. This problem inciudes the
détermination of availahle expressions (an expression is available if its
value bas been previously computed ard sinc.e the last évaluation of the ex¬

pression, no identifier appearing in the expression has had its value chan-
ped) .

- Pcalar propagation : same problem tban the previous one restricted to t^e
set of identifiers which have, in any computations, the same value as the

expression at the occurrence considered.

- Détermination
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We use to illustrate this study a simple Algol like language. A

larger language could be managed by a similar method but th'e proof would
be longer and more tedious.

The définition of the différent denotational interprétations of this

simple language are checked using the system SIS [10] built by P. Mosses.

The concrète and associated abstract syntax of the simple language
are written in GRAM [10].

The language DSL [10] is used to write the semantic funetions.-

We expect that the reader as a good understanding of denotational semantics
[16] and of îts bagic concepts of curryfication and continuation.

A knowledge of the SIS system and of the syntaxe of the GRAM and DSL

languages is usefull but not necessary : these languages are very closed from

respectivelly BNF and usual notations used in denotational semantics.
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The plan of this study is the following :

1) Introduction to some basic concepts used in denotational semantics.

2) Spécification of the concrète and abstract syntax of the simple language.

3) Présentation of the notion of occurrences : it is a formalization of

the notion of point of program.

4) Formai définition including occurrence of the standard semantics of
the simple language.

5) Définition of the domains and équations used in a denotational définition
of properties and présentation of a formai définition of properties
associated with expressions.

6) Proof of the cohérence of the non-standard interprétation and the
standard-one.

7) Applications to some classical data flow analysis problems.



- 5 -

1) DENOTATIONAL SEMANTICS

Based on the works of C. Strachey and D. Scott, this approach to

semantics associâtes .with each program a total function defined from
input data to answers, where :

a domain is a partially ordered set <D,£> with an element 1' and
a binary opération U such that [13] :

1 - 1 £ d d e D
2- dj ,cl2,CI3 e D »d2 — d3dmPly d] Ll d^ is defined
3- d, £ dj LJ d2 and d2 £ d] |J d2
4- dj ,d2 £ d^imply d ^ !j d2 £ d^

The existence of a limit for a list of computed elements is ensured

by the notion of completness :

a domain D is complété if

-r each subset S of D is directed ie

S ^ 0 and ^S]S2 e ^ ^s3 e ^ sj JL s3 and s2 — s3

- there exist US e D such that :

1 - Vs e S s £ I IS
2- s £ d imply LJS £ d Vs e S

Opérations can be defined on domains. It is proved in [12] that if
D and D' are domains, so are :

- the product <D,D'> = {<d,d'>|deD,d'eD'}
- the sum D/D' <= { <1 , d> | deD } u { <2 , d ' > | d ' eD ' } U (l)
- D -v D' the domain of continuous functions from D to D'

*
. . • r

- D the domain of fmite sequences of elements of D :

D* = <>/<1),D*>

We say that s is an upper bound of S iff :

Vs' s' e S s' [ s



Two elçments dj ,d^ which belong to D are compatible if {dpC^l has
an upper boupd.

The denotational semantics of a programming language associâtes wbich
each syntactiç construct a functiop which models its meaning in terms

of the meaning of its comnonents.

In fact a semantic function is associated with each syntactic domain
which is defined by the abstract syntax of the programming language.



2) gYNTAX OF A SIMPLE LANGUAGE

To illustrate this study we define a simple Algol like language.
The semantics is defined on the abstract syntax of the language : it

maps trees to denotations. Thus it is necessary to specify the correspon-

4ence between the concrète strings defined by the syntactic rules and the
abstract syntax trees.

We give in table 1 a formai définition of the syntax of the simple

language togefher with a corresponding abstract syntax.

Using this définition, every concrète program written in this simple
Ipnguage can be translated into its abstract représentation.

The intuitive meaping of each production is clear .

When an expression of the form "valof" stm-train "end" is encountered,

the statement part is executed until a form "resultis" exp is reached. The
control passes out of the smallest "valof" expression containing this
command. The value of exp is taken to be the value of the original expression.

The reipaining expressions are more familiar.

The lexical part of the spécification of the simple language does not

require any particular comment. :

Some GRAM notations need to be describe , the reader must refer to [10]
fpr more détails :

- a production has a non terminal to the left of and a list of alterna
tives separated by "/" to the right ; it is terminated by a

- the iterator item 1 +- item 2 allows one or more occurrences of item 1, se

parated by■oocurrences of item 2.



Table 1

C H A M "h Impie"
j *** ****** ****************&*** *&*****
SYK!T-\>'" ! *

nruprari : := "begin" stm-train "end" ;

! [Statonants]
i

a tm-t rain : := s tatenentd--" ; " ;

s Lacement ::= asgt-stm :asgt-stri /
cond-stm :cond-stn /
loop-stm :loop-stn /
Cransput-stn :transput-stm /
result-stn :result-stm ;

result-stn ::= "resultis" exp ;

asgL-stn ::= id " ;=" exp ;

cond-stm ::= "if" exp "thep" stm-train "fi" /
"if" exp "then" stm-train "else" stm-train

loop-stm : "while" exp "do" stm-train "end" ;

t. r.ms put-s t n ::= "input" id /
"output" exp mode ;

mode ::n "int" :"int"/
"bpol":"bool" ;

J [ F.xp r ess ions ]
;

exp : := factor : factor /
exp add-op factor ;

factor :primary:primary /
factor mult-op primary ;

constant : constant /
"(" exp ")" : exp ,/
"(" compare ")" : compare /
"valof" stm-train "end" ;

compare exp rel-op exp ;



! [Cons tants and Identifiers]

add-op === "+" / "or" ;

nult-op === "*" / "and" ;
rel-op === "=" / " #" ;

i-d : := ident ;

constant ::= bool /
nunt • ;

bool ::= "true" : TT /
"false": FF ; :

nurn : := "NUM" n : n ;

ident ::= "ID" q : q ;

i**********

DOMAINS ! *■
i**********

nult-op ,add-op >rel-op: Op;

stn-train,statement: Stm ;

exp,factor,primary,compare : Exp;

I -kick "kick & à-kick &&&&•$< **

LEXIS !*
i**************************************************

prograrn : := word-f : (CONC word+ ) ;

word layoutchar+ : <> /
identifier : <OUT "ID", identifier >
numéral : <OUT "NUM",numéral >

layoutchar === " "/ CC"C" / CC"L" ;

identifier ::= letter+ : (QUOTE letter+ ) ;

-, .. îl A II ! ! *7 II .letter === A ... Z ;

numéral ::=-digit+ : (MUMBER digit+) ;

, . . . "n" "o" .dxgi t 0 ... y ;

END



3) OCCURRENCES

We want to define properti.es associated with elements of programs

thus we must be able to name these elements.

In a standard denotational définition, the semantic function follows

the structure of the syntactiq domain on which it is defined : the function
which defines an interprétation of a program follows the syntactic structure

of the program ; but it doesn't allow to name elements of this structure.

For doing this, we formalize the intuitive notion of an access path.

3.1) Notion of occurrence

A program can be viewed abstractly as a labeled tree. The set of
rules that define the abstract syntax of the language dçscribes the set

of well-formed trees. Each node is an operator of fixed arity, so that the

program :

begin
£ := J<5 ;

if I then J := 0

else J := 10

fi

end

♦is denoted by :

<>

if then else <2>

<1 AUG 1 > x <2 AUG 5>< I

0 j 10 <2 AUG 3 AUG 2>
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Let N be the set of finite sequences of positive integers, <> the

qmpty sequence on N , AUG the right concaténation of sequences.
*

We call occurrences the elements of N ; iet occ be the meta-vanable
defined on N .

For each tree t, let Occ(t) he the set of occurrences of t and if

occ belongs to Occ(t), "t at occ" is the subtree of t at occ. In the

example "t at <2 AUG 3>" is the subtree which dénotés "j := 10".

Using occurrences we can access and name ail subtrees of a tree

ie each element of a program.

3.2) Occurrences and denotational semantics

Introducing occurrences in semantic functions allows us to attach
a meaning to a spécifie element of a given program.

Semantic functions are noTV defined by :

run : Prog Occ -* Semantic domains
locate : Id -*■ Occ -*■ Semantic domains

evaluate : Exp -*■ Occ ■+■ Semantic domains

execute : Stm -*■ .Occ -> Semantic domains

The computation of the occurrences follows the syntactic structure

of the program, thus it follows the recursive structure of the semantic
functions and it appears explicitely in the équations.

For instance the équation associated with a sequence à'f statements

becomes :

exec II stml ; stm2 J =

LAM occ.

exec î stm 1 1 occ AUG I ;

exec If stm 2 J occ AUG 2

This can be paraphrased like :

The semantics of a sequence of statements stml; stm2 is a function
of an occurrence occ which applies the semantic function exec to the first
statement. of the sequence and to the current occurrence occ concatenated



Wlith 1,, then applies the function exec to the second élément of the

sequence and to the current occurrence concatenated yrith 2.



- 13

4) DENOTATTONAL SEMANTICS OF TKE SIMPLE LANGUAGE

The formai semantics of the language is presented in table 2 and
table 3. It is written in DSL [10] and structured into two parts :

1- an abstract machine in which basic functions are defined (table 3).

2- a function semant parameterized by the abstract machine, whiçh
associâtes to everv abstract nrogram a function from an input
stream tp an putput stream (table 2).

4,1) The fonction ?emant
I ■ ' 11 1 ■

The syntactic and semantic domains are self explanatory. Note that
the "valof" expressions can be nested and the matching between ''resultis"
statements and "valof" expressions is done textually. Hence we make en^

vironments equal to expression continuations : Env = Eval-cont.

The domains of pontipuations are defined as usual. A value can be

a location value (in this simple language it can only be. an identifier) or a

tjtorable value (here a boolean or an integer) . The domains of answers,

st.ates and inppts are defined in the abstract machine.

The statements and the expressions are understood in terms of semantic

évaluations : a function mpps the syntactic domains into semantic domains.

Thus :

evaluate is such that :

eva,luate := Exp Occ Env Eval-cont Exec-cont ;

Its application to a syntactic expression, its occurrence and a current

environment maps into a transformation from expression continuation
to command continuation ; both the évaluation of the expression and
the side effects are i.ncorporated in this transformation.

The function locate'is.similàrly defined :

locate := Id ■> Occ -> Env ■* Eval-cont Exec-cont

i'he tpnction execute has functionality :

e^pcute := Stm •+ Occ -> Env Exec-cont Exec-cont



T 1 4 TT

A program is denoted by :

rup := Prog -*■ Exec-cont.

4.1.1)

The list of statements which composes a program are interpreted with
tue ip.itial environment and finally the null continuation is supplied.

4.1.2) Statements

The interprétation of a ligt of statements is defined by the auxiliary
fupction "execute-list" applied to the current occurrence, current

environment and current continuation.

The exécution of a while statement is described with a continuation

exec-cont' which is recursively defined. ihe semantic définition of the condi-r
tipnal is familiaf. Input and output statements use in thçrr définition the "read'1
and "write" functions described in the machine.

The assignment statement first évaluâtes the location value of its left

hapd side? then évaluâtes the right hand side expression in the current
environment, updates the left value with the right value and carries on

executing the current continuation.

The exécution of a "resultis" statement évaluâtes the expression,

in the current environment with as continuation the one included in the

pnvironment. •

4. 1,3) Expressions \

The "valof" expression modifies the current environment by the current

pontinuation and interprets the statement part. If no "resultis" statement

is encountered, the current continuation is replaced by the constant

Ipuction "wrong" which writes an error message and stops the exécution.
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4.2) Abstract machine

In this part the low level functions used in the denotational définition
are described. They model state handling and input-output transactions.
As in [4] input and output are slightly asymetrical. LAMB constants are

read and strings of characters are output.



Table 2

DSL "oIMPLE ser.iantics"
domains

i SYNÏACTIC VARIABLES AMD DOMAINS

prog : Prog = ["begin" Stn "end"] ;
stn : Stn = [ Stn+ ]

/ [ Id ":=" Exp ]
/ ["if" Exp "theu" Stn "fi"]
/ ["if" Exp "then" Stn "else" Stn "fi"]
/ ["while" Exp "do" Stn "end"]
/ ["input" Id ]
/ ["output" Exp Mode]
/ ["resultis" Exp ]

node : Mode = "int" / "bool" ;

exp : Exp = [ Exp Op Exp ]
/ ["valof" Stm "end"]
/ Id
/ [Nun]
/ [Bool]
l

id : Id = [Ident] ;
■ ident : Ident = Q ;
iiurn : Nun =11 ;
bool : Bool = T ;

op : op = "+" / "*" / "or" / "and" / "=" / "#" ;

! SEÎLAÎJTIC VARIABLES AND DOMAINS

unsu : Ansu ;
oec : Occ = H* ;
env : Env = Eval-cont ;
exec-cont : Exec-cont = State -> Input* -> Answ;
value : Value = P^-value / L-value ;
r-value : R-vàlue = N / T ;
l-value : L-value = Ident ;
uval—cou t : Eval-cont = Value -> Exec-cont;
state : State;
input : Input;

[Answers
[Occurrences
!Environnents
[Connand continuations

[Storable values

[Expressions continuations
[States

1Inputs
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ITYPES OF SEMAIITIC FUNCTIONS
j***************************

run := Prog -> Exec-cont;
jexecute := Stin -> Occ -> Env -> Exec-cont -> Exec-cont;
execute-list := Stn* -> Occ -> Env -> Exec-cont -> Exec-cont;
evaluate := Exp -> Occ -> Env -> Eval-cont -> Exec-cont;
locate := Id -> Occ -> Env -> Eval-cont -> Exec-cont;
po-action := Exec-cont -> Exec-cont;

IN

(LAM prog.

{PRIMITIVES
i **********

|AM <
init-state
maxint

wrong
update
content

write

read

op-val

: State,
N,
(Q -> Exec-cont),
((Ident,R-value) -> Exec-cont -> Exec-cont),
(Ident -> Eval-cont -> Exec-cont),
((R-value,Mode) -> Exec-cont -> Exec-cont),
(Ident -> Eval-cont -> Exec-cont),
((R-value,R-value,Op) -> Eval-cont -> Exec-cont)

>.

FUNCTIONS DEFINITIONS
*********************

OLET no-action : (Exec-cont ->Exec-cont ) = LAM exec-cont . exec-cont ildentity on continuations
|ALSO init-env : Env = LAM value, init-exec-cont lEmpty environment
ALSO init-exec-cont : Exec-cont =

LAM state. LAM input*. <> INull continuation
jLSO init-occ : Occ = <> ! Initial occurrences
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DEF

! PROCRAM
i*******

run ["begin" stm "end"] :Exec-cont =

execute(stm)(init-occ )init-env;
init-exec-cont

WITH

•EXPRESSIONS
I Je Je Je Je Je Je Je Je Je Je Je

evaluate (exp)(occ)env;eval-cont :Exec-cont =
CASE exp
/ [ident] ->

content(ident);
eval-cont

/[num] ->
LET exec-cont=eval-cont(num)
IN exec-cont

/[bool] ->
LET exec-cont=eval-cont(bool)
IN exec-cont

/[expl op exp2] ->
evaluate(exp1)(occ AUG l)env; LAM r-valuel.
evaluate(exp2)(occ AUG 2)env; LAM r-value2 .

op-val(r-valuel,r-value2,op);
eval-cont

/["valof" stm "end"] ->
LET env' = eval-cont
IN execute(stm)(occ AUC l)env';
wrong"resultis missing"

ESAC
WITH

! IDENTIFIERS
I JeJeJeJeJeJeJeJeJeJeJe

locate(id)(occ)env;eval-cont:Exec-cont =

LET [ident] = id IN
eval-cont(ident)



UITH

!SPAIEMENTS
I itifkifk-kifk'k

execute(stm)(occ)env;exec-cont :Exec-cont =
CASE stm

/[stm+] -> execute-list(stm+)(occ)env;
exec-cont

/["if" exp "then" stml "fi"] ->
evaluate(exp)(occ AUC l)env; LAM t.
(t -> execute(stml)(occ AUG 2)env , no-action);
exec-cont

/["if" exp "then" stml "else" stm2 "fi"] ->
evaluate(exp)(occ AUG l)env; LAM t.
(t -> execute(stml)(occ AUG 2)env , execute(stm2)(occ AUG 3)env);
exec-cont

/["while" exp "do" stm "end"] ->
DEF exec-cont' =
evaluate(exp)(occ AUG l)env; LAM t.
(t -> execute(stm)(occ AUC 2)env;exec-cont' , exec-cont)

IN exec-cont'

/ ["input" id ] ->
locate(id)(occ AUG l)env; LAM ident.
read(ident); LAM r-value.
update(ident,r-value);
exec-cont

/["output" exp mode] ->
evaluate(exp)(occ AUG l)env; LAM r-value.
write(r-value,mode);
exec-cont

/ [id ":=" exp] ->
locate(id)(occ AUG l)Cnv; LAM ident.
evaluate(exp)(occ AUG 2)env; LAM r-value.
update(ident,r-value);
exec-cont

/["resultis" exp] ->
LET eval-cont = env

IN evaluate(exp)(occ AUG l)(env);
eval-cont

ESAC
WITII

lauxiliary functions for statements

execute-list(stm*)(occ)env;exec-cont :Exec-cont =
CASE stm*

/stml PRE stm2* ->

execute(stml)(occ AUG l)env;
execute-list(stm2*)(occ AUG 2)env;
exec-cont

/<> -> exec-cont
ESAC
IN

run (prog) (init-state) : (Input* -> Answ)

END



Table 3 - 20

DSL "machine"

DOMAINS

1SEMANTIC VARIABLES AND DOMAINS
i******************************

input :
answ :

mode :

r-value :

state ;

exec-cont

eval-cont

Input = N / T;
Answ = Q*;
Mode = "int" / "bool";
R-value = N / T ;
State = Ident -> R-value;

: Exec-cont = State -> (Input* -> Answ) ;
: Eval-cont = Value -> Exec-cont;

!TYPES OF FUNCTIONS
i******************

init-state := State;
maxint

wrong
update
content

write

read

op-val

= N;
= Q -> Exec-cont;
= cldent,R-value> -> Exec-cont -> Exec-cont;
= Ident -> Eval-cont -> Exec-cont;
= <R-value,Mode> -> Exec-cont -> Exec-ont;
= Ident -> Eval-cont -> Exec-cont;
= <R-value,R—value,0p> -> Eval-cont -> Exec-cont;

!Inputs
!Answers
!For input/output
IStorable values
IStates
IStatement continuations

!Expressions continuations

llnitial state
IMaximal integer

IN

'DESCRIPTION OF FUNCTIONS

LET maxint :N = 10000

ALSO wrong(q)(state)(input*) :Answ =
<QU0TE<"ERR0R : ",q>>

IState handling

ALSO initial-state : State =

LAM ident.?

ALSO update(ident,r-value)(exec-cont)(state) :(Input* -> Answ)
LET state' = state \ ident<- r-value
IN exec-cont(state')

LET content(ident)(eval-cont)(state) :(Input* -> Answ) =
LET r-value = state(ident)
IN eval-cont(V-value)(state)

!Input-output
i

ALSO write(r-value,mode)(exec-cont)(state)(input*) :Answ =
LET q = CASE mode

/"int" -> LET NUMBER q'* = r-value
IN QUOTE q'*

/"bool" -> (r-value -> "true","faise")
ESAC

IN <q> CAT (exec-cont(state)(input*))

ALSO read(ident)(eval-cont)(state)(input*) :Answ =
CASE input*
/inputI PRE input2* ->

eval-cont(inputl)(state)(input2*)
/<> -> wrong"end of file"(state)(<>)
ESAC



ALSO op-val(r-valuel,r-value2,op)(eval-cont)(state) :(Input* -> Answ) =
CASE op
/"+" ->

LET n= r-valuel PLUS r-value2
IN n LE niaxint -> eval-cont (n), wrong"overf low"

/"*" _>
LET n= r-valuel MULT r-value2
IN n LE raaxlnt -> eval-cont(n), wrong"overflow"

/"or" ->
LET t= r-valuel OR r-value2
IN eval-cont(t)

/"and" ->
LET t= r-valuel AND r-value2
IN eval-cont(t)

/"=" ->
r-valuel EQ r-value2 -> eval-cont(TT),

eval-cont(FF)
/"//" ->

r-valuel NE r-value2 -> eval-cont(TT),
eval-cont(FF)

ESAC

IN <initial-state,maxint,wrong,update,content,write,read,op-val>

END
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5) DENOTATIONAL DEFINITION OF PROPERTIES ASSOCIATED WITH ELEMENTS OF

A PROGRAM

Using the notion of occurrence , we can now define properties asso-

ciated with elements of a progratn.

These properties can be defined by non-standard interprétations.
The denotational définition of these interprétations gives a mathematical

spécification of the various algorithms which are used to compute such

properties.

5.1) Domains and functions involved in the denotational définition of the

properties

The resuit of a non-standard interprétation associâtes properties with
elements that are indexed by occurrences.

Let Prop the domain of properties
Let Answ the domain of answers

Answ is defined by : Occ -»• Prop

Properties are associated with elements which belong to a same

syntactic domain. Let Elem be this domain, it will be specified for
each application.

Let R-value be the domain of basic value of the non-standard interprétation.

The properties are defined from the basic values by the function :

prop-def := R-value -* State -»• Prop
which will be specified in the description of each application.

For example in tne problem of constant propagation :

Elem is the syntaciitic domain Exp

R-value is the domain : N/T

Prop is the domain : R-value/{ var }

As usual a state associâtes to each element a basic value, thus the

domain State is defined by : Elem -> R-value.
A continuation function applied to a state and an input stream

defines a final answer :

. *
Continuation : State -*■ Input -*■ Answ.
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Let "continue" be meta-variable defined on the domain of continuations.

A function "update" modifies the current state :

update := <Elem,R-value> -*■ Continuation Continuation

It is defined by :

update (elem, r-value) ; continue : Continuation =

LAM state.

LET state' = state\elem r-value

IN continue (state')

In an answer the property associated with an occurrence must be

compatible with the current property defined from the current computed

value, each time the control reaches this occurrence.

This condition can be expressed by the function
attach := <Occ,R-value> Continuation -> Continuation

defined by :

attach (occ,r-value) ; continue : Continuation' =
. *

LAM state . LAM mput .

LET prop = prop-def (r-value)
LET answ = continue (state) (input )
LET prop' = answ (occ)
LET prop '' = compatible (prop,prop')
IN answ \ occ *■ prop''.

A current property prop is obtained from the current r-value by the
function prop-def. Each new approximation of the final answer associâtes
with the current occurrence occ a property prop'' which is compatible
with the current property prop and with the property prop' associated
with occ in the current answer.

The function "compatible" applied to prop and prop' gives as resuit the upper

bound of prop ând prop' in Prop it prop and prop' are compatible ; if not îts

results is an element of Prop which cannot be compare with prop neither prop'.
The définition of this function dépends on the définition of the domain Pro^.
It corresponds to the lattice opération used m classical fiow anaiysis :

Kildall [8] , Kam, Uliman [7] , Hecht [61 .
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In this kind of non-standard interprétation, the value of a boolean

expression may not be a boolean constant. The alternatives of a conditional
statement are interpreted in parallel and the final answer is the one which
is compatible with the answers resulting from these parallel interprétations.

This opération is defined by the function :

joint : = «Continuation,Continuation> Continuation

described by :

joint (continue',continue'') : Continuation =

LAM state . LAM input .

LAM occ.

LET answ' = continue' (state) (input )
Vf

LET answ'' = continue'' (state) (input )
IN

compatible (answ' (occ),answ''(occ))



5 .2) Applicaticm

We give in table 4 a denotational définition of properties for the simple

language used ail along this study : the syntactic domains and meta-variables
used are the same as the one described in table 2.

In this application, properties are associated with expressions ; hence the

semantic domain Irvalue is equal to the syntactic domain Fxp, the domain Prop îs

introduced and Answ is modified to Occ-^Prop.

The function "evaluate" of type ;

Exp_^Occ—fEnv—yEval-cont
can be paraphrased by :

first compute the current value " r- value" of tde current expression using the
current state,

then define a new approximation of the final ansvrer (function "attach")
then modify the current state (function "update")
and at least apply the current continuation.

The function execute is modified in the définition of the conditional sta-

tement which uses the tunction joint.
The functions locate and run are not cnanged from the standard interpré¬

tation.

This non-standard semantic function :.s parameterized by tlie domains of pro¬

perties, of values of mput stream and by the basic functions defineo on the.se
domains.

Their spécification entirely defines a ctesired property associated with

expressions.



Table 4

DSL "SIMPLE properties"
DOMAINS

! SYNTACTIC VARIABLES "AND DOMAINS
I *********

prog
stm :

: Prog
Stn =

"begin" Stn "end"] ;
Stm+ ]
Id ":=" Exp ]
"if" Exp "then" Stm "fi"]
"if" Exp "then" Stm "else" Stm "fi"]
"while" Exp "do" Stm "end"]
"input" Id ]
"output" Exp Mode]
"resultis" Exp ]

mode : Mode = "int" / "bool" ;

exp : Exp = [ Exp Op Exp ]
/ ["valof" Stm "end"]
/ Id
/ [Num]
/ [Bool]

id

ident

num

b o o 1

op

Id = [Ident]
Ident = Q ;
Num = N ;
Bool - T ;

Op = "+" / / "or" / "and" / "=" /

!Sf.MANTIC VARIABLES AND DOMAINS
!&&&&&& & Vf **&55c&:fc;k3îc&*;fe5!c3!eî!c5!c£&&&&*&&

prop : Prop;
apsw : Answ = Occ -> Prop ; %
occ : Occ = îi* ;
env : Env = Eval-cont ;
exee-cont : Exec-cont = State -> Input* -> Answ;
value : Value = R-value / L-value ;
r-value : R-value ;
l-value : L-value = 'Exp ;
eval-cont : Eval-cont = Value -> Exec-cont;
state : State= Exp -> R-value ;
input :Input;

!Answers
lOccurrences

lEnvironments
ICommand continuations

lExpressions continuations
IStates

!Inputs



! TYPES OF SEMANTIC FUNCTIONS
I kkkkkkkkkkkkkkkkkkkkkkkkk-kk

run := Prog -> Exec-cont;
execute := Str.i -> Occ -> Env -> Exec-cont -> Exec-cont;
execute-list := Stni* -> Occ -> Env -> Exec-cont -> Exec-cont;
evaluate := Exp -> Occ -> Env -> Eval-cont -> Exec-cont;
locate := Id -> Occ -> Env ~> Eval-cont -> Exec-cout;
no-action := Exec-cont -> Exec-cont;
joint := <Exec-cont,Exec-cont> -> Exec-cont;
attach := <Occ,R-value> -> Exec-cont -> Exec-cont;
update := <Exp,State> -> Exec-cont -> Exec-cont;
content := L-value ->Eval-cont -> Exec-cont;
i;rong := Exec-cont;

[N

jAM prog.

!PRIMITIVES
!**********

,AM <

init-prop :(Prop),
read : (Ident -> Eval-cont -> Exec-cont),
compatible : ((Prop,Prop) -> Prop ),
prop-def: (R-value -> State -> Prop),
op-val : ((R-value,R-value,Op) -> R-value)

>.

FUNCTIONS DEFINITIONS
kkkkkk-kkk-k-k-k'k-k-k-kk-kk-k'k

LET init-answ : Answ = LAM occ. init-prop
ALSO init-state : State = LAM exp. ?
ALSO init-env : Env = LAM value, init-exec-cont
ALSO init-exec-cont : Exec-cont =

!Empty environment

LAM state.- LAM input*. init-answ INull continuation
.LSO init-occ : Occ = <>

.LSO wrong : Exec-cont = init-exec-cont
iInitial occurrences

DEF
!PROCRAM
I -kic#*&&&

run f'begin" 3tn "end"] : Exec-cont =

execute(stm)(init-occ)init-env;
init-exec-cont



WITH

! EXPRESSIONS
I A&&&***

evaluate (exp)(occ)env;eval-cont :Exec-cont =
CASE exp
/[ident] ->

content(ident) ;LAI1 r-value.
attach(occ,r-value);
update(exp,r-value);
eval-cont(r-value)

/[nun] ->
attach(occ,nun) ;

update (exp ,nutn) ;
eval-cont(num)

/ [bool] ->
attach(occ,bool);
update(exp,bool);
eval-cont(bool)

/[expl op exp2] ->
evaluate(exp1)(occ AUG l)env; LAM r-valuel.
evaluate(exp2)(occ AUC 2)env; LAM r-value2.
LET r-value=op-val(r-value1,r-value2,op)
IN attach(occ,r-value);

update(exp,r-value);
eval-cont(r-value)

/["valof" stm "end"] ->
LET env'=

LAM r-value.

attach(occ,r-value);
update(exp,r-value);
eval-cont(r-value)

IN exec.ute(stm) (occ AUG l)env';
wrong

ESAC

WITH

iAuxiliary functions for defining properties
;

attach(occ,r-value);exec-cont: Exec-cont =
LAM state. LAM input*.
LET answ=exec-cont(state)(input*)
ALSO prop = prop-def(r-value)(state)
in

answ\occ <- compatible(prop,answ(occ))
with

joint(exec-contl,exeç-cont2): Exec-cont =
LAM state. LAM input*.
LET answl = exec-contl(state)(input*)
LET answ2 = exec-cont2(state)(input*)
IN

LAM occ.

compatible(answl(occ),answ2(occ))
WITH

update(exp,r-value);exec-cont: Exec-cont =
LAM state.

LET state' = state\ exp <- r-value
IN exec-cont(state')

with

content(exp);eval-cont: Exec-cont =
LAM state.

LET r-value = state(exp)
IN eval-cont(r-value)(state)
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WITH

!IDENTIFIERS
i***********

.locate(id) (occ)env; eval-cont : Exec-cont =

LET [ident] = id IN
eval-cont(ident)

WITH

JSTATEMENTS
i*********

execute(stm)(occ)env;exec-cont :Exec-cont =
CASE stm

/ [s tm+] -> execute-list(stm+)(occ)env;
exec-cont

/["if" exp "then" stml "fi"] ->
evaluate(exp)(occ AUG l)env; LAM t.
joint (execute (stml ) (occ AIJC 2) (env) ;exec-cont,

exec-cont)

/["if" exp "then" stml "else" stm2 "fi"] ->
evaluate(exp)(occ AUG l)env; LAM t.
joint (execute(stml)(occ AUG 2)(env);exec-cont,

execute(stm2) (occ AIJG 3) (env) ;exec-cont)

/["while" exp "do" stm "end"] ->
PEF exec-cont'=
evaluate(exp)(occ AUG l)env; LAM t.
joint (execute(sfm)(occ AUG 2)(env);exec-cont',

exec-cont)
IN exec-cont'

/["input" id ] ->
locate(id)(occ AUG l)env; LAM ident-
read(ident);LAM r-value.
update(ident,r-value);
exec-cont

/["output" exp mode] ->
evaluate(exp)(occ AUG l)env; LAM r-value.
exec-cont

/[id exp] ->
locate(id)(occ AUG l)env; LAM ident.
evaluate(exp)(occ AUG 2)env; LAM r-value
update(ident,r-value);
exec-cont

/["resultis" exp] ->
LET eval-cont = env

IN évalua te(exp)(occ AUC l)(env);
eval-cont

ESAC
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MIT H

lauxiliary functions for statenents

execute-list(stm*)(occ)env;exec-cont :Exec-cont =
CASE stn*

/stnil PRE stm2* ->

execute(stml)(occ AUG l)env;
execute-list(stn2*)(occ AUG 2)env;
exec-cont

/<> -> exec-cont
ESAC

IN

run (prog) (init-state) : (Input* -> Answ)

END



6) CONGRUENCE BETWEEN USUAL INTERPRETATION AND DENOTATIONAL DEFINITION

OF PROPERTIES

To establish a connection between the usual semantics and the

non-standard one, we must define relations between the two sets of

functions. The properties associated with syntactic elements characterized
the behavior of semantic objects used in standard interprétation. These

objects can be states or continuations, depending of the properties
we are interesting xn.

6.1) Extension of the standard interprétation

We can explicitely express this behavior by introducing a "trace" of
the computations in the domain of answers. This trace is a list of pairs

<occ,object> ; and the extended domain of answers including the trace

is defined by Answ : <OCe,Object>

The functions which define this extended standard interprétation are

the usual semantic functions modified according to the following pattern :

semantic-funçtion (elem) (occ)(env) ; continue : Continuation =
LAM state.

LET object be the current^ semantic object
IN

*
LAM înput .

<occ,object> PRE continue(state)(input )

The write tunction is the identity on continuations.

6.2) Relations between domains

We express these relations by predicates defined from pairs :

<Non-s tandard-dornain, S tandard-d ornain >

into T'^where T' is a complété lattice having "and" as its join opération,
"true" as its least element and "false" as its other element.

Each predicate applied to <!,!> is made equal to "true".
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The exact nature of the predicates will be stated precisely in the

application.

Predicates are defined on the semantic functions : their définition

is of the form :

P-Elem (property-definition(elem),semantic-definition(elem)) =

(P-Env (env-1 ,env-2) and P-Cont (continue-1 ,continue-2))
P-Cont (property-definition(elem)(occ)(env-1);continue-l,

semantic-definition(elem)(occ)(env-2);continue-2)

The standard and non-standard interprétations are congruent if for
each syntactic domain Elem, the predicate P-Elem is true.

The proof of P-Eïem is by structural induction on the abstract

constructs which belongs to Elem.

6.3) Existence of the used predicates

For a more complex languages, including for example functions with
local déclarations, the predicates are on recursively defined domains.
In such cases their existence is not obvious; they can be constructed
as limit of predicates defined on retracts. R. Milne in [9] described
such techniques.

6.4) Application

We follow our study of a formai définition of properties associated
with expressions.

A property associated with an expression at the occurrence occ is
characterized by *

- the set of current states each time the control reaches this occurrence

or - the set of current values this expression can take at this occurrence.

Hence the semantic objects we are interested in are states or values

depending on the property we define.

(*) a—b dénotés : if a is true then b else false.
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As we are required to compare pairs of functions (one for each
définition scheme) which can be both called by the same name, we will,
in a systematic way, add the suffix -1 (respectively -2) to the names

belonging to the non-standard interprétations (respectively extended
standard one).

Thus let us assume the existence of the following predicate, defined
on the basic domains :

P-Prop := <Prop, Occ,State-2>> -4-T'
P-Value := </alue-l ,Value-2> ■* T'

P-Input := <Input-l,Input-2> -*• T'

Their exact nature will be stated precisely for each desired property
définition described in the^next chapter.

We define :

P-Answ : = <Answ-l,Answ-2> -»• T'

by
P-Answ (answ-1,answ-2) =

for any <occ,state-2> which belongs to answ-2
and {P-Pvop (answ-1(occ),<occ,state-2>)}

P-State := <State-l ,State-2> -y T' #

by
P-State (state-1,state-2) =

for any ident wich belongs to Ident
and {P~Value (state-1(ident),state-2(ident))}

We define :

P-Cont := <Continuation-l ,Continuation-2> ->■ T'

by
P-Cont (continue-1,continue-2) =

* • * (*)
(P-State (state-1,state-2) and P-Input (input-1,input-2)) —•-
• ut
P-Answ (continue-1(state-1 )(input-1 ),

continue-2(state-2)(input-2))



In the same way we define

P-Evat-aont := <Eval-cont-l ,Eval-cont-2> -*■ T'

by

P-Eval-aont (eval-cont-1,eval-cont-2) =

(P-Value (value-1,value-2) and P-State (state-1,state-2)
and P-Input (input-1 , input-2) )

P-Answ (eval-cont-1(value-1)(state-1)(input-1),
eval-cont-2(vâlue-2)(state-2)(input-2))

We use this predicate to define P-Env :

P-Env = P-Eval-oont

In this application we must prove that :

grogerty_j_ :

for ail exp exp belongs to Exp

P-Exp (evaluate-1(exp),evaluate-2(exp)) is true

where

P-Exp (evaluate-1(exp),evaluate-2(exp) =

(P-Env(env-1,env-2) and

P-EVal-aont(eval-cont-1, eval-cont-2) ) —»-

P-Cont (evaluate-1(exp)(occ)(env-1)(eval-cont-1),
v

evaluate-2(exp)(occ)(env-2)(eval-cont-2))

To be able to prove this property we express relations based on the
domains and functions which parameterize the function defined in table 4.
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relation_I :

(P-Va7Me(value'-l,value'-2) and P-7alue(value"-l,value"-2)) implies
P-Value (value-1 ,value-2)

where value = op-val (value', value", op)

relation_2 :

P-PropCprop, <occ,object>) implies P-Prop(prop', <occ,object>)
where prop' is any element of Prop which is compatible with prop

relation_3 :

(P-5tate(state-1,state-2) and P-Vatue(value-1,value-2)) implies

•P-Ppop(prop, <occ,object>)
where prop = prop-def (value-1)(state-1)

Some technical lemmata are needed to prove property 1.

Lemma^ :

P~Eoal-aont (eval-cont-1,eval-cont-2) implies

P-Cont(content(ident);eval-cont-l,content(ident);eval-cont-2)
Proof

P—State(state-1,state-2) is equal to "true" from the hypothesis.

P-VaÎMe(state-1(ident),state-2(ident)) is equal to "true" from the
defifinition of P-State. *

The resuit is obtained using the hypothesis and the définition of
the function content.

Lemma 2 :

(P-Value(value-1,value-^2) and P-Cont(continue-1,eval-cont-2(value-2))) implies
P-Cont(update(exp,value-1);continue-l,eval-cont-2(value-2))

Proof obvious

Lemma_3::

(.P-Va7ms(value-1,value-2) and P~Pont(continue-l,eval-cont-2(value-2)))imolies

P-Cont (3ttach(occ,value-1);continue-l,
LAM state.LAM input. <occ,object> PRE eval-cont-2(value-2) (state)

. . (inputT) )
(where object is used for value-2 or state-)2
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Proof

P-State (state-1 ,state-2) and P-input (input-1,input-2) are true from ttie
hypothesis.

Let answ-1 = continue-1(state-1) (input-1)
★

Let answ-2 = eval-cont-2(value-2)(state-2) (input-2)
Then PH4nsw(answ-l,answ-2) is true from its définition

Let answ'-l = answ-1 \occ compatible (answ-1 (occ) ,prop)
where prop = prop-def (value-1)(state-1)

The resuit is obtained using relation 2 and relation 3.

Lemma_4 :

(P-Cont (continue'-l,continue'-2) and P-Cont(continue"-l,continue"-2)) impliej
LET continue-2 = joint (continue'-2,continue"-2)
IN ( P-Cont (continue-1 ,continue-T) AND P-Cont (continue"-1,continue-2) )

the proof is obvious using the définition of P-Cont and relation 2.

Assuming the relations defined above are verified we can now prove

property 1.
The proof uses a structural induction on the domain Exp.

/ id—-

evaluate-1(id)(occ)(env-1);eval-cont-l : Exec-cont-1 =

content (id) ; LAM value-1.

attach (occ,value-1);

update (exp,value-1);
eval-cont-1 (value-1)

evaluate-2(id)(occ)(env-2);eval-cont-2 : Exec-cont-2 =

content (id) ; LAM value-2.

LAM state-2 . LAM input .

<occ,object> PRE eval-cont-2(value-2)

Using Lemma 1 the resuit is obtained if

(a) P-C<2ftt(attach(occ,value-l ) ;cont-l , cont-2) is true

where cont-1 = update(exp,value-1);
eval-cont-1(value-1)

cont-2 = LAM state-2.

<occ,obj'ect> PRE eval-cont-2 (value-2) (state-2)
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Using Lemma 3 (a) is proved if
(b) (P-Cont(cont-1,eval-cont-2(value-2) and P-Value(value-1,value-2)) is true.

From the hypothesis P-State(state-1,state-2) is true, hence we know
from the définition of the function content that P-Vatue (value-1,value-2)
is true

To prove (b) we have only to show that P-Cont(cont-1,eval-cont-2(value-2))
is true.

This is done using Lemma 2 and the hypothesis.

/ num, / bool
the proof uses same arguments as in the previous case.

/ "valof" stm

the resuit is obtained using a same reasoning as in the first case

and the induction hypothesis on P-Stm.

/ expl op exp2
evaluate-1(expl op exp2)(occ)(env-1);eval-cont-l : Exec-cont =

evaluate-1(expl)(occ AUG 1)(env-1) ; LAM value'-l.
evaluate-1(exp2)(occ AUG 2)(env-2) ; LAM value"-l.
LET value-1 = value-def (value'-1,value"-!,op)
IN attach (occ,value-1);

update (exp,value-1);
eval-cont-1 (value-1) 0

evaluate-2(expl op exp2)(occ)(env-2);eval-cont-2 : Exec-cont =

evaluate-2(expl)(occ AUG l)(env-2) ; LAMvalue'-2.

evaluate-2(exp2)(occ AUG 2)(env-2) ; LAM value"-2.
LET value-2 = value-def (value'-2,value"-2,op)
IN eval-cont-2 (value-2)

By hypothesis P-State(state-1,state-2) is true.

The induction hypothesis is :

P-Ifop(evaluate-1(exp),evaluate-2(exp)) = true.



Using the induction hypothesis, the resuit is obtained if we show that

(a) P-Eval-oont(eval-cont'-1,eval-cont'-2) is true

where eval-cont1 is the continuation of the function

evaluate-1(expl)(occ)(env-1) in evaluate-1(expl op exp2) and
eval-cont'-2 is the continuation of evaluate-2(expl)(occ)(env-2)
in evaluate-2(expl op exp2)
In other word (a) is true if

(b) [ (P-State(.state '-1, s tate ' -2) and P-Value (value '-1 ,value '-2))—»
P-Answ(answ'-1,answ'-2)] is true

where answ'-l = evaluate-1(exp2)(occAUG2)(env-1)(eval-cont"-l)(state'-1)
answ'-2 = evaluate-2(exp2)(occAUG2)(env-2)(eval-cont"-2)(state'-2)

By induction hypothesis

P-Pœp(evaluate-1 (exp2) , evaluate-2 (exp2) ) is true

Thus (b) is true if

(c) P-Eval~oont(eval-cont"-l ,eval-cont"-2) is true

where eval-cont"-l is the current continuation of

evaluate-1(exp2)(occAUG2)(env-1) in evaluate-1(expl op exp2)
and eval-cont"-2 is the symétrie current continuation in

evaluate-2(expl op exp2)

The predicate (c) is true if
(d) [(P-State(state"1,state"2) and P-Value(value"-l,value"-2))—

P-Answ(answ"-1,answ"-2)] is true

where answ"-l = eval-cont"-l (value"-l)
answ"-2 = eval-cont"-2 (value"-2)

Assume the left part of (d)
From relation 1 we know that P-Vatue(value-1,value-2) is true ; using

the same arguments as in the first case we can show that (d) is true ;

so if (d) is true the resuit is proved.

Property 2 :

P-Id(locate-1(id),locate-2(id)) is true.

Trivialy true from the définitions of locate-1 and locate-2.
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Progert£_3 :

P-Stm(execute-1(stm) ,execute-2(stm)) is true.

The proof uses a structural induction on the domain Stm and a

computational induction for the while loop. The resuit is easily obtain
using property 1, property 2 and lemma 4.

Property_4 :

P-Jnput(input-1,input-2) imnlies

P-Prog(run-1(prog),run-2(prog))

Proof

assume P-Input(input-1,input-2) is true.

P-Env(init-env-1,init-env-2) is true, thus it is enough to show that

P-Pont(execute-1(stm)(init-occ AUG 2)init-env-1;init-cont-1,

execute-2(stm)(init-occ AUG 2)init-env-2;init-cont-2) is true

Using Property 3, it is enough to show that

P-Pont(init-cont-1,init-cont-2) is true.

This is done using the définitions of P-Cont and initial continuation.

*
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7) SOME CLASSICAL DATA FLOW ANALYSES

In this chapter we give a denotational définition of some classical
data flow analysis which compute properties of expressions.

Each définition is obtained by stating the basic domains and functions
which parameterized the définition given in table 4.

For each application, basic predicates are defined and the relations
based on the domains and functions are proved. The cohérence between usual

interprétation and the denotation définition of the properties is shown

using property 4.



7.1) Constant propagation

An expression is a constant at an occurrence occ, if in any computation,
the value of this expression at occ is constant. The aim is to discover in

any program the occurrences of expressions which are known constants.

7.1.1) Basic_domains_and_functions

The domain of values is formed from the basic domain including integer
and boolean values plus the element "var". The domain of property is equal
to the domain of values. A state associâtes to each expression a value.

Thus if occ is the occurrence of an expression in a program prog,

answ is the resuit of this non-standard interprétation applied to prog :

answ(occ) = n if the expression at occ in prog is a constant and
its value is n.

answ(occ) = "var" if this expression has not a constant value
and

answ(occ) is undefined if this expression has never been
evaluated.

The semantic définition described in table 4 parameterized by the

domains and functions described in table 5, entirely defines this property.

The function prop-def is the identity on Value. The compatible function
defines the compatible opération on the flat domain :

Value : Num Bool "var"

1

The read function associâtes to an identifier the value "var".

7.1.2.) Définition_of_the_basic_predicates

In this application the semantic objects we consider are values.



We define

P-Value (value-1,value-2)

by

(value-1 EQ "var") or (value-1 EQ value-2)

P~Prop(prop, <occ,value-2>)

by

P-Value(orop,value-2)

P-Jnput(input-1,input?-2) is always true since input-1 equal "var"
and

P-Value(var,input-2) is true

7.1.3) Proof of the relations defined on the basic domains

relation_j_ :

(P-Value(value'-1,value'-2) and P-Value(value"-l,value"-2)) implies

P-Value(value-1,value-2)
where value-1 = op-val - 1 (value'-1,value"-l,op)

value-2 = op-val - 2 (value'-2,value"-2,op)

The proof is obvious and uses the définitions of the op-val functions
and the predicate P-Value.

relation_2 :

if P-P^op(prop,<occ,value-2>) is true then
for any prop' compatible with property

P-Prao(prop',<occ,value-2>) is true.

Proof ij

Let value-1 = prop and value'-1 = prop'.
We have to show that P-Value(value'-1,value-2) is true.

If value'-l is equal to value-1 then the resuit is true (hypothesis).
If value'-l is equal to "var" then the resuit is obtained using the

définition of P-Value.



relation 3 :

(P-State(state-1,state-2) and P-Value(value-1,value-2)) implies

P-Prop(prop,<occ,value-2>)
where prop = prop-def (value-1)(state-1)

The proof is obvious.

7.1.4) Çoherence_groblem

* *
In this application P-Input(input-1,input-2) is trivially true,

thus from property 4 we know that

P-Prog(run-\(prog),run-2(prog)) is true.



Table 5

DSL "constant-propagation"
DOMAINS

!SEMANTIC VARIABLES AND DOMAINS
{******************************

state : State = Exp -> R-value;
r-value :R-value = N / T /"var";
prop :Prop = R-value;
exec-cont:Exec-cont = State -> Input* -> Answ;
answ :Answ;
input :Input;
eval-cont:Eval-cont = R-value -> Exec-cont;

! TYPES OF FUNCTIONS

init-prop := Prop;
wrong := Exec-cont;
read := Ident -> Eval-cont -> Exec-cont;
compatible := <Prop,Prop> -> Prop;
prop-def := R-value -> State -> Prop;
op-val := <R-value,R-value,0p> -> R-value;

in
!description of functions
I ************************

LET init-prop : Prop = ?

ALSO read(ident);eval-cont: Exec-cont =

eval-cont("var")

ALSO compatible(propl,prop2) : Prop =
propl IS prop2 -> propl ,"var"

ALSO prop-def(r-value) (state): Prop =
r-value

also op-val(r-valuel,r-value2,op): R-value =
(r-valuel is "var") or (r-value2 is "var") -> "var",
case op
/"+" -V r-valuel plus r-value2
/"*" -> r-valuel mult r-value2
/"=" -> r-valuel eq r-value2
/"#" -> r-valuel ne r-value2
/"or" -> r-valuel or r-value2
/"and" -> r-valuel and r-value2
'esac

in <init-prop,read,compatible,prop-def,op-val>
end
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The calculation of an expression is redundant at an occurrence occ, if, in

every computation, its value has already been evaluated.

Example [8]

r := a + b ; ... r + x ; ... (a + b) + x ;

Assume that r, a, b and x are not modified.

The second occurrence of r is redundant as well as the second occurrence of

(a + b) and the expression (a + b) + x.

This application detects redundant calculations of expressions.

7.2.1) Domains and functions

The resuit of this non-standard interprétation applied to a program

associâtes with an occurrence occ of an expression exp the set of the

expressions of the program that have already been evaluated and have same

value at occ than exp.

This set is defined by a predicate from Exp to T' and thus
' Prop = Exp -*■ T '

Lec answ the resuit of this non-standard interprétation applied to

a program prog :

-if there is an exp' such that

answ(occ)(exp') is true than exp and exp' have same value at occ
m

and the calculation of exp is redundant.

-otherwise the calculation of exp at occ is not redundant.

The basic values of this interprétation are symbolic terms :

-to each constant we associate a symbolic constant identified
with the syntactic element
-to each read variable we associate a symbolic value (which is
différent for each reading). This symbolic value is identified to

a syntactic identifier and thus the domain of input values is
identified to Ident ie Input = Ident
-to each operator op we associate the symbolic operator "op" which
defines from symbolic terms "tj",'^" the term "tj op t2".

In fact this domain of symbolic terms is equal to the domain Exp
restricted to :

Cid]

/ [num]

/ [bool]

/ [expj op exp2]
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Thus a state associâtes to each expression a symbolic term :

State := Exp Exp.

This non-standard interprétation is enterely defined by the functions
described in table 4 parameterized by the basic domains and functions given
in table 6.

Comments on the basic functions.

- The read function associâtes to an identifier a symbolic
value taken from the input stream.

- The compatible opération defined on Prop is the logical operator
*and'(ie intersection of sets)

- The prop-def function builds the set of expressions which
have same value than its argument.

7.2.2) Définition of the basic predicates

« • Vf
With any element input-2 of Inpuf*2 ■ we can associate a valuation function

Vf V:
a from the symbolic input stream Input-1 to Input-2 defined by

Vf ^

v(input-1 PRE input -1) = input-2 PRE v(input -1)
Vf

thus if id belongs to input -1, v(id) is defined as above. We extend this
function to the terms in the following way :

v : Value-1 -*■ Vâlue-2

by
v(num) = num

v(bool) = bool

v(term 1 op term 2) = v(terml) op v(term2)

we define : \

P-Value(value-1,value-2)

by

v(value-1) = value-2

In this application the semantic objects considered are states.
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We define

P-Prop (prop, <t>cc, state-2>)
by
for any prog, for any exp", for any input-2

LET exp' = prog at occ

IN prop(expM) ^(value"-2 EQ value'-2)
where

QN*(value'-2)= evaluate-2(exp')(occ)(env-2)(LAM value.LAM state.QN(value))(state-2)
QN (value"-2)= evaluate-2(exp")(occ)(env-2)(LAM value.LAM state.QN(value))(state-2)

7.2.3) Proof of the relations defined on the basic domains

(P-Value(value'-1,value'-2) and P-Value(value"-l,value"-2)) implies

P-Value(value-1,value-2)
where value = op-val(value'.value",op)

The proof is obvious using the définition of the valuation function v, the
définition of P-Value and the définitions of the value-def functions.

Relation_2 :
if P-Prop(prop, <occ,state~2>) is true then

for any prop' such that prop and prop' are compatible :

P-Enop(prop', <occ,state-2>) is true

The proof is obvious since in this application the compatible opération is the

intersection (i.e. "and" opération on T') m

Lemma 8 :

for any input-2

P-State(state-1,state-2) implies
P-Value (state-1(exp),value-2)

where

QN(value-2)= evaluate-2(exp)(occ)(env)(LAM value.LAM state.QN(value))(state-2)(input-2}

The proof is done by structural induction on exp.

Relation_3 :
for any prog, for any occ occ e Occ(prog), for any input-2

{P-State(state-1,state-2) and P-Value(value-1,value-2)) implies

P-Prop(prop, <occ,state-2>)
where

prop = prop-def (value-1)(state-1)
Qn(value-2)= evaluate-2(prog at occ)(occ)(env)(LAM value.LAM state.QN(value))(state-2)

(input-2)'

* QN stands for the SIS function.LAM value.QUOTE(NUMBER(value))
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Proof

LET exp = prog at occ

From the définition of the function prop-def we know that for any exp' :

if prop(exp') = true then state-1(exp') = value-1
From Lemma 8 we know that

v(state-l(exp')) =value'-2
where

value'-2 = evaluate-2 (exp')(occ)(env)(LAM value.LAM state.QN(value))(state-2)

(input-2)

Using the définition of P-Value we can write

v(state-l(exp)) = value-2
hence

v(state-1(exp')) = value-2

v(value-l) = value-2

and value'-2 = value-2



Table 6

DSL "common subexpressions"
DOMAINS

1SEMANTIC VARIABLES AND DOMAINS
I &****&*&*&AA*******

r-value :R-value = Exp;
state : State = Exp -> R-value;
prop :Prop = Exp -> T;
exec-cont:Exec-cont = State -> Input* -> Answ;
answ :Answ;
eval-cont:Eval-cont = R-value -> Exec-cont;
input :Input = Q;

! TYPES OF FUNCTIONS
I **A***************

= Prop;
= Ident -> Eval-cont -> Exec-cont;
= <Prop,Prop> -> Prop;
= R-value -> State ->Prop;
= <R-value,R-value,0p> -> R-value;
= Exec-cont;

IN

'DESCRIPTION OF FUNCTIONS
I A***********:/?&***&&*&***

LET init-prop :Prop = LAM exp. FF

ALSO tead(ident);eval-cont: Exec-cont =
LAM state.

LAM'input*.
CASE input*
/inputl PRE input2* -> m

LET exp = [inputl]
IN eval-cont(exp)(state)(input2*)

/<> -> v/rong(state) (input*)
ESAC

ALSO compatible(prop1,prop2): Prop =
LAM exp.

propl(exp) AND prop2(exp)

ALSO prop-def(r-value)(state): Prop =
LAM exp.

state(exp) IS r-value -> TT,FF

init-prop
read

compatible
prop-def
op-val
wronc

ALSO op-val(r-valuel,r-value2,op ) : R-value -
CASE op
/"+" _> [r-valuei "+" r-value2]
/"*" _> [r-valuel "*" r-value2]
/"=» _> [r-valuel r-value2]
/"//" -> [r-valuel "//" r~value2]
/"or"-> [r-valuel "or" r-value2]
/"and" -> [r-valuel "and" r-value2]
ESAC

IN <init-prop, read, conpatible,prop-def, op-val5"
END
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7.3) Détermination of invariant expressions

An expression is invariant at the occurrence occ of a program prog if
its value remains constant each time the control reaches occ.

We want to détermine the expressions that are invariant in any usual

interprétation.
This property can be defined by an interprétation similar to the one

used for the constant propagation problem defined with a basic value domain
of symbolic terms.

7.3. 1 )

Thus the domain of values is equal to the domain of symbolic terms ie

Exp plus the element "var".
Value = Exp / "var".

A state associâtes with each expression a value.
If occ is an occurrence, answ is the resuit of this non-standard

interprétation :

answ(occ) = exp if the expression at occ is invariant and exp is its

answ(occ) = "var" if not

if answ(occ) is undefined then this expression has never been evaluated.

This interprétation is enterely defined by the table 4 and the table 7.

An input is identified with a syntactic identifier.

The read function associâtes with an identifier a symbolic value
taken from the input stream.

The compatible function defines the compatible opération on the flat

symbolic value.

domain :
Exp var

7.3.2) Definition_of_the_used_predicates

As in the precedent application, we build a valuation function v from
the symbolic and standard inputs.



- 51 -

Using this function we define :

P-Value(value-1,value-2) =

(v(value-1) EQ value-2) OR (value-1 EQ "var"))

In this application, semantic objects are values.

We define

P-Prop(prop,<occ,value-2>)
by.

P-Value(value-1,value-2)
where

value-1 = prop

P-Input is true from the définition of v.

7.3.3) Proof of the basic relations

relation_JL :

(P-Value(value*-1,value'-2) and P-Value (value"-l,value"-2)) implies
P-Value(value-1,value-2)

where

value = op-val (value* ,value" ,op)

The proof is obvious from the définition of v, P-Value and the functions
value-def.

relation 2 :

If P-Prop(prop, <occ,value-2>) is true then
for any prop' compatible with prop

P-Prop(prop*,<occ,value-2>) is true

The proof of this relation is the same as in the case of the constant

propagation problem.



relation_3 :

for any prog, for any occ such that occ e Occ(prog)
P-State(state-1,state-2) and P-Value(value-1,value-2)) implies

P-Pvop(prop,<occ,value-2>)
where

prop = prop-def (value-1,state-l)

The proof uses the définition of the function v and follows the same

reasoning as in the constant propagation problem.

7.3.3) Cohérence problem

As P-Input(input-1,input-2) is true, this problem is solved using
property 4. Hence

P-Pr>ogr(run-l (prog) ,run-2(prog)) is true.
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DSL "invariant expressions"
DOMAINS

!SEMANTIC VARIABLES AND DOMAINS
! je je je je je je je je je jejejeje je je je je je je je je je je je je je je je je je

state : State = Exp -> R-value;
r-value :R-value= Exp / "var";
prop :Prop = R-value;
exec-cont:Exec-cont= State -> Input* -> Answ;
answ :Answ;
input :Input = Q;
eval-cont:Eval-cont= R-value -> Exec-cont;

!TYPES OF FUNCTIONS
&*****&& je je je je je

init-prop := Prop;
read := Ident -> Eval-cont -> Exec-cont;
compatible := <Prop,Prop> -> Prop;
prop-def := R-value -> State -> Prop;
op-val := <R-value,R-value,0p> -> R-value;
wrong := Exec-cont;

[DEFINITIONS OF FUNCTIONS
I je je je je je je je je je je je je je je je je je jeje je je je je je

LET init-prop: Prop =?
ALSO read(ident);eval-cont: Exec-cont =

LAM state.

LAM input*.
CASE input*
/input1'PRE input2* ->

LET exp = [inputl]
IN eval-cont (exp ) (state) (inj^ut2*)

/<> -> wrong(state)(input*)
ESAC

ALSO compatible(propl,prop2): Prop =
propl IS prop2 -> prop1,["var"]

ALSO prop-def(r-value)(state): Prop =
r-value

ALSO op-val(r-value1,r-value2,op): R-value =
(r-valuel 1S ["var"]) OR (r-value2 IS ["var"]) -> ["var"],

CASE op
/"+" -> [r-valuel "+" r-value2]
/"*" _> [r-valuel "*" r-value2]
/"=" _> [r-valuel "=" r-value2]
/"//" _> [r-valuel "//" r-value2]
/"or" -> [r-valuel "or" r-value2]
/"and" -> [r-valuel "and" r-value2]
ESAC

IN

<init-prop, read,compatible,prop-def,op-val>
END
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