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COMPUTING INTEGRATED COSTS OF SEQUENCES OF OPERATIONS
WITH APPLICATION TO DICTIONARIES

Philippe Flajolet, Jean F rançon, Jean Vuillemin

Résumé :

Nous introduisons une notion de coût intégré des structures de dictionnaires. Ce coût est défini
comme le coût moyen d'une suite d'adjonctions, de suppressions et de consultations. Nous don¬
nons des expressions sous forme de fractions continues des séries génératrices et nous obtenons
une représentation intégrale explicite des coûts intégrés de trois implantations usuelles de la struc¬
ture de dictionnaire.

Abstract :

We introduce a notion of integrated cost of a dictionary, as average cost of sequences of search,
insert and deiete opérations. We express generating functions of these sequences in t.erms ofconti-
nued fractions ; from this we dérivé an explicit intégrai expression of integrated costs for three
common reprsentations of dictionaries.
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I - BACKGROUND

1.1) Data Organisations

A data organisation is a class of data structures, together with a (finite) collection of algorithms

manipulating such data. Various data organisations exist for representing :

- dictionaries where the basic opérations are

A for adjunction, i-e, insertion ;

S for suppression, i-e, deletion ;

Q for positive query, i-e successfull search ;

Q for négative query, i-e unsuccessfull search ;

- partitions where the basic opérations on a collection of disjoint sets are search and
union.

- priority queues, etc... .

For example, dictionaries can be represented by : Unsorted linear lists (ULL), Sorted linear
lists (SLL), Binary search trees (BST), (see [Knu. 73] for a description).

1.2) Cost of sequences of opérations

In comparing the cost (with respect to some measure like time, space, OS charge,...) of two data

organisations A and B representing a dictionary, we cannot merely compare the cost of individual opérations
on data of a given size : A may be better than B on some data, and conversely on others ; opération l may

be more efficient in A whereas opération 2 is more efficient in B.

* Centre de Calcul du CNRS, B.P. 20 CRO 67037 Strasbourg (France).
** Université de Paris-Sud, Informatique, Bâtiment 490 91405 Orsay (France).
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A rea&onable way to measure the efficiency of a data organisation is to consider sequences of opérations
on the structure ; the cost of each such sequence is the sum of the costs of individuel opérations. Given a

finite set of sequences of fixed length, we can define the maximal, minimal and average cost over the set

in an obvious way.

1.3) Previous work

This général problem has already generated interesting work pertaining to the cost of sequences of
opérations for partition structures, where both maximal cost ([Fis. 72], [A.,H.,U. 74], [Tar. 75]) and

average cost ([D.,R. 76], [Yao. 76], [K.,S. 77]) have been studied.
About dictionaries, the "Knott paradox" [Kno. 75] for binary search trees ([Knu. 73], [Hib. 62]) has

stimulated a général methodological reflexion by [Knu. 77] and a difficult mathematical analysis [J.,K. 78].

Interesting results about maximal cost have been obtained in [Sny. 77] under hypothèses very similar to ours

(see section 2) .

A more recent work [Fra. 78], motivated by combinatorial results of [F.,V. 78], has made général metho¬

dological proposais for defining the integrated cost of data organizations and has obtained explicit results
for spécifie dictionary représentations. The richness and interest of the structures studied by [Fra. 78] is
further uncovered by [Fia. 78] who provides an expression in terms of continued fraction for the generating
function of sequences of opérations, under very général hypothèses.

1.4) Contributions of this paper

In this paper, we build upon the work of [Fra. 78] and [Fia. 78]. Using continued fractions provides
général algebraic expressions of integrated costs for data organizations. We then specialize this général

expression to the case of dictionaries ; we show that in terms of generating functions, the passage from

unitary costs of opérations to integrated cost over sequences of opérations is expressed by a linear inté¬

gral transform.

As a showease, we make complété, à la Knuth ([Knu. 681) analyses of the integrated cost of dictionaries

represented by unsorted linear lists, sorted linear lists and binary search trees, under arbitrary sequences

of opérations A, S, Q and Q .

It is now clear that studying sequences of opérations on arbitrary data organisations raises rich and

interesting questions related to the fields of :

A) continued fractions, orthogonal polynomials, spécial functions ;

B) combinatorial study of permutations, trees, and plane paths ;

C) analysis of algorithms, définition of relevant complexity measures over sequences- -of
opérations.

A more complété attempt at discussing these issues is made by [F.,F.,V.,V. 79]. In the présent work,
we content ourselves with describing the aspects or the général theory which are relevant to Computing

integrated costs of dictionaries. It is nevertheless clear that the techniques introduced here have a

theoretical and practical interest that goes beyond that of completely analysing toy examples.

II) INTEGRATED COSTS OF DICTIONARIES

The set K of keys ( real , alphanumerical,...) manipulated by our dictionaries is assumed to be
infinité and totally ordered.

A sequence of opérations is a sequence of the form Oj (kj ) jC^kj) ; . .. »®n(kn) where n20, and, for each
!<i<n, k^ e K and CL e {A,S,Q ,Q }.

Informally, a légal sequence of opération is one where opérations A and Q are performed on keys which
are not yet in the structure, while S and Q+ must only be performed on keys in the structure.

The content of the structure (or file) at time (stage) i, l<i£n, is defined by :

1) Fq - 0 ;
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2) F.^, = F. if (k_. £ F. 0. = Q+)i+1 i v i
or (k^ 11 F

3) F. = F. u {k.} if (k. i Fî+l i i i

A) F = F.\k. if (k. e F
î+l i i i

5) * undefined in ail the other cases.

i

0. - Q );
0. - A) ;

0. - S);

The sequence is then légal if Fn+| is well defined by the above rules.
For example, (the keys being rational numbers) A(1.4);A(3.1);Q (1.7) ;A(0.5);Q+(3.1); S(0.5);Q+(0.5);S(3.1 );
S(0.5) is a légal sequence of opérations and the associated file contents are : 0, {1.4}, {1.4,3.1},
{1.4,3.1}, {0.5,1.4,3.1}, {0.5,1.4,3.1}, {0.5,3.1}, {0.5,3.1}, {0.5}, 0.

II.1) Historiés

If F c K is a finite set F » {kj ,. .. ,k } of keys, canonically niimbered 1 in increasing order
(according to the ordering on K), we define the rank rank (k,F) of a key k e K rn F by :

1) if k e F and k = k^ then rank(k,F) = i-1 .
2) if k l F and k.<-k<k. , then rank. (k,F) = i (with the convention that k <k<k .

11+1 0 p+1

To

for ail k e K).

each légal sequence L = 0|(kj);...;0 (k ) we associate a history which is a pair h = (S,V) where
S = 01jO^;...;0^ is the schéma of L and h, and V = rank(k^,Fq);...;rank(k^,F^ ^) ;.. . ;rank(kn>Fn_j) is the
valuation of L and h ; the integer n is the length of k. By convention there exists one (empty) history
of length 0.

— + +
The history associated with the légal sequence given above has schéma AAQ AQ SQ SS and

valuation 01 1021010.

We define the height h^ of a schéma 0jj...;0 at time (stage) i, 0<i<n by 1k = |F^| ; the valuation
V^;...;Vn associated to schéma 0j;...;0n is a sequence of integers such that OSV^, <pos(0^,h^_j ) where
pos(A,h) = pos(Q ,h) = h+1 and pos(S,h) = pos(Q+,h) = h are the number of possible outcomes of each

opération on a file of size h.
Historiés are thus combinatorial objects, and there are finitely many historiés of a given length.

Lemma 1 : The number of historiés with a given schéma 0j}02;...;0 is equal to pos (0^ ,h^_j ) •

For example, the set of historiés of lenth 2 contains 2 schémas Q Q , Q A, AS, AQ , AQ , AA corresponding
to the 8 historiés Q Q , Q A, AS, AQ , AQ , AQ+, AA, AA. .

0 0 0 0 00 00 01 00 00 01

We dénoté by : 1) H the set of historiés of length n, and of initial and final height h^ » h^ = 0 ;
our main interest lies in these historiés.

2) H, . the set of historiés of length n, of initial height h- = k and final
k, c, n
height h « Z.

n

Of course, H = H_ _ and we dénoté the cardinalities of these sets by H 83 IH I and H. 0 =1H, „ |.
n 0,0,n J n n k,-t,n k,-c,n

By inspection, we check that Hj - 1 , ~ 2 and = 6. By convention ^ £ q ™ ^k £"

The level crossing numbers N, represent, among ail historiés g = ^l'**^n in , the total number of
V ..,V n

indices i such that 0£i<n and h. » k. 1""' n
i

For example, N ~ = 16, N. „ = 8, N» . = 0 by inspection and we check the obvious relation
U)J 1 j J 4 ^ J

k "k'n

1.L/J. CAâlllU IC , O • w j 11 . q w | 11 » a v uy lLlwUCLLIUiL uliU WC L.UC LA L11C

ZC),J 1 , J 1^5N, = (n+1) H. „ . It is not difficult to prove the property N, - / H . . H, .- 0,0,n • v v v j kjn —j- o,k,i . k,0,n-i

We also introduce the other level crossing numbers
n for each opération () e {A,S,Q+,Q } as the

number of indices i such that 0<i<n, 1k = k and 0^ = 0 ; we thus have four types of numbers : NA^ NS^ ,
NQ+ and NQ . By inspection NQ =5, NA =5, NQ , = 2, Nq| . = 1, NS =5. Again we check thatn,n K.,n u, j u, j i , j i , j i ,j
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11.2) Integrated costs over H .

To each légal sequence of opérations Oj(k^ );...;0 (k ) and spécifie data organisation we associate a
cost which is the sum of the costs (supposed previously defined) of the specified sequence of algorithm on

the keys.

In this paper, we restrict attention to dictionaries for which this cost dépends solely upon the under-
lying history. If we call équivalent two légal sequences of opérations having the same history, we

require that the cost of executing two équivalent légal sequences of opérations in the same (see "équivalent
request sequences" in [Sny. 77]).

This is the case in a large class of dictionary représentations, including our three structures ULL,

SLL, BST and ail balanced tree représentations known to the authors. Such a resuit can be established in a

rather général setting under the following hypothesis :

Hypothesis I) excludes from considération dictionaries based on h-code or digital search that perform
arithmetics on the keys.

Hypothesis 2) excludes data organisation with some kind of garbage collection that may mark deleted
elements instead of actually retnoving them from the data structure.

Under these hypothesis, exécutions of équivalent légal sequences of opérations will in fact be isomor-
phic, in the strong sense that the same sequence of machine instructions will be executed (possibly mani-

pulating différent but order-isomorphic data).
For dictionary représentations that meet these requirements, our goal is to compute the integrated

cost K over H defined by K " cost(h), where cost(h) is defined as the cost of executing any of the
n n n h e Hn

légal opération sequences having h for history.

Comparing dictionary algorithms over the set of canonical historiés is the analogue of what we do when
we reduce the analysis of a sorting algorithm over an infinité set of keys to an analysis over the n!

permutations of {l,2,...,n}.

II.3) Expression of the integrated cost for stationary structures

Computing the integrated cost Kn terms out to be possible if one can replace in the cost of any
opération 0 e {A,S,Q ,Q } operating on a file of size k by a function CO^ depending on the integer k only.
Thus we have the formula :

We say that a data organisation is stationnary if this formula holds. It can be proved ([Fra. 78])
under randomness préservation hypothèses (essentially the (Io>Dq) hypothesis in [Knu. 77]) ; in this case,

The three structures ULL, SLL and BST are stationnary ; the only non trivial part in proving these
facts résides in Hibbard's theorem for deletion in BST ([Knu. 73], [Hib. 62], [Kno. 75]). Binomial lists

([Knu. 73] p. 169 in "On line Merge Set") are stationnary, but none of the known balanced-tree algorithms
has this property.

Using Knuth [73] as a source, we have collected in Tables 1 and 2 the average costs of opérations in
our three structures, measured in number of comparisons and MIX time.

1) Décision Tree Hypothesis (Hj) : The only way in which the data organisation can access the
keys is by performing comparisons between keys.

2) Oblivion Hypothesis (H: Only keys which are présent in the structure (i.e. have not been

deleted) can be compared.

the CO^ are the usual mean costs of opération 0 for the size k.
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ULL SLL BST ULL SLL BST

+

Q
k+1
2

k+1
2 2(1+1)' ^ - 3

(k>l)

+

Q 3k+4 3k+5 15 21 + il H
k "k

(k>l)

q" k
k+2
2 2(Hk+r1) q" 6k+4 3k+8 15 nk+i - 11

A 0
k+2
2 2<Hk+i"'> A 1 1 3k+19 15 \+. + 5

S k
k+1
2 2(1+1) Hk - 3

(k>l)

S 9k+1 7 4.5k+16.5 19 «k" 13.5
13 3
'-«k + k

(k>l )
Table 1

Average number of comparlsons per

opération on a file of size k.

Table 2

Average number of MIX time units per

opération on a file of size k.
1

. . 1,
(In these tables Hk dénotés the k-th harmonie number : = 1 + j +...+ ^) .

In section 5, we shall compute the integrated costs of these three structures.

III. CONTINUED FRACTIONS AND DICTIONARIES

In the last section, we have reduced the computation of integrated costs to the évaluation of certain
combinatorial sums in which appear the quantities H , H, „ , N, , etc... . In this section we express the

n k,£,n k,n r
generating functions relative to these quantities in terms of continued fractions. The resuit is not spéci¬
fie to dictionaries and applies to a wide class of data organisations including priority queues, linear
lists and stacks. It leads in each case to a particular class of orthogonal polynomials : the Laguerre,

Hermite, Mittag-Leff1er and Fibonacci polynomials ([Fia. 78]).

III.1) Historiés and Continued fractions

We consider schémas as defined in section 2 and we introduce an arbitrary possibility set ïï :

pos(A;k) = ; pos(Q+;k) = ; pos(Q ;k) = ; pos(S;k) = o^. We also let dénoté + tc^. Dictionaries
thus correspond to the particular case : = k+1 ; = 2k+l ; = k. The following resuit is from

[Fia. 78] :

Theorem F : (The Continued Fraction expansion theorem) :

Let h be thé nimber of historiés ending at zéro, relative to the possibility set n, and let
n

H(z) = 2 H^z be the oorresponding generating funation. Then-H(z) has the following continued fraction
1

n~0

expansion H(z)

1 -<Qz -
Viz

1 - ^
J z -

ala2Z

Proof (sketch). Define the alphabet X = {a^a^ In'^
P[h]

ijSj»...} where ok (u = a,q or s) dénotés
opération m on a file of size j. Let S dénoté the set of schémas represented by words over X having

height <h. The have the following regular expression descriptions :

q[°] r 1*S = (qQ) 5 [1] (q0 + a0 Sl) ; S
[2]

(qQ + a0(qi+a1(q2) s,)
and in général s'-*1"1"'-' is obtained by substituting (q, + a (q )*h n n+1 sk+j) for q^ in the expression of S

[h]

It follows from classical results in the theory of formai sériés in non-commuting variables, due to

Schutzenberger, that characteristic sériés can be obtained from set descriptions by replacing : Union

5



by sum ; catenation by product ; Kleene star by quasi-inverse. This is valid provided certain non-ambiguity
conditions are satisfied. These conditions do hold here and U3ing tbe notation X(E) for the characteristic

sériés of set E, we have : 1 i .X(o ) » . , u w ,, .-1'

aQ| , with - u(l-v) w.
1 " <in "0

1 - q, -i

1 - %

Similarly, with S = U SCh]. we have the continuée! fraction expansion :
h

X(5) !
1 - % -

1 - ql —±—

Historiés relative to the possibility set II can be similarly represented by words over the alphabet
Y = {w. with uj e {a,q,s} and i,j e N. Here dénotés the i-th possibility of opération oo on a file
of size j. With H^^the set of historiés of height <h, the expression of x(H^^) follows from that of
X(S[h]) by the formai substitution (i) ,

m. ■+• u. ' where 0<i5pos(m,j).
J i J

TU..„ *.U U _ I I ^ U ♦- Vi q -îrlorit-i f-*r « v ( as . — ■ i — .mp——w - i — i .. -i n

h" ' Ea^Zs1*
1 - (2-q^ - 0 10

r- Ea(i)
, . L,«' -

TL-a,
M

where index ranges are defined by the possibility set II. The theorem follows by replacing ail variables
of Y by the single variable z. □

These fractions are known as Jacobi-type fractions or J-fractions ; when ail the k.'s are zéro, they
are called Stieltjes-type continued fraction or S-fractions. (Cstie ; 1894])

With h'"^ the nuraber of historiés of height <h and H^^(z) the corresponding generating function,
n

we have :

ih] Ph^Z^
Proposition 2 : Historiés of height <h have a rational generating function given by H" (z) = „ /_N ,

1 \z)
where Ph and Qh are polynomials which satisfy the récurrences

P_,(z) = 0;Po(z) = I ; Ph(z) - (l-q^P^, (z) - a^, sh z2 P^z)
Q-i (z> - 1 ;Q0(z) ■ '-V ;Qh(z) = (,~V)Qh-i(z) - ah-i sh z2 Wz)

Hence degF^ =, degQ^_( = h for ail h.
The récurrence satisfied by the P and Q polynomials is the classical linear récurrence of denominators

and numerators of convergents of continued fractions. The polynomials P and Q that appear here also play
a rôle in the expression of generating functions of historiés starting at level k and finishing at level 1.

Proposition 3 : Let H, »(z) = Z— H, „ z11 ; we have :' k ,-c hïo k,-c,n

Vi(z)" (V.(Z) H(z) " px-i(z))
ct_a. .. .a tCr.a,,. . .a z0 1 <-1 1 2 k

where y = min(k,£) and X « max(k,£).
In particular this gives expressions for H (z) and H n(z)» namely :U | K K » U

Ho,k(z) 1 k (qk-i(z) H(z) " pk-i(z))' \,o(z) " 1 k «Wz) H(z) " pk-i(z))-
°la2---V a0al'"ak-lZ

6



From this we can détermine the generating functions of level crossings. For instance we have :

Vz) ! 2k H(z) - v.(z))2-
aoar,,01k-i0ia2-',0kz

III.3) Orthogonality

An alternative way of looking at the relations between the formai sériés H(z) and the polynomials Q^2)
which appear in the convergents is by means of orthogonality relations. Starting from the sequence of
numbers we define a scalar product over the set of polynomials by «x^lx''* » ^p+q' ^or ~ anc'
extend it by bilinearity to ail polynomials. A classical resuit states (cf. for instance [Wall. 48]) :

— — k+1 1
Proposition 4 : Let Q, (z) be the reoiproeal polynomial of Q, (z), i.e. Q, (z) = z Q, (—) ; the following

k j k k k z
orthogonality relations hold : lQjc_j(x)> = 0 for 0<£<k, and

<^lQk_,(x)> - VV..Vla1a2...ak.

In other word the form an orthogonal basis w.r.t. the scalar product canonically associated to the

sequence {H^}. The relation with historiés is expressed by :

Proposition 5 : The number of historiés finishing at level k and with length n is given by :

H_ . = ! <xn|Q . (x)>.
0,k,n k-1

At this stage this only appears as the resuit of a purely algebraic manipulation. However once the
measure with respect to which the are orthogonal has been determined (this is the celebrated moment

problem), it provides one possible way of Computing the k n an<^ rela':ec' quantities.

T11.4) Dictionaries

We now spécialisé these results to the case where the possibility set II corresponds to dictionaries :

pos(A;k) = k+1 ; pos(Q;k) = 2k+I ; pos(S;k) = k. Thus the generating sériés of dictionary historiés is
given in this case by : . 1H(z) = j-j

•1 - lz — jn
2 z

I - 3z - ^ 2
r 3 Z1 - 5z

This continued fraction was studied by Euler in connection with formai solutions to the differential
2

équation z H? + (z-l)H+l = 0. It can also be put under the équivalent form :

H(z) '
1 lz

,
. --S2.

with the sequence of coefficients (1,2,2,3,3,4,4,...) and as such appears as a limiting case of the con¬

tinued fraction of Gauss. From this can be derived the remarkably simple expression = ni. This resuit
has been first proved by Françon and Viennot ([F.& V. 78] ; [Fra. 78]) who constructed an explicit

bijection between historiés and permutations.
The convergents of Euler's fraction involve, as denominators, polynomials whose generating function

can be explicitely determined. Let

Q(s,t) = J Q._,(z) ,
the linear récurrence on the Qj's translates into a partial defferential équation on Q from which we
dérivé

=

TTtz exPife'

7



The Q polynomials thu» have a generating function Q(z,t) = ^k-l ^ ïïT e1ua^ t0 "fft" exP 7+"t '
from which follows the explicit expression :

Qk_i<z) =I(-Dk-j (k)^lxj.
The Q polynomials are related to the classical Laguerre polynomials.

IV. INTEGRATED COSTS : THE INTEGRAL FORMULA

Section 3 provides algebraic tools which we now use for Computing explicit expressions of the numbers

H„ , of dictionary historiés, and level crossing N,
0,k,n k,n

IV. 1) Counting historiés and level crossings

Proposition 5 provides the expression H » H = — «x" |Q _ (x)>- where the polynomials Q haveU | K | n R | U K • (Ci
the generating function : k

Q(*.t) - 4 Qk_, (X) JL. - 4 exp -g.
Let us compute the scalar product S « "*)(x, t) ! Q(x,v) > in two différent ways :

x

s = k^o \-i(x)lVi(x)> h- ■ ii

=

iu5 ^k-l (x^ '\-l (x)> k ! k ! = l-tv

— — 2
by the orthogonality relations (proposition 4) <Q^_ ^ f Qp_ j> 15 ^ p'^0 ' on ot^er hand,

^k-i(x)|xn> rr • • ïtt

, n ik v 1
= H t —r . —r , by proposition 5.k,n>0 0,k,n .. ,n+l n!' ' ' ( +v)

Identifying these expressipns, and making the change of variable -j-^- = z yields :
Y zn k

Proposition 6 : The generating function H(z,t) =
n H0 k n ïïT ' historiés has the expression

H(z,t) = and its coeficients are given by H , = n!(").1 z—z t u f ■«} n K

From this expression of H , we can compute level crossing numbers N by the formula (c)
\ u , k , n • • k,n

N « A-' H. . . . H thus obtaining : N. ~ n! 2—C.1) (n, 1) / (?), a formula of Françon [78]. Ink,n £ 0,k, 1 ✓ k,0,n-i 6 k,n £ k' k xi" _
order to dérivé an explicit expression of the generating function N(z,t) » ^— N, t^ „ 2 . v . ■ we*remind

k,n>0 k,n (n+1)!
the reader of a resuit, expressing the convolution theorem of Laplace transforms on formai power sériés :

Lemma C : Let A(x) = a —r and B(x) = b —rbe tnoo exponential sériés : the convolutionn£0 n n! n>0 n n!

V" n y n
k) = Arz. a and B(x) = f— b ^-rn£0 n n! n>0 n n!
\ \ n+1 /*x

C(x) = (A*B)(x) = /L. ( i— a..b .) ,x . , has the expression C(x) - / A(x-T)B(r)dT.n>U £ i n~a (n+1 ; !

Proof : We merely check term to term equality :
rx \ f t a b

C = / A(x-t)B(x)dx = l—n / (x-T)" T drJQ n,m>0 J0 n!m! t

- 21 f1 (-l)k (?) xn-kT™+k dn,m,k>0_/0 n!m! k t

Y" 3nbm n+m+l Y_ (-l /n\
n,m>0 n!m! ' k m+k+l k

8



using the wel.l known inversion formula for binomial coefficients

£<">" (n}
(m+n)(nnm) k m+k+1 k

"o,k(z) = "k,o(z) " —"

we get y— , . iB \ n+m+1

C = i—
„ a b — —T - (A*B)(x) □n,m>0 n m (n+m+1)!

Using formula (C) and this lemma, we can express the exponential generating function

V~ kzn+l * - k ~
=

kn>0 \ n 1 * (n+1) ! to H by : N(z»t) " k>ô L *Vk(z)*\,(/z) where» proposition 6,
rz

1—r ; substituting in the above expression yields N(z,t) = 1 y. r-y. r r-'
(l_z)k+1 ° JQ (1-x+t)(l-T)-tr(x-T)

Explicit intégration is obtained by decomposing the rational function of t in the integrand into simple
elements :

y k zn+i
Proposition 7 : The exoonential generating function for level crossings N(z,t) = Nk n c îî+TT ^as

X ^ T
the exoression N(z,t) » ltl 2X-z w^eve * = (~ïf +

IV.2) The intégral cost theorem

Let Cq,C| c^,..- be an arbitrary sequence of non négative real numbers, where c^ represents the
(average) unitary cost of opérations on a stationary data structure of size k>0. We let represent the

integrated cost of that structure, over the set Hof dictionary historiés of length n, starting and

finishing with the empty set.

Theorem I : (The intégral cost theorem).

y k .
For dictionaries, the generating function of unitary aosts c(u) - c^ u and the exponential

Ln+1K z ,., are related by the intégral formula :n>0 n (n+1)!

K(z) = y~ f C(U)dU ' T = (yy) .2"Z Jn /(l-u)(t-u) 2-2

k,0
(z) .

X— n+1 Y~
Proof : Starting from K(z) = ck*Nk n ) ; and using Leiiima C yields K(z) = ck k(z)*H!
By proposition 6, „e get K(z) = j£- j£ * ck (—^lïL-y.) (,_z_n) thus
K(z) = / C (t, wf . ) -r, rrr r • The theorem then follows from two quadratic changes of

JQ V (1-t,) (i-z+T)/ (1-x) (1-z+t)
variable. □

This theorem solves the theoretical problem of Computing integrated costs. With some additional effort,
we compute integrated costs for the spécial cases relevant to our analyses, namely :

. , „ , „(m) ,k^ k(k-l)...(k-m+1)
- polynomial costs : for maO, define C. = ( ) = ; ;x—t k vm' m!

. ,. „(inv) 1
- inverse costs : defme = yy ;
- harmonie costs : let C= 1 + y +. ..+ £■ .

The corresponding generating functions are

r.(m) , , Y~ (m) k u™ jC (u) = fes ck u = „ ,m+1 ' and(1-u)

9



_(pol), . ) (ra) k m 1C K (u,v) = *—r. c, u v = ;k,m>0 k 1-u-uv

„(inv). .. J~ 1 k 1 p 1c (u) "feo kïT-u -Û^-RT ;

C<H>(U) - L H/ - j- £n -1- .ksO k 1-u 1-u

Plugging these expressions into Theorem I, and using (fairly) elementary calculus leads to

Proposition 8 : Let \ K^' ^ and ^ be the exponential generating fonctions fin the sense of
Theorem I) of integrated costs,corresponding to unitary oosts C^ra\ c^po1^, C^nv^ and We have :

m+1
- K(m)(z) 1

/« , iv 2m /. «2m+1(2ra+l) (1-z)
10 2 2 '

- f*.vl = —— arctg where a = 1 - z - 2L_ or equivalently,
/va a 4

K v (z,v)

'(z.v) =K(pol) , , z
(l-x)x/l-x2

s in x where x =
4(l-z) '

- K(inv)(z) -!.(& JL)2 ;

- k(H)(z) = f^£n T-~r^ ■1-z 1-z 1-z

These expressions lead to reraarkably simple forms for the integrated costs of sequences of n opérations.
_ K _

Let us introduce the notation K = —p ; since the number of historiés H is precisely n!, K is the average
n "s n n

cost of a sequence of n opérations.

Proposition 9 : The integrated oosts are given by the expressions :

=

ç2m+ i ) I (n+1 ) (n-m) (n-m-l ) . . . (n-2m+l >
-(inv)_= 2n^l Hn n+2 n+1

k(h) = (n+1) h , - 2n-l.
n n+1

V - INTEGRATED COSTS FOR U1.L, SLL AND BST.

In order to explicitly compute integrated costs for our three structures, we use the relations :

NQ, = (k+1 )N ., NQ+ = k.N , NS = y-^-.N . . = NA, . and definek,n k,n-L k,n k,n-l k,n 2 k-1 ,n-l k+1 ,n
n-1-2k

C,_ = *"" (CAj^+CS j) + k CQ^ + (k+1) CQk> the level crossing costs, where the CO^ are given by

MIX time

"k 2

Tables 1 and 2.

ULL

sll

BST

M|±ii+ n-' (k+)) 18.5n - 14.5 + (4.5n - 27.5)k

1 + ^ (k+2) ^ (7.5k+40) - 1.5k2 - 24k + 8

- „ 5n+3 . n+1
2nHk+l " 2 + k+1 * "k+1

TW*. "8-5 + Èt "k+i ♦
- 4 k Hk+] + 12Hfc+ j - 33.5k - 24.5

Table 3. Level crossing costs
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Computing integrated costs then follows from Proposition 9 ; we have the additional problem of Compu¬

ting integrated costs relative to.unitary costs of the form ck = kl^ ; in this case, we can show that

Kn = Hn+, - 5"n( "+[3) • Putting ail this together yields Table 4, below.

ULL SLL BST

number of

comparison

MIX time

1 2 3n 7
10 n 10 15 12 4 6 2nHn - n + 0(log2n)
3 2 1 67 .1 3. _,1.
4* + ir1 + T + 0<ïï>

23 2 613 293 „.l.
45" +lô" + ^+0(ïï>

49 u 739 J-,1 2~n Hn+] - -fg-n+ 0(log n)

Table 4. Integrated costs

This table can be made complété so as to provide explicit expressions for the terms O(log n), but

computations get to be tedious (it might be time to let a computer do the work !).

Looking at Table 4 tells us that sorted lists are only marginally better than unsorted lists ;

binary search trees become more efficient as soon as n is of the order of 20.

VI - DIRECTIONS FOR FUTURE WORK

1) Continued fractions provide us with a powerful tool for Computing integrated costs work similar
to that done here for dictionaries should be carried out for other important data-organisations : queues,

stacks, priority queues, linear lists

2) Integrated costs should be computed for other relevant sets of historiés : historiés of length n,

of bounded height, historiés located in a plane rectangle ; a priori weighting of each opérations can also
be achieved (our history choice yields a posteriori weighting of -j - ■— for A and S, -g- - ^ for Q and
l + £for<f).

3) A tantalizing open question is Computing the integrated costs for structures (say balanced trees)
which are not stationary ; asymptotic analysis might be carried out, but it certainly appears to be a

challenging problem.

4) There are 'many interesting "sequence of opération analysis" problems for which the continued
fraction approach does not immediatly apply : keys drawn from a bounded set, under hypothesis Hl alone
or under various a priori probabilistic assumptions. Natural types of historiés should also be found for
hashing schemes, digital search trees, and, in a more général context for opérations (union, attribute
sélection,...) other than A,S and Q.

Much methodological work remains to be done here, but we are hopeful that continued fractions will

prove to be relevant in many of the questions raised.
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