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PROVING AND APPLYING PROGRAM TRANSFORMATIONS
EXPRESSED WITH SECOND-ORDER PATTERNS
Gérard Huet, Bernard Lang
IRIA/LABORIA

Résumé :

Nous proposons une technigue de transformations de programmesbaséesur la réécriture de schémas
de second ordre. Un algorithme de reconnaissance compléte est défini. On montre comment
valider formellement les transformations, en utilisant des méthodes de preuve basées sur une
sémantique dénotationnelle. La méthode est illustrée sur des exemples concernant la transforma-
tion de récursions en itérations.

Abstract :

We propose a program transformation technique based on rewriting second-order schemas. A com-
plete matching algorithm is given, and the correctness of the method is proved, using denotational
semantics. The method is illustrated with recursion removal examples.



Introduction

There is a huge gap between practical software certification tech-
niques and the theoreti%gl tools defined for formal proofs of programs. One
0

\

way to close this gap is“write interactive systems that will help the pro-

grammer to design, debug, run and wltimately validate his programs,

A desirable. feature of such a system is the ability to manipulate

programs into various forms, while preserving their meaning,

Such a "program massaging'" facility has been advocated hy many

people [3], (41, [71, [151, [243]. : .

As a systematic approach to high-level optimization fa programs, it is
the natural complement to structured programming development techniques,

which tend to sacrifice program efficiency to clarity and good organization.

One of the most promising techniquesis due to Darlington and Burstall,
Program transformations are defined as schematic rewriting svstems,
together with constraints on the instances of the schemas that must

be met in order for the transformation to be wvalid;

We shall here formalize this method, using a second order term lan-
guage to represent program schemas. Ve give a uniform matching algorithm to
apply the transformations to parts of a program. We show how one can formally
validate the transformations, using denotational semantics. Finally we discuss

the problems related to organizing a system of schematic transformations.



1. Inducing transformation templates fror program transformations

Let us first give an example of the schematic transformation method on
an example in recursion removal.

Let us suppose we are interested in replacing recursions bty iterations,
Over the integers, the problem has a well-known but trivial solution : every par-
tial recursive function may be cormputed with a flowchart using only three regis-—
ters., However we are not interested in such "Turing machine monster', and we
want to favor transformations hased on control structure equivalerces, as op-—
posed to data encodings. This is why we are more interested in transformations

expressed by schemes (programs computing over arbitrary interpretations).

On program schemes it is possihle to express the fact that recursion
is more powerful than iteration : Paterson and Hewitt [ 22 1 showed that the

following program scheme may not he computed by a flowchart
£(x) <= Zf p(x) then a(x) else h(f(h(x)), £(c(x))}.
(of course we do not allow storage stacks !),.
Actually, few recursion scheres are translatahble into iterations at the
schermatic level 251, T28 1.

Darlington and Burstall proposed in [ 3 ! to consider program transfor-
mations in the class of all the interpretations that satisfy some axioms concer-
ring the data ranipulated hyv the program.

For instance, consider the factorial program :
P : fact(x) <= 4fx = 0 then 1 else x * fact(x-1)

which computes fact(n) as : n * ((n=1) * (coe%(2 % (1x1))=e2)) Rearranging

this expression as :
(((eeefn * (n=1)) * eoe) % 2) % 1) % |
suggests using a different computation sequence, which corresponds tn the follo-

wing iterative preogram, written in ALCOL- like style :



P' : function fact(x) ;
2f x=0 then fact := 1 else
begin

fact := x

»e

while x # 0 do
begin

fact := fact * x ;

{[fact := fact * 1]
end

The equality of the two computation expressions above depends solely
on the associativity of the operator *, We.leep the useless statement at the
end of P', which corresponds to the last "1" in the second secuence, because

we do not want to use the additional property that 1 is a right identity for =,
Let us now "abstract" the corresponding schemas., We get

T f(x) <= If a(x) then b(x) else h(d(x), f(e(x))).
and : £t : funetion £(x) H
if a(x) then £':= b(x)else
begin
£) = d(x)
x 1= e(x)

while not a(x) do

we

begin
£lo= h(E,d(x)) ;

X 1= e(x)

end

£'e= h(ELh(x)) 3
end ’

Our conjecture at this point is that the two schemas compute the same



function, in every interpretation that satisfies the axiom :
X] : Vxlyz h(h(x,y),z) = h(X.h(y,Z))-

I1f the statement between brackets in P' had been suppressed, we would
get a more restrictive condition, i.e. we would have to add an axiom
Vxy a(y) o h(x,b(y)) = x, which is not relevant to the recursion removal and

would reduce the applicability of the transformation.

Let us call transformation template a triple such as <Z,Z',{XI}>.
There are now four problems to be solved :

1) How do we discover such templates ?

2) How do we validate them ?

3) How do we recognize a template is applicable to a giver program ?

4) How do we organize a system applying automatically such templates ?

Problem | may be considered as one of the basic problems of communica-
ting knowledge about programming. Although it is the focus of much research at
this time, surprisingly few different program transformations are
known., For instance, on the topic of recursion removal, Darlington's thesis 2
contaimsonly 10 templates, that we were actually able to generalize to only 6.
In the appendix, we list these and a few others..We have not attempted to list
all known recursion removal techniques ; in particular we have not considered
transformations requiring counters or stacks. Other recursion removal transfor-
mations that could be represented by templates may be found in [28,36,37,...].
Templates pertaining to more general transformations may be found in Loveman [15],
Gerhart [6] and Standish [23],

Our paper is mainly concerned with problems 2 and 3. We shall see in the
next section a uniform matching algorithm, complete over a wide class of schemas,
which answers problem 3, Then section 3 shows how to formally validate transfor-
mations templates, using program proving techniques based on denotational semantics.
It is our thesis that formal proof téchniques, although rightly criticized as being
difficult to apply to non-trivial programs, can be put to practical use for the
rigorous validation of program transformation systems. We have completely proved
all the templates presented in the'appendix and in the process discovered missing
assumptions in transformations given in [3]. For instance, we shall see in section 3

that in order to validate the template above, we need a supplementary axiom Xye



2, Matching programs to schemes

2.1, Examzle

Our problem here is to consider our program schemes as second-order patterns.
For instance, P above may be considered as an instance of the schema I, where
a,b,h,d and e are now treated as second-order variables. We have P = oX, with o

being the second-order substitution :

< Axex=0
< Axe1

+ AXye*X*y

[a T e B

<+ AX*X

e < Axex-1

Such second-order patterns are a powerful way of expressing a wide
class of programs. Let us give a few programs that are instances
of T :

~ program reversing a list

reverse(x) <= TfNull(x) then x else
Append(reverse(Cdr(¥)), Cons(Car(x),Nil))

using the substitution

a <« AxeNull(x)

b <« AxeNil

e < Ax+Cdr(x)

h « Axy-Aprend(y,x)

d <« Ax*Cons(Car(x),Nil)

- program computing if a number is perfect
perfect(y) <=y = f(y-1) where
f(y) <= tf x=1 then 1 else
Cf(x=1) + Zf Div(x,v) then x else 0.

Here the inner recursive function is an instance of ¥, using the

substitution ¢
< Axex=1

<+ Ax-e1

j= e ]

< ARy y+x

“~ Axex-1

o

“« Axe iffDiv(x,y) then x else 0 (note : v is free here):

[a N



For these examples, it is easy to checlk the associativity of the

function substituted to h, Note that, for the last example, the last

ment of the iterative translation oI’

2.2, A second-order term language.

is necessary.

state-

Since programs denote functions, it is natural to treat them as

second-order objects. Our formalism will therefore represeﬁt programs, and

schemas denoting families of programs, by terms in a second-order logic.

We assume first that our programming language is defined by an

abstract syntax. With every operator or construct of the larguage 1s asso-

ciated a typed operator of fixed arity. For instance, if we have the types

"variable", "expressiorn" and "instruction", the assignment operator would

have type (variable X expression - instruction).

a) Types

We assume there is a finite set T0 of elementarv types, and the set T

of types is the smallest superset of TO closed by the operation :

al,az,-'°,aneT & BeTO = (a1X02x---Xan+B)€T.

We define the order of type T recursively by :

- if 1€

T

0

0(t) =1

- if 1 = (u]xazx'-txan+8)

Notaticn
b) Terms .

1<ignl}+1,

0(t) = maX{O(ai)

if 1 = (alx---xan+8), (a>1) stands for (axalx---xanés).

The set T of terms is built as follows.

We first define
- C is
-V is
- CnV

|

the set of atoms A = Cul', where :

a

set of constant symhols

a set of variable symbols

P

every ¢ in A is given

a type T($)eT

- for every a in T, there is a denumerahle suhset

U of V of variables of type a.
o

The set of terms

. Atomic terms

If teA and T(t)eTn, then teT.

is built from :

+

(+)

Atoms of non-elementary type -are ruled out as terms for technical convenience
equivalert terms may he built through exnlicit abstraction. This permits us

to avoid n—conversion problems.,

>



o Applications

If ¢eA, and t],tz,--',tneT, with 1(¢) = (alxazxo--xan+8)
and T(ti) = a., then t = ¢(t1,“',tn)€T, with t(t) = B.

By convention, ¢(tl,"-,ti), with i<n, stands for

au, lo.oun-q)(tl’o--’t

., U, see . u ),
i+ 1?1+1°? ’"n

o Abstractions

If teT, with T(t)eTO, and ul,u2,--',uneU, then t' = Au_u ---un-teT,

172
with t(t'") = (T(ul)x---XT(un)*T(t))-

We note t = t' iff t and t' are identical up to a one-one renaming

of their hound variables (a-conversion).

Fxample :
Let TO = {B,I}. The program schema I given in section 1 could be

represented as the term :
AusY (Af x+C(a(x),b(x),h(d(x),f(e(x)))),u)
with C = {C,Y} (conditional and fixpoint operators)
V = {x,f,a,b,h,d,e}
and 1 (%) I, t(a) = (I*B),t(b) = 1(d) = 1(e) = 1(f) = (I-I),
T (h) (IxI+1), T(C) = (BxIxT+I),7t(Y) = (((I~D)xI>I)xI-+I).

(I stands for integers, B for booleans).

il

c) Type constraints

In order to restrict ourselves to second order terms, we assume
that the variable symbols in the set U have their types restricted to be :
- either in TO (first-order variables)

- or of the form (alx--oxan+8) with T(ai)ETO (function variahbles),

d) Substitutions

Let us first introduce a notation, If teT, X Xy, 0 0,X  are

n
first-order variables, and typ**e,t are terms in T such -that T(ti) =

we denote by t[xi/ti,ISiSn] the term t, in which every free occurrence of X

is replaced by ts. (As usual, a free occurrence of x is an occurrence which

is not inside the scope of some Asesxe++). It should be clear that t [e++] is

a term of the same type as t,

We define a substitution pair as a pair <¢,t> where ¢eV and teT,
in which t(t) = 1(¢). '

T(xi)eTO,

~1



A substitutior. ¢ is now defined as a finite set of suhstitution pairs,
pertaining to a set D(c) of distinct variables. For every tel, we define inducti-

vely oteT by

. if teA : if d<t,t'>ec thep ot = t', otherwise ot = t,
L if t = ¢(t1,-'-,tn) :

- if 3<¢,Axl-°'xn-t'>eo then ot = t'fxi\oti,lsiSnW
~ otherwise ot = ¢(0t1,°°',ctn).

. 1if ¢t

LN ) . ' = sse ] o '
Aul u et then ot Kul 2ot

(Ve ignore here a-conversion problems, and assume u, does not appear in g).

Examgle :
If ¢t

£(£(x))
{<x,A>,<f,AxG(x,X)>},

and o
then we compute ot inside out :
ox = A
of(x) = G(x,x) [x/21 = G(A,n)
ot = of (£(x)) = G(x,x) [x/G(A,A)] = G(G(A,A),G(A,A)).

2.3, Program constructs expressed hy second-order patterns

A program pattern is going to be a second-order term of the language T

defined in 2.2. Let us see some specific uses of this notation,

a) program composition

We can readily express '"hlack boxes" of a flowchart as functions
variahles cf the corresponding schera, and composition of these boxes cor-
responds to application. For instance, the pattern f(A(g(R)),C) where A,B
and C are constants,f and g are function variables, matches the program
while C do A(R) according to (among others) the substitution

{<f, uvewhile v do u>,<g, uru>}.

h) contexts

" a while

Tf we want to express as a pattern a condition such as
statemert containing in its body an assignment to variable x'", then the term

while p do f(x:=e) will not do. We want to restrict the terms substituted to



variable f to be of the form M>u-t, where t contains one and only one occur-
rence of u., We shall introduce a new kind of variahle, called a context
variable, and use square brackets rather than parentheses :

while p do f [x:=el]l. This expresses that variable f is restricted as indicated

above. The rotation generalizes immediately to contexts with several arguments.

c) scope restrictions

Block structure and scope restrictions can he expressed with the
corresponding variahle abstraction. For instance, we shall represent a system
of recursive equations of the form :

1 1
f](xl’...,xn]) = t,

e )
fp(xl""’xnp) <= 5

by the term :

1 1
Y(AE, eoef o<hx eoex ot ,n-,kxp---xp st _>), where Y and < > are two
1 P 1 n 1 1 n_p
constants of the appropriate type, deroting gespectively the fixpoint operator
and cartesian product Y and < > are generic constants, whose types are determined
by the context. In the following, we shall use also L and = as generic constants.

d) segment variables for lists and associative operators

Let us indicate briefly how the asséciativity of the cemposition of
monadic functions méy be used to model associativity of certain operators,
or to huild in lists.,

Given a type T, we can add a new elementary type ;, and a new constant
¢’ of type (txT»1). We now represent a list apstetsa of ohjects of type T as
the term of type (t>1) Ku-CT(a],CT(az,‘-~,CT(an,u)-~-)).

Note that appending lists is denoted by functional composition. We can
now represent the set of lists containing the constant A as the pattern
<ll---A---12>, where l] and 22 are (segment) variables of type (T>1). This
pattern is an abbreviation for the term :

Au°Zl(CT(A,ZZ(u))).
This pattern matches the list <A,A,B> in two ways
. \<Z],ku-u> (the empty list< >) »
1 <Zz,ku-CT(A,CT(B,u))> (the list <A,B>)

s {<Zl,Au'CT(A,u)> (the singleton list <A>)
2
<22,Xu-CT(B,u)> (the singleton list <R>),



e) Finally, program features such asarrays and data structures are
basically functional in nature, and indexing (respectively field accessing)
may be represented by function application., But the authors have not used so
far this idea for representirg transformations of programs manipulating struc-

tured data.

2.4, A complete matching algorithm for second-order terms

a) The match preorder <

Let t,t' be two terms of the same type. We say that t matches t',
and we note t<t', iff there exists a substitution ¢ such that t' = ot,

Let us define in the usual way the composition of two substitutions ¢
and ¢' :
6'0o0 = {<x,0"t>|xx,t>e0} u {<x,t>ec"|x¢D(0)}.

We can extend the preorder < to substitutions hv defining :

ose' iff dp o' = poo.

Properties of this preorder for various logical languages are given
in [ 81,

For t,t' terms of the same type, we define :

S is a complete set of minimal matches of <t,t'> iff :

a) Yoe$s t' = ot consistence
b) Vo' t' =0't = JoeS o<’ completeness
c) Vo,0'eS otc' = oto’ minimality

Example : Let t = f(x), t' = A. Then {01,02} is a complete set of minimal

matches of <t,t'>, with :

o {<f, \u-A>}

1
d2 = {<f, usu>,<x,A>}

Come other matches :

]

{<f,AuA>,<x,B>}
{<f,\usA>,<y,B>}.

93
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b) Matching trees

We shall now show how to construct a complete set S of minimal matches

of terms t and t'. The method is an adaptation to second-order of a unification



algorithm for type theory described in [ 9.

We define trees, called matching trees, whose nodes are finite sets
of pairs of terms <t,t'> of the same type, or the special tokens (:) for
success and (E) for failure.

We first define a procedure SIMPL(N)that simplifies a node N, by
recognizing common constant initial subterms :

SIMPL (N)

Loop
If N
If N

P then replace N by (:) and exit,
NU{<>\XI-ouxno(b(tl’.o-o’tp)’xx;--.xr'l.¢'(t".on’t;')>}
with  ¢eCu{x,,++*,x_} then :

1 n

i) if ¢' = ) if ¢eC
x! if ¢ = x,
i i

NeNu{<Ax)eeex_ot.,Ax]eeex! ti>]1<icp}

then

ii) otherwise replace N by CE) and exit,
Repeat

End of SIMPL,
Matching trees for <t,t'> are grown as follows,

1) The root node is Ny = SIMPL({<t,t'>}). We shall assume that NO is
such that all constants appearing in it are of a type of order at most 3, That
means that we authorize constants of order higher than 4 in t and t' only in a

common outer context, This will be the case for our schemas, where the fourth-

order constant Y appears only at the top-level.

2) Nodes (:) and (:) are leaves.

3) To grow the successors of node N, select in N an arbitrary pair :
<tl’t2>' The function MATCH<t1,t2> given below returns a finite set of sub-
stitution pairs Gys®*®y0k: For each of these pairs o;, BrOW ap arc labeled
with o, from N to its successor'SIMPL(diN). (If k=0, replace N by (E)).

Let us now define the algorithm MATCH :



MATCH<t ,t,>.

]
There are two cases, according to the order of the head variable

of t

1, Order 1 : t] = Xul---un-x T(X)€T0.

= LK I 2 . '
Let t2 = Avl v, t2. Then
- if one of the v's appear free ir t!, then ¥=0, no solutions

- otherwise k=1, return the unique solution <x,té>.

. - LI L] 1 e e 0 p
2, Order 2 : t] = Ku] Un f(t]a at])

It

t, Avl---vn-¢(tg,--~,tg).

Remark that ¢eCU{v1,'--,vn}.

Ve generate k<p+! solutions as follovs :

~

a) in the case ¢eC,one Zmitation : <f,Ax1---xD-¢(t1,---,tq)>

~

where ti 1s constructed as

by -_i - = s e
- if T(L2)€TO thenr ti = bi(Xl, ’XP)

o--’as—>8} thep ti = Aw]--.“]Sohi(xl’ano’xp",\v]’ooo’“ys)

1<j<s

- iET(e)) = (o,

with 1t(v.) = 0.
( J) ;

where the h;s are new distinct veriables of the appropriate type. Note that
. . i,

since ¢ is of order at most 3, ty is of order at rost 2, wvhence Gj€To, and

therefore the h;s are second-order variables.

h) all the projections <f,Ax]---xD-xj> that are type compatihle, i.e.
such that 1(f) = (ylx---xYp+6) with 5=Yj-
end of MATCE, *

Lemma : For all t ard t', the construction of a matching tree alwavs terminates.

Proof : Bv douhle incduction on A+w)', where

A R B I Ll
and X'= T{Itzl |<t],t2>eN},
<
with !Aul---un-¢(t],---,tp)’ =1 + fgﬁ ltil

lxl =1,



c)Correctness of the method
" Defirition :
Let MT be a matching tree constructed for t and t' as defined above,
We call set of solutions of MT the set S(MT), of all suhstitutions
0 = 0,00 _,0°**00, such that Oy30gs°**y0 label a branch of MT terminated in(S).

The domain of o is restricted to those variables apvearing free in t.

Theorem : For all t and t' terms of the same type built on variables of
order at most 2 and constants of order at most 3 (except possibly in a cormon
outer context), for all MT matching trees for t and t', S(MT) is a complete set

of minimal matches of t and t',

Proof : Given in Puet [8 1, where various examples of matching trees are giver.
Note that this proves the existence of such complete sets, which can

be shown to be unique up to an isomorphism,

Example : Let us go hack to our example template, where ¥ is represented by

the term :

t = AusY(Af x+C(a(x),b(x),h(d(x),f(e(x)))),u).

Suppose we are tr¥ing to recognize as an instance of I the '"reverse"

program, represented by the term :
t'" = AusY(A rev x+C(Null(x),Nil,Append(rev(Cdr(x)),Cons(Car(x),Nil)),u).

Any matching tree constructed for t and t' will give us three solutions :
PUT,PUT, and puo g where

o = {<a, usNull (u)>,<h,Au*Nil>,<e,Au*Cdr(u)>}

o, = {<h,\xy+Append (y,x)>,<d,AusCons(Car(u)}Nil)>}
and o, = {<h, \xy+Append(y,Cons(x,Ni1))>,<d,AuCar(u)>}
gy = {<h,AxyeAppend (y,Cons (Car (x}Nil))>,<d, usu>}

Of these, only puo, satisfies X] ; this is precisely the match

1
we considered in section 2.1.
Remarks :

In the algorithm above we have supposed that the second order variatles

were unrestricted., [OT instance if we suppose f to he a context variabhle,



then we accept o as a solution only if f = Axst, where x appears free in t
in just one occurrence,

The algorithm given here is general and rather efficient, However one
should formulate the schemas with care to as not to get redundant solutions,
for instance by using unnecessary compositions of free variables,

In certain special cases the algorithm can be speeded up. For instance,

in the case of monadic functions, it may he a good idea to first check length

conditions.

2.5, Applying transformation templates

Let <7,I2',X> by a transformation template, and let Plt1 bhe a prograb,which
containgt as a subterm, Ve say the template is applicable in F at t iff there
exists asubstitution o for the free variables of ¥ and 7' such that :

1) t = oF

2) ME oX i.e. axioms X instantiated by o are valid in the
prograrming language semantics M(we shall mal'e this more precise in the next
section). When these two conditions are met, we say we apply the template in P
at t by replacing in P the subterm t by the term or' : Plor'7,

Let V'(T) be the set of free variables appearing in I, same for V(&f'")
and V(X). We have of course V(X)cl/(Z)uU(s").
The general method for applying a template to a program part proceeds

as follows :
a) Apply the matching algorithm given in the previous section to terms L

and t, This gives a finite set of candidates of o. However such o's only fix

the values of the variables in I,

b) Complete ¢ to the variatles in V(X)=V(%)

c) Prove oX as explained in the next section.

d) If this succeeds, replace in the program t by ol'.

Ir simple examples of transformation templates such as our standard

example, step b is missing since V(X)cl/(F). However in more complicated examples

step b can be a bit tricky. This problem is in fact very similar to program

synthesis. Let us give ar example of the kind of difficulty iprvolved.



One of the templates given in the apperdix is the folloving :

1
1%

f(x) <= 1f a(x) then 1 else h(x,f(e(x)))

f'(x) &= g'(x,b) _
g' (x,v) &= if a(x) then y else g'(e(x),h' (y,x))

™~
No=
]

Vx h(x,h) = h'(h,x) .
X ¥xyz h(x,h'(y,z)) = h'(h(x,y),2)
¥x h(x,L) = 1 '

It is possible for instance to recognize as an instance of Ezthe
reverse program :

rev(x) <= iF Null(x) then Nil else Append(rev(Cdr(x)),Cons(Car(x),Nil)),

by using the match :

h' < Axye+Append(y,Cons(Car(x),Nil))
a <« Ax-Nuil(x)

b <« Nil

e < Ax+(Cdr(x)

But now one must find the match for h; (which does not appear in 22)
that will validate X2f0neway of doing that is to use 0X2 as match equations,
using our algorithm above. For instance, using the first axiom, one wants
to match Axeh'(Nil,x) with Ax+Append(Mil,Cons(Car(x),Nil)).Ore of the matches is

h' « Axy+Append(Nil,Coms(Car(y),x)).

Tt is now easy to prove the other axioms, krowing the recursive defini-
tion of Append

a) Append(Mil,x) = x

F) Append(Cons(x,y),z) = Cons(x,Append(y,z))
and the fact that Append is strict in its second argument.

A better way would be first to apply a) as a simplification on Xﬁ.l’ then
ratch R' ip X2.]bY: h' < xuveCons(Car(y),x), then validate X5 9 as an instance -
of h).

Ore can then rewrite &' in an iterative reverse program :

v rev(x) = revl (x,Nil) '
vhere revl (x,y) <= if Null(x) then y else revl(Cdr(x),Cons(Car(x),y)).



3, Proving transformation templates

3.1. Semantics of program schemes

In this section, we shall now regard a program pattern as a program
schema, denoting the family of programs obtained by fixing the interpreta-

tion of the atoms appearing in it.

Our general formalism to express the semantics of such program
schemas is usually ¥nown as denotional semantics (as opposed to operational
semantics, which descrihes the deductive aspects of the programming language
considered as a formal system). The foundations of this method were first
investigated by the Scott-Strachey groub. It is now generally recognized
that this type of semantic definition is the most rigorous framework in which
one can prove formally properties of programs (including termination). The
formal system known as LCF [197 (Logic for Computahle Functions) is an imple-
mentation of this method for typed languages, which is directly suitable for

our purpose. We shall here assume an underlying proof system similar to LCF,

Let T he the second-order term language over !/ and (, as defined in
section 2, in which we represent programs and schemas. An interpretation
domain D of T is determined hy a set of complete partial orders Pa, one for
each elementary type a in TO. For o = (alxazx---xan+8), we define Da as the
set of contirt« s functions in D xD  xeeexD D

a, a o
1 2 n
We then define an interpretation over D as a mappirg T A :Z{ Da

Bu

preserving types : I(¢)EDT(¢). The interpretation I is then extended to the

set T of terms as a morphism. For more details, see Milner [20].

A programming language over T is defined by a set M, (the models of
the language) of interpretations. We shall here assume that M is the set of

interpretations that satisfy a set of TLCF axioms.

In practice, these axioms express the meaning of the control structure

part of the programrming language, and things such as "

1, is the least element
of PQ”, and so on., If p is an LCF statement, then we use M= p to express the
fact that p is derivakle in LCF from the programming language axioms. For ins-—

tance ,M ¥ P] = P2 means that program schemes P1 and P2 are strongly equivalent



in any interpretation in the class M. For more information about comstructing

programming language axioms, see the excellent survey by Tennent [26].

Let <I,I',X> be a transformation template. We say this template is
valtd if M,X ¥ £=£' 1{i.e. iff in every interpretation in M that satisfies all

the axioms in X, I and I' denote the same function.

If a template is valid, then the correctness of program transforma-

tions obtained with it is easy to show :

Let P[t] be a program containing as a subterm a term t maching I :
t = 0%, with g such that M ¥ oX. Let M' = {Ioo|IeM}. We have M'cM, since the
programming language axioms are supposed to be closed, i.e. do not pertain to the
free variables in the templates. Thus M' ¥ X, and by validity of the template :
M'Ee E=12", i.e. ME o = oX'.

If we now assume that our semantic equivalence = is a congruence relatively to
the programming construct, i.e. if

MEt=1t">Plt] =P'], (%)
which is usually the case, then we may infer

M= Plt]l = P[t'], with t' = oL' ;

i.,e. our schematic transformation has preserved strong equivalence.

This finishes the formal justification of the method. Our plan now
is to prove valid every transformation template before adding it to our library
of schematic transformations. These proofs can be carried out mechanically, for
instance on the LCF system implemented in Edinburgh [33]. However, it should be
stressed that this is not a trivial task : these proofs can be fairly tedious,
depending on the peculiarities of the programming language. In the next section,
we shall show the complete proof of the validity of the template given in

section 1.

For the simplicity of the exposition, we shall not prove directly
the equivalence of I and I', since in order to do that we should axiomatize the
iterative constructs used in I', Rather, we shall prove the equivalence of I
and the recursive schema I" obtainded by applying McCarthy's transform on I'

171,
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3.2. A worked example

We now attempt to prove the validity of the template <z, M, X>

where :

Tor o f(x) <= Tfa(x) FThenm n(x) else h(d(x),f(e(x))).
and I" is the recursive schema obtained from the iterative I' given in

section 1 by application of McCarthy's transformation 171 :

AL {f”(x) & if a(x) then p(x) else g"(e(x),d(x))
g"(x,y)= of a(x) then h(y,b(x)) else g"(e(x),h(y,d(x)))

The set of axioms X contains the associativity axiom for h, as expected,
but also an axiom stating that h is : strict in its second argument :
Xa ! ¥x,v,z hix,h(y,2)) = h(h(x,y),2)

X, ¥x h(x,L) =1

X

(As noted before, 1 is a constant always interpreted as the least elerment of

the appropriate domain D).

We now prove that MX & I = ", assuming for M the usual fixpoint
semantics of recursive equations [16], Let us recall two properties that

will be needed in the proof :

(1) (parallel) computation induction rule

Let P be a proposition, ¢, be a variable of type oo Fi

term of type (Ti+Ti), 1 be the least element of type T and Yi be the fixpoint

= \f,et, be a
i i

operator of type ((Ti+¢i)+ri), for is<n.
We let : o, = {«f ,¢.>},0 = {<fi,ii>|isn},
{<f.,Y,(F.)>]isn}.
i?7 it i

OF = {<fi,citi>l1$n} and OY

i o

9%

For the conditions of validity of this rule (P nust be an admissible pro-

position) see [16]. In the following we use the rule with n=2, Recall that we

use L and Y as generic constants, whose types are determined by the context.

(2) The "if axiom" VoeA, ¥n, Visn Vt’tl"..’tn’ti of the appropriate

types t = 1 D'¢(t]’...’ti_]’L’ti+]’...’tn) = 1 }—
d(ty, eyt y» ©f t then t, else tlaty qaeresty) =
=7:f'tthen cb(...,ti’-..) else ¢(...’ti’...)“



Let

f = Y(F), where
F:=M xe 2f a(x) then b(x) elseh(d(x),f(e(x))),

confusing the variable f with the name of the smallest fixpoint Y(F).

Similarly g" = Y(G"), with

G" = xg" xye ifa(x) thenh(y,b(x)) elseg"(e(x),h(y,d(x)))

and we introduce a new function g = Y(G), with

Lemma 1 : V¥x,y

G =Xgx ye 2f a(x) then h(y,b(x)) else h(y,gle(x),d(x))).

h(x,f(®)) = g(y,x)

Proof : We use computation induction in parallel on f and g.

- base step : h(x,1) = L using Xy

- induction step :

Assuming the lermma true for ¢ and ¥, we prove it for F(¢) and G (¥).
h(x,F($)(¥)) = h(x, ©f aly) then b(y) else h(d(y),s(e(¥))))

1f a(y) then h(x,b(y)) else h(x,h(d(y),¢(e(y))))

using the "if axiom" and Xb

if a(y) then h(x,b(y)) else h(x,¥(e(y),d(y)))

using the induction hypothesis

G(¥) (y,x) . 0

Letma 2 : V¥x,y,z h(x,g(y,2)) = g"(y,h(x,2))

Proof : We use again computation induction on g and g"

~ base step : h(x,1) = 1L using X

bc

~ induction step : we assume the lemma true for ¢ and ¢".

h(x,G(¢) (y,2)) = h(x, 7f a(y) then h(z,b(y)) else h(z,¢(e(y),d(¥))))

if a(y) then h(x,h(z,h(y))) else h(x,h(z,é(e(y),d(y))))
using the "if axiom" and Xy .
if a(y) then h(h(x,2),h(y)) else h(h(x,2z),¢(e(y),d(¥)))"
using X, twice, :

2f a(y) then b(h(x,2),b(y)) else ¢"(e(y),h(h(x,2),d(y)))
using the induction hypothesis. '

G"(4") (y,h(x,2)). O
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Leima 3 :  Yk,y  g(x,y) = g"(x,y)

Proof : g(x,v)

If a(x) then h(y,b(x)) else h(y,g(e(x),d(x))
if a(x) then h(y,b(x)) else g"(e(x),h(y,d(x))
using lemma 2,

g"(x,y). 0O

Lemma 4 : Vx f(x) = f"(x)

Proof : f(x) = 2f a(x) then b(x) else h(d(x),f(e(x)))
= i1f a(x) then b(x) else g(e(x),d(x))
using lemma 1. '
= 1f a(x) then b(x) else g"(e(x),d(x))
using lemma 3.

= £"(x). 0

Remark : validity of Mc Carthy's transformation

We have now proven that TI=I", The validity of the template <Z,7',X>
will thus be established, provided Mc Carthy's transformation preserves strong
correctness., Unfortunately this is not quite the case, since we assumed for
our recursive equations a least fixpoint semantics, whereasthe usual proof of
the validity of Mc Carthy's transform [25] uses an operational semantics (in-—
nermost evaluation of recursive call) which may lead to functions less defined

than by using the least-fixpoint semantics.

For instance, consider the following interpretation :
h = Ax yoy
a(X) = false
a(e(X)) = true
dX) =1
then £(X) = b(eX)) = £"(X)

whereas £'(X) = 1 with f' computed by the iterative I' in section{.

for some value X

Thus, with the ahove method, we would only prove that Z'E}" =z,
and therefore I'LE. (Where [ is the "less defined than'" partial ordering). Ope
solution to this problem is to add new validity conditions, such as Vx d(x)¢1
in the above example, in order to preserve termination. Anotrer solutior would

be to define the semantics of iterative and recursive schemes so that McCarthy's



transformation is strongly correct. We shall not do it here for lack of space.
Some conditions on those semantics that guarantee strong correctness of the

transformation are investigated in [141.
This discussion emphasizes the necessity of presenting the semantic

definition of the language used, and the validation proof, together with

any proposed transformation template,

3.3, Finding and checking transformation templates

Fven for the simple transformation template validated in the previous
section, the proof is rather long. Furthermore, although simple enough to
prove, the intermediate lemmas are not always easy to find. Thus we have found
convenient to have some other techriques to check ("debug'") transformation
templates before attemptingto prove formally their validity. It appears from
our experience that these techniques might he developped to help discovering

new templates.

The first is the "fold-unfold" method described in [1 7, Let us apply

it tc check the template <I,s",X> ,

We have :

f(x) <= tfa(x) then b(x) else h(d(x), f(e(x)))
and we define ("eureka'!).:

g" (x,y) &= h(y,£(x))

So, hv uinfoldirg
g"(x,y) <=h(y,if a(x) then b(x) else h(d(x),f(e(x))))
=1if a(x)then h(y,b(x)) else h(y,h(d(x),f(e(x))))
by the "if axiom" and X,
<= 1if a(x) then h(y,b(x)) else h(h(y,d(x)),f(e(x)))
by axiom,Xa '
&=1f a(x) then h(y,b(x)) else g"(e(x),h(y,d(x)))
by folding.
We define :
f"(x) <=1if a(x) then b(x) else g"(e(x),d(x))
&=1if a(x) then h(x) else h(d(x),f(e(x)))
by unfolding of g"
<= f(x) by folding of f,
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Tf this checking is carried out with computer assistance, the mat-
chirg alporithr used to apply transformations to nrograms may be used here
to perform the fold operation,

Note that this type of program manipulation, possibly guided by an

analysis of the program [301, can be used to discover new transformationms.

Similar program manipulations (e.g. loop unraveling) are possibhle

for iterative languages.

The second method, best used with computer assistance, is to sym-
bolically evaluate the two program patterns of the transformation template.
Of course, equivalent arbitrary (but cdnsistent) assumptions or the walue
of boolean expressiors must he made for both patterns when conditionals are
ercountered. Then we can use the axjoms of the transformation template to

check the equivalence of the two symbolic expressions computed.

Applving this to our example, let us assume that for some integer n
(to he chosen) we have

Yi<n ael(x) = false and aen(x) = true

The term computed by 7 is then
E = h(d(x),h(de(x),+++ h(de™ (x),be”(x))+++))

while ' or Z" computes :
E'= h(h(ee+h(d(x),de(x))ee+,de”" (x)),he"(x))

It is easy to see that F and E' are equivalent, provided that h is

associative.

Apain it should be possihle to use this approach to guide the disco-
very of rew transformations, for example along the line outlined for factorial

in §1.

A close examinatiorof the terms computed syrholically by two program
schermes may give clues ahout the kind of induction necessaryv to prove their
equivalence, This approach is close to the theorer proving technicue used

by Boyer and Moore in [ 07,



We have presented here 3 various methods to check and ultimately formally
prove the validity of a transformation template <Z,I!X>. Applying such a template
in a program context P[ ] has been explained in 2.5. However we stress that the
validity of the transformation requires our semantics to be congruent with res-
pect to program contexts (condition (*) in 3.1). When this condition is not met,
context preconditions must be added to the templates. We shall not further develop

this idea in the present paper.

Let us now turn to the problem of organizing together a set of transfor-

ration templates.

4, Organizing transformation templates

4,1 Matching several templates simultaneously

Let us suppose that two templates <¥ Z{,X1> and <Z Xé,X2> are such

1’ 2’

that YI and 7, are similar. Tt may he a good idea to try to factorize the

common part of Sl and 22 into a term I, and to search first for occurrences
of Z.

This problem has a well-known solution in first-order logic : 7T 1is
the least generalisation (i.e. glb for the preorder <) of the terms Xl
and 22. Unfortunately, such a glh does not always exist in second-order logic,
even for monadic terms, as shown in [ 81, Ve would have therefore to content

ourselves with some lower bound of Zl and 27 (in general of a set of Z{s).

Another problem occurs when in a certain context two distinct transfor-
mations are available, leading to two different programs. Then either the
user of the system is asked to validate transformations one by one, and he

chooses the one is he prefers, or some preference ordering is used.

More generally, the application of a transformation at some point
may prevent some other transformation in an inside or-outside context. The

effect of a set of transformation terplates may therefore differ whether one

adopts an outside-in or ar inside-out search. These are well known problems

for rewriting svstems, In some cases it will be possible to prove nice pro-
perties of our sets of templates such as confluence (or Church-Rosser property).
Non-confluent systems may bte made confluent by trying to apply clesure algo-

rithms, along the lines of the ¥Fnuth-Rendix superposition algorithm. Although
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these problems have been well studied for first order logic [11,34], more

research is needed for second-order logic.

Finally, let us indicate that the application of transformation
templates may be considerably speeded up if one supplies heuristics to the sys-
tem concerning plausible rules to try when one rule has succeeded. This has

been suggested in particular by Loveman [157,

We shall in the next section deal with the problems of ac .ng a new
template to a set of templates, and checking whether a template suhsumes

another one.

4.2, Template subsumption

a) Extension of the match preorder to templates

Let Ti = <Zi,Zi,Xi> with i=1,2 be two transformation templates.

We say that Tl subsumes T2, and note T]sT2 iff there exists a suhs-
titution o such that :

i) 22 = oXl

ii) Zé = 02{

iii) M E X2 > OX]

We will note Tl s T2, when we desire to specify o.

The match relation "<" is now also a preorder on the set of templates.

Let t be a term and Ti a transformation template we note Ti(t) the
set of terms that may be obhtained by applyirg Ti to t. There may be more than

one translation when the first pattern of Ti matches t in more than one way.

b) Proposition
Let Ti = <Zi,2i,Xi> with i=1,2 be two templates and t he a term :

T]st implies Tz(t) E.T](t)

Proof

Let T be a substitution such that T]-% T, (there may be more than one).

£

Let t' be in T,(t). There is a substitution @, such that

2
t =o,
t' = g,

2

M &0



Define ¢

1 = 0201 3 sSince T] % T

, We have also t=o0 Fl

Let M

{IOOZIIEM}

M' X2, but since M'cM (see §3.1)

M' & XZDTXI
so M'E TXI, ie. Mg (o,0T)X, or Meo, X,

Therefore t'eTI(t). O

c) Application to template librarv organization

We can apply the proposition above to the cleaning-up of a template
library. If the library contains T, and T2 such that TISTZ, we can eliminate

T2 because it does not add any extra transformational power.

Such redundancy is easily detected in prattice by applying to T2, and
with the library minus T?, the same matching algorithm that we use to trans-

form programs.,

In fact, since transformations can often be composed (i.e. applied
in succession), wé can detect with this method the subsumption of a transfor-

mation by the composition of some others.

As an example, we will establish that the template T3 3
is redundant with another one TI 2 (the indexes refers to the template

organization in 2n.

Ti.o = <Iy,pofy g0% g7 vhere
21.2 1 £(x) &=1f a(x) then b else h(d(x),f(e(x)))
Ei.Z ¢ function f£(x)

begin

f:=b ;

while not a(x) do
begin
f:=h(d(x),f)

x:=e(x) 3

-e

end ;

end



X c (X ¢ Wx,v,z h(x,h(v,2)) = h(y,h(x,2))
X1.2,b : Wx h(x,1) =1
= 1
and T3,3 7 <3373 3:%5 5>
I : f(x)&=if a(x) then h else h(£(d(x)),f(d(x)))

X

where

3.3
25.3 : function f(x) ;
begin
fi:=b ;
while not a(x) do
begin
fr= h(f,f) ;
x:= d(x) 3
end ;
end
X303 1155, RACTER

We leave it to the reader to show that the substitution o below is suct

that T, , £ T3 4

o = {<h,Auveh(v,v)>,<e, usd (u)>}"

Therefore, T can he removed from the template library. In fact, four

3.3
templates out of the ten presented in [21 can be removed in the same way.
Weshould however emphasize that it is only bhecause our matching is
complete that we can elirinate redundant termplates., Going badk to the proof
of the underlving proposition b), we see that it is only the completeness of
the matching algorithm thatcuarantees that, if it firds the match t = 0022,

it can also find the match t = (0,01)7,.

d) Application to terplate simplification

‘Let us consider again the template T2 = <X2,F5,X2> mentioned in 2.5,

Actually, the template that was originally discovered was the slightly more
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~ ~ ~

complicated T2 = <22,Xé,X2> where

T, t £(E=Lf ax) then b else h(d(x),f(e(x)))

Eé ' (%) <=1g'(x,b)
g' (x,7)E=If u(x) then b else g'(e(x),h'(y,d(x)))

)

22 %58 : Yx h(x,b) = h'(b,x)
2.b : Vx,y’z h(xsh'(le)) = h'(h(x’y)’z)
2, Vx h(x,1) = 1

>y >

~

The reader can easily check that T, < T, and T <T
205 2 27T

2
wvhere o = {<h,Axy*h(d(x),y)> ,<h',rxy+h'(x,d(y)>}

{<d,Axex>}.

and T

The two templates T, and T2 heing equivalent as to their effect, we
should choose on some other criterion the one we will keep. This criterion

will be simplicity of application.

Let us try to apply T2 and T, to the same program defining the list

2
reversal function :

rev(x)&=<f Null(x) then Nil else Append(rev(Cdr(x)),Cons(Car(x),Nil)).

A match with %, gives the unique substitution

o = {<a,Ax*Null(x)>,<b,Nil>,<e, Ax+Cdr(x)>,
<h,Axy+*Append(y,Cons(Car (x),Nil))>}

which will eventually lead to a transformation (see 2.5).

A match with 22 gives three solutions (see 2.4)

TUT, ,TUT

| 9 and TUuT where

3

T = {<a,Ax*Null(x)>,<b,Nil>,<e,Ax-Cdr(x)>}

T, = {<h, \xy+Append(y,x)>,<d, Ax+Cons(Car(x),Nil)>}
Ty= {<h,Xxy°Append(y,Cons(x,Ni]))>,<d,xx-Car(x)>}
Ty= {<h,%xy°Append(y;Cons(Car(x),Nil))>,<d,kx-x§}

~ .
All three matches satisfy X2, with a proper choice of h', and thus

lead to a solution.

~

Since TZ < TZ' the solution has to bte the same unique one given by T2

for all three matches of T2.
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Without going into details, we can note that the matching algorithm
will have more computation to perform to find 3 substitutions instead of one.

Furthermore, if our transformation algorithm tries all possible transforma-

~

tions rather than stopping after the first success, T2 will cavae it to do
three times as much work as T2, for the same résult.

In short, the (apparently) increased degree of freedom brought in
the template by the extra free variable d will cause greater non determinism
(more choices), thus more inefficiency, in the computations without giving

better results.

Giver two equivalent templates, it seems to he a good rule to keep
in the template library the one having the smallest number of free variables,

e.g. T2 in our example.

It is worth noting that this situation arises fairly often since one
way of generalizing an already validated template is by trying to introduce

new free variables without increasing (too much) the axiomatic constraints.

4.3, Focusing on interesting parts of a program

In general, one will want to use program transformations in order

to achieve specific goals, such as optimization of computing time.

A system for applying program transformations should therefore as-
sociate with the templates some indication on their effects on various cost
parameters. It is also desirable to analyse the program under consideration to
identify the critical parameters associated with a given program context., The
system will then try to apply the templates that improve those parameters. For
instance, it will try time-saving transformations to innermost loops, and

space saving ones to the least used program segments.

We shall not deal with this kind of problems here, and we refer the

interested reader to [127,[21],1291,



5., More general program transformations

It is possible to generalize the program transformation method presented
above in several ways. First, it may be possible to enrich the schema lan-
guage, and still have a complete match algorithm. However, it is known for
instance, that it is not possible to find a complete finite set of matches.

for arbitrary third-order terms [8].

Another interesting extension would be to use information given in the
axioms to help the match algorithm., For instance, if we know that some ope-
rator is associative, we know how to do the match modulo associativity of
this operator. Some specialized match‘algoritbmé exist already in pattern-

matching oriented programming languages for artificial intelligence [311], [32],

More genefally, one may imagine specialized match algorithms that reco-
gnize specific families of program constructs. This is the approach we are
currently investigating in the MENTOR project at IRIA, The idea is to use as
a programming language the command lansuage of a structured editor 57, and
to write specialized programs to match complex schemes, and in case of suc-
cess to effect the corresponding transformation. For instance, we implemented
with this technique the recursion removal technique that consists in remo=-
ving terminal recursions (i.e. cdoing the inverse of McCarthy's transformation).
As an illustration, we show the effect of this transformation on a (real)

Pascal program :
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The symbols are standard abbreviation signs in our syster (the

full procedure would be two papes long). After the transformation is performed

here is the resulting program :
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ECSAVE CF 2173
Frp=F22s
i_;l..lt.«..l 13
end =CAS 255

3 begin

n

if F31=nil then # else #3
if F22inil then #3
i Fa3#nil Lthen #i
PUTCSAUYEFTLE»S
SONVECT D s
FECSAVECFRLS
BECSAYECFIR 25
Fra=fFa33s

gqoto 13
Cend nNOAS En

-\,,-.

ol HARTT
and HWITHY
end HF”HjLHi
encd XEECHAMUN
This technique is very general and more powerful than schematic rewri-
t“ng, We believe that it may be used for instance to implement Cohen's recur-
sion removal transformations [39]. HNowever the formal proof of correctness of
such transformations is a much harder problem than correctness of schematic

rewritings.



Conclusgion

We have presented in this paper a program transformation techrnique
. . . nd
based on rewriting program schemas vritter in a 2 order term Janguage.
'e have given a complete matching algorithr for this languape and have
shown how to formally validate such transformations, using denotational

semantics.

This tecknique can bhe completely autorated, and made part of the

' that are now under development

"nrogram massagers' or "assistant prograrrers’
ir various places [37, [157, [247. The MENTNR project at TRTA [10] is part
of this effort. These svsters, in vhich Inouledge about programmirg is or-
garized in various wavs, seerm to bhe among the most promising applications of

artificial intelligence techniques.



AEEendix

A library of recursion removal templates

We now present a small library of recursion removal templates.
However, to keep them short we have expressed the second patteins of
those templates as recursive equations with only "tail-recursion", i.e.
readily transformable into iterative patterns by a straightforward ap-

plication of the reverse Mc Carthy transformation (see [177 ).

All these templates have Peen proved valid, but hecause of space

limitations the proofs will bhe published later [l3 1, Proof of weak correct-

ness for some of these templates may be found in [35].

These patterns have varied origins. Some were taken in [ 27, and
sometimes generalized. Some were ohtained by abstracting patterns from
examples of known equivalert programs. Some were useful intermediary steps

appearing in the validation proof of other templates.

- = o !
T1 <?1,L1X]> where

T £(x) &= 1f a(x) then h(x) 2lse h(d(x),f(e(x)))

m =‘f'<><> &= if a(x)then b(x)else g'(e(x),d(x))

g' (x,y) <= if a(x) then h(y,b(x)) else g'(e(x),h' (y,d(x)))
X, s Vx,y,z h(x,h(y,z)) = h(h'(x,v),2)

Vx h(x,L) = L

-T, = <22,Zé,X2> where

T f(x) &= if a(x) thenth else h(x,f(e(x)))

2
‘Zé ET (%) &= g'(x,h)
plix,v) &= fa(x)th v elsep'(e(x),h' (v,x))

XYoo Wx h(x,b) = h'(b,x)
Vx,y,z h(x,h'(v,2)) = h'(h(x,v),z)
Vx h(x,1) = L

33



34

- T3 = <Z3,Z§,X3> where
Tyt EX) &= 7fx=a then b else h(x,f(e(x)))
I3 :{f'«(X) &= g"(a,b,x)

g' (x,y,2) <= 1f x=2z theny clse g'(e' (x),h(e'(x),y)2)

X5 :‘Vx e'(e(x) = x Aele'(x) = x
Vx h(x,1) =1

- T4 = <X4, 4’X4> where
T, f(x) <=1f a(x) then b else h(f(d(d(x))),f(d(x))).
(the "Fibonacci scheme')

f'(x) <=g'(x,b,b)

g(x,y,2)<=1f a(x) then y else g(d(x),h(z,y),vy)

X4 : \Vx(Wa(x)Aa(d(x)))na(d(d(x))\

Vx hi(x,1) =
- TS = %’y%’XS where

. f(x,y) <=1f a(x) then h(x,y) else h(y,f(c(x),d(x)))
IL o £'(x,y)<=1f a(x) then h(x,y) 2lse £'(c(x),h'(y,d(x)))

X & [Vx,y,2z h(x,h(y,2)) = h(h'(x,¥),2)
Vx,y,z h(X,b(Ysz)) = b(.\’:h'(x,z))
vx h(x,1) =

- T6 = <7 Yé,XF> where

I, F(x,y)&=1F a(x) thcn b (x,v) «i8¢ h(x,f(e(x),y))
Xé dOEN(x,y)E=0f a(x) then b(x,v) “lse £'(e(x),h'(x,y))

X i[ Vx,v,2 hix,h(y,2z)) = hiy,hix,z))

Vx,y,z h(X,h(y,Z)) = b(Y-’h'(X’Z))
Vx h(x,1) = 1

)

(+) It is also possible to replace this axiom with the corresponding one for h'.
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