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Abstract: We introduce a space-time metric-based approach for the best set of spatial meshes Mopt(t)
combined with the best set time step τopt(t) of space-time complexity Nst for the calculation of transient
flows with implicit time advancing. Both types of error estimate, feature-based and goal-oriented, are
considered for the compressible RANS equations. The case of a mesh which is adapted at each time
step, and the case where the mesh is constant during a time subinterval of the whole simulation are
theoretically analyzed. These space-time error estimates are then considered inside a Global Transient
Fixed Point mesh adaptation algorithm. Applications to flow with vortex shedding past a cylinder are
then described.
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1 Introduction

In the context of CFD calculations, the mesh generation for accurate and robust numerical simulations of
Reynolds-Averaged Navier-Stokes (RANS) equations is a time-consuming task. This results from the fact
that meshes are traditionally considered as an input to the simulation pipeline. The common practices
require a manual refinement of the computational domain and an adjustement of the timestep length
both based on the a priori knowledge of the solution. This means that mesh generation and timestep
length choice mainly rely on the experience and intuition of a skilled engineer to predict the flow and
to adapt the discretization to the flow. It is evident that this operation can be manually accomplished
only for simple geometries or academic flows where the solution is known. Whilst, this is not the
case for complex geometries as well as for flow conditions exhibiting complicated features (e.g., shocks,
supersonic shear layers, separation, etc.). In these cases, traditional "good practice guidelines" leads to
burden the simulation pipeline or even turn out to be unfeasible.

Metric-based mesh adaptation is an efficient framework to generate adapted anisotropic meshes
under time-delivering constraints, when a study at different physical conditions is demanded. It can be
done in a feature-based mode, relying on minimizing the interpolation error of one or several sensors
(=features) in Lp norm, or in a goal-oriented mode in which the error committed on a scalar output
of a PDE is minimized with the use of an adjoint state. Both can be applied to steady calculations and
to unsteady ones. We refer to [14, 15] for theoretical statements, and the monograph [9] for detailed
descriptions of these methods. We consider the second case, that is the discretization of a PDE in the
space-time domain Q = Ω × [0, T ]. We advance in time and want to adapt the discretization to the
solution. Two main options differ according to the spatial mesh adaptation.

(1) An important option is mesh adaptation at each time step, which consists in building at each time
step a new adapted anisotropic mesh H(t) by defining a metric field M(t) on the computational domain
Ω, which is optimal for this time level. This option may be expensive in terms of computational cost and
may be of low accuracy due to errors committed in transferring solutions between too many successive
meshes. Therefore this option is interesting from a theoretical point of view but it is of no practical use.

(2) A second strategy consists in freezing the adapted mesh during several time steps. Then, it is
mandatory that the mesh anticipates the flow behavior during these time steps, in other words during
a given time subinterval. In [2, 4, 12] a transient fixed point (TFP) mesh adaptation algorithm has been
proposed in order to master this issue. In the first version, the adaptation loop applies successively
to each subinterval where the mesh is frozen. The error criterion is of feature-based type, measuring
the interpolation error of a sensor chosen by the user. The TFP approach has been extended to a goal-
oriented adaptation in [7] where several analyses were proposed for evaluating the convergence order
of the TFP. In this context, the TFP was extended into the Global Transient Fixed Point (GTFP) in which
the different meshes take into account a global space-time complexity evaluation and therefore are
generated after the complete time resolution. This was mandatory as we had to solve the backward in
time adjoint problem. A more complete accuracy and convergence analysis of GTFP, for a feature-based
adaptation is proposed in [5] with many numerical examples.

In these works, either the time step is directly specified by the user, or the time step is assumed to
be defined via a CFL stability condition related to an explicit time advancing. This is a useful option
when an explicit time scheme is applied. In practice, it adapts quite well the time step to the solution as
analyzed in [4]. Thanks to the CFL stability condition, the only unknown is the spatial mesh or the set
of spatial meshes to perform the simulation.

The choice of a time step is defined in other terms when an implicit time advancing is used. Indeed,
the size of the time step is no longer directly related to a stability condition. The time steps which
are used can be notably larger than those permitted with an explicit time advancing. Large time steps
induce a higher CPU efficiency, but the time approximation accuracy becomes an issue. Too large time
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steps degrade the prediction, too small time steps increase the computational cost. In this context, the
time step (or time discretization) becomes also an unknown of the mesh adaptation problem.

Many attempts to control the time step size on an accuracy basis can be found in the literature. In
[19], the two components of time error, namely truncation and implicit iterative errors are evaluated
and controlled. In [18], the authors use an adjoint based output sensibility and a division of elements
and time steps, addressing the largest error with the fewest additional space-time elements. A similar
approach is combined with a space-time AMR in [13]. Another proposal for combining time adaptation
with AMR is presented in [10]. Papers [20, 21] relies on an a posteriori analysis and error equidistribution
in space and in time. A context closer to our is addressed in [8] where the authors adapt separately time
and space. While giving interesting results, choosing a separate adaptation of the time discretization
and the space discretization implies limitations in the global accuracy/efficiency compromise in the
calculation. For example, a too fine mesh is useless if the time step is too large, a small time step is
useless if local mesh size is too large.

The novelty of this work is to present a fully coupled approach where the temporal and the spatial
errors are linked, hence the spatial error is impacting the time error and vice versa. Therefore, the goal
is to obtain directly the space-time discretization which minimizes an error model under the constraint
of a prescribed space-time discretization complexity. This strategy is developed in the framework of the
Global Transient Fixed Point (GTFP) mesh adaptation, and extends GTFP to space-time adaptation in a
direct manner. For the feature-based approach, the problem of the optimal simultaneous adaptation of
the spatial mesh and the time step can be formulated under the form of a severely nonlinear optimization
problem where the spatial and the temporal errors are tightly coupled. To solve it, we propose a slight
simplification where both errors are loosely coupled in order to design a tractable accurate and efficient
time step and mesh adaptive GTFP algorithm. In the case of a goal-oriented criterion, we demonstrate
that the proposed formulation applies in a natural way.

In the present paper, the numerical study is restricted to the feature-based approach for which we
demonstrate the validity of the new mesh and time step adaptation algorithms. Section 2 sets the notion
of space-time continuous mesh which is mandatory to perform the theoretical analysis. Section 3 gives
the considered space-time error models: first in the context of the 1D scalar advection and, second, in the
context of the compressible Navier-Stokes equation for the feature-based and goal-oriented methods.
The space-time error analysis providing the optimal spatial mesh and the optimal temporal mesh is
carried out in the case of a space-time adaptation at each time step in Section 4 and in the case of a
space-time adaptation for subintervals with the GTFP in Section 5. The Global Space-Time Transient
Fixed Point algorithm is given in Section 6 and is applied to several flows with vortex shedding past a
cylinder in Section 7. The paper ends, Section 8, with some concluding remarks and perspectives.

2 Space-time continuous mesh
The error analysis is based on the continuous mesh framework [14, 15] where the spatial domain dis-
cretization, i.e., the mesh, is represented by continuous functions, i.e., metric fields, defined on the com-
putational domain. In this framework, the discrete error model is recast into a continuous one. Then,
minimizing the continuous error model gives the optimal continuous mesh, solution of a continuous
optimal system. The optimal adapted mesh is obtained by discretizing the continuous metric field, that
is to say by generating a unit mesh with respect to the prescribed metric field [11, 17]. This section
introduces the notion of space-time continuous mesh, its complexity, and the mechanics to generate the
discrete space-time meshes.

A metric field (M(x))x∈Ω is a 3 × 3 matrix field defined on the 3D spatial computational domain
Ω, and such that for any x in Ω, M(x) is symmetric definite positive. A metric field (M(x))x∈Ω is
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called (spatial) continuous mesh [14]. A spatial mesh represented by the metric field (M(x))x∈Ω is any
element of the class of meshes which are unit meshes for the metric field (M(x))x∈Ω.1 The spatial
complexity of a metric field:

Cspace(M) =
∫

Ω

√
det(M(x)) dx, (1)

represents the number of vertices of the spatial discretization modelled by the metric field.

Definition 2.1 Space-time continuous mesh. We call space-time continuous mesh (M, τ)
the knowledge of the following ingredients:

(i) a time step function τ : t ∈ [0, T ] 7→ τ(t) ∈]0, T [
(ii) for every t ∈ [0, T ] a spatial metric field (M(x, t))x∈Ω of spatial complexity N (t) = Cspace(M(t)).

Remark 2.1 Not all space-time continuous mesh allows to derive a space-time mesh. A space-time con-
tinuous mesh (M, τ) is a valid parametrization of a space-time discretization if, for any t ∈ [0, T ], a unit
mesh can be built from M(t), and if it exits an integer nstep ≥ 1 such that the time step τ satisfies∫ T

0
(τ(t))−1dt ≈ nstep.

Definition 2.2 Complexity. The space-time complexity C(M, τ) of a space-time continuous mesh (M, τ)
is:

Cst(M, τ) =
∫ T

0
Cspace(M(t)) (τ(t))−1dt. (2)

From a given space-time continuous mesh, we can recover a fully-discrete time-advancing mesh by
choosing a unit space-time mesh of it:

Definition 2.3 Unit space-time mesh. Given a (valid and sufficiently smooth) space-time continuous
mesh (M, τ), a discrete space-time mesh (Hk, tk)k is unit with respect to (M, τ) if it verifies:

(i) since the time density (τ(t))−1 is positive and satisfies
∫ T

0
(τ(t))−1dt ≈ nstep we can successively

build time levels tk by putting:

tk such that
∫ tk

tk−1

(τ(t))−1dt = 1,

stopping when it does not holds, for nstep = integer

(∫ T

0
(τ(t))−1dt

)
.

(ii) At any time level tk , Mk = M(tk) is used for generating a unit spatial mesh Hk .

Remark 2.2 Since each spatial mesh Hk generated has about Cspace(Mk) vertices, the total degrees of
freedom in the time-advancing mesh ((Hk)k, (τk)k) is

Cst(M, τ) =
nstep∑
k=1

Cspace(Mk).

1See [9]. In short, edges of the unit mesh are of length between
√

1/2 and
√

2 for the length induced by the metric M.
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3 Space-time error analysis
In the following, given a space-time continuous mesh, we provide a model of the approximation error
estimating the error committed when using a unit discrete space-time mesh with respect to this space-
time continuous mesh. First, such a model is proposed for the 1D scalar advection equation, then the
case of the compressible Navier-Stokes equations is addressed.

3.1 Feature-based error model for the scalar advection equation
Let us consider the scalar advection model

ut + cux = 0, x ∈ R.

We consider the usual continuous P1 FEM approximation on a splitting of R in intervals [xi, xi+1]:

Vh =
{

φh ∈ C0(R), supp(φh) is compact, φh|[xi,xi+1] is affine
}

,

uh ∈ Vh, ∀φh ∈ Vh, (φh, uh,t + cuh,x) = 0.

We choose the simplifying standpoint of a truncation error analysis of each separate term of the equa-
tion. We are first interested by the local spatial error:

εspace = (φh, uh,t + cuh,x − (ut + cux)) = 0.

A rough truncation error estimate writes this error in terms of mesh size ∆x (Kx ∈ R):

|(φh, uh,t + cuh,x − (ut + cux))| ⩽ Kx ∆x(Hut
+ Hu)∆x,

where Hv holds for the absolute value of the Hessian of v. In the continuous mesh framework, if the 1D
mesh ([xi, xi+1])i is unit with respect to (M(x))x∈Ω, then we have ∆x = M(x). In other words, the
continuous local error model writes:

|(φh, uh,t + cuh,x − (ut + cux))| ⩽ Kx trace
(

M− 1
2 (Hut

+ Hu)M− 1
2

)
.

with Kx ∈ R a constant depending on the dimension d. We also have to define, for all t ∈ [0, T ], a time
dependent time step function ∆t = τ(t), and a discrete time-derivative:

uh,τ,t ≈ uh,t ,

and we estimate the local time error (Kt ∈ R) by:

|uh,τ,t − uh,t| ≤ Ktτ
α

∣∣∣∣∂α+1u

∂tα+1

∣∣∣∣ .
If the second-order backward differencing formula is used, we have α = 2 and Kt = 1

3 .

We can now define a strongly coupled global space-time error model which is based on the Lp-norm
of the previous local time and space error models:

Ep

st(M, τ) =
∫ T

0

∫
Ω

[
Kt τα

∣∣∣∂α+1u

∂tα+1

∣∣∣+ Kx ∆x(Hut
+ Hu)∆x

]p

dxdt,
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where ∆x is the mesh size prescribed by M. The analysis of Ep

st is rather complex as the temporal and
spatial errors are tightly coupled leading to a strongly non-linear model. We therefore propose a slight
simplification where the temporal and spatial errors are loosely coupled in order to design a tractable
error modeling. In the sequel, the following loosely coupled global space-time error estimate is analyzed:

Ep
st(M, τ) =

∫ T

0

∫
Ω

[
Ktτ

α
∣∣∣∂α+1u

∂tα+1

∣∣∣]p

+
[
Kx∆x(Hut

+ Hu)∆x
]p

dxdt, (3)

where we have a sum of a temporal error:

Etime(M, τ) =
∫ T

0
Kp

t ταp

∫
Ω

∣∣∣∂α+1u

∂tα+1

∣∣∣pdxdt,

and a spatial error:

Espace(M, τ) =
∫ T

0

∫
Ω

(
Kx∆x(Hut

+ Hu)∆x
)p

dxdt.

3.2 Feature-based error model for CFD
Let W = (ρ, ρu, ρE) be the conservative variables vector where ρ denotes the density (kg/m3), u the
velocity (m/s), E the total energy per mass unit (m2s−2). The compressible Navier-Stokes equations
reads:

Ψ(W ) = 0 ⇐⇒



∂ρ

∂t
+ ∇ · (ρu) = 0 ,

∂(ρu)
∂t

+ ∇ · (ρu ⊗ u) + ∇p − ∇ · T = 0 ,

∂(ρE)
∂t

+ ∇ · ((ρE + p)u) − ∇ · (T · u) − ∇ · (λ∇θ) = 0 ,

+Boundary conditions

(4)

where p is the pressure (N/m2), given by p = (γ − 1)
(
ρE − 1

2 ρ∥u∥2), where γ is constant (γ = 1.4
in the sequel), θ the temperature (K) such that ρCvθ = E − 1

2 ρ∥u∥2 (Cv being the specific heat at
constant volume), µ the laminar dynamic viscosity (kg/(ms)) and λ the laminar conductivity. T is the
laminar stress tensor:

T = µ

[
(∇u + ∇uT) − 2

3∇. u I

]
.

The variation of nondimensionalized laminar dynamic viscosity and conductivity coefficients µ and λ
as function of the dimensional temperature T are defined by Sutherland’s law:

µ = µ∞

(
θ

θ∞

) 3
2
(

θ∞ + Su
θ + Su

)
and λ = λ∞

(
θ

θ∞

) 3
2
(

θ∞ + Su
θ + Su

)
,

where Su = 110◦K is the Sutherland temperature and the index ∞ denotes reference quantities. The
relation linking µ and λ is expressed from the Prandtl laminar number:

Pr = µCp

λ
with Pr = 0.72 for (dry) air ,

where Cp is the specific heat at constant pressure.
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For the compressible Navier-Stokes equation, the feature-based (FB) error analysis leads to the fol-
lowing global space-time error model in Lp norm(

EFB
st

)p(M, τ) = EFB
time(M, τ) + EFB

space(M, τ), (5)

with

EFB
time(M, τ) =

∫ T

0
Kp

t ταp

∫
Ω

∣∣∣∂α+1W

∂tα+1

∣∣∣pdxdt, (6)

and

EFB
space(M, τ) =

∫ T

0

∫
Ω

(
trace

(
M− 1

2 (x, t) H(x, t) M− 1
2 (x, t)

))p

dxdt, (7)

where H = |Hut
+ Hu| depends on sensor u computed from W the solution of the state Equation (4).

3.3 Goal-oriented error model for CFD
We consider the goal-oriented formulation as introduced in [1, 7] and keep the notations of these papers.
The goal is to minimize the error (g, W − Wh) committed in the approximation of the functional (or
scalar output):

j = (g, W ),

where W is the exact solution of the state Equation (4) and Wh the approximate solution. The novelty
with respect to [1, 7] is that the error on the time discretization is also taken into account. This leads to
an extra term EGO

time(M, τ) in the goal-oriented (GO) global space-time error estimate:

|(g, Wh − W )| ≈ EGO
st (M, τ) = EGO

space(M, τ) + EGO
time(M, τ). (8)

We remind that the goal-oriented error estimate is in L1 norm thus, here, we have p = 1. The global
temporal error model is

EGO
time(M, τ) =

∫ T

0

∫
Ω

Kt τα
∣∣∣W ∗ ∂α+1W

∂tα+1

∣∣∣dx dt, (9)

where W ∗ is the adjoint state, solution of the adjoint system:

−W ∗
t +

( ∂Ψ
∂W

)∗
W ∗ = g.

We recall the spatial goal-oriented error estimate developed and progressively enriched in [1, 6, 7, 16].
The goal-oriented error model EGO

space(M, τ) is expressed in terms of Euler fluxes FE , viscous fluxes FV ,
and boundary Euler fluxes F̄ :

EGO
space(M, τ) ≈

∫ T

0

∫
Ω

|W ∗
t | |W − πMW | dx dt

+
∫ T

0

∫
Ω

|∂FE

∂W
∇W ∗| |W − πMW | dx dt

+
∫ T

0

∫
Ω

| ∂FV

∂∇W
H(W ∗)| |W − πMW | dx dt

+
∫ T

0

∫
Γ

|W ∗| |(F̄(W ) − πMF̄(W )) · n| dΓ dt .
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Neglecting the boundary term, we note that all the terms have the form of a weighted interpolation
error in L1 norm on the conservative variables. We therefore deduce the following global spatial error
model:

EGO
space(M, τ) ≈

∫ T

0

∫
Ω

trace
(

M− 1
2 (x, t) H(x, t) M− 1

2 (x, t)
)

dx dt , (10)

with H(x, t) =
∣∣∣W ∗

t + ∂FE

∂W
∇W ∗ + ∂FV

∂∇W
H(W ∗)

∣∣∣ |H(W )| ,

where H(W ) (resp. H(W ∗)) is the Hessian of W (resp. W ∗).

3.4 Unified error model for CFD
By analyzing the feature-based error model (5,6,7) and the goal-oriented error model (8,9,10), we note
that their formulations are similar. Consequently, both models can be unified as follows:

Ep
st(M, τ) = Etime(M, τ) + Espace(M, τ), (11)

with

Etime(M, τ) =
∫ T

0
Kp

t ταp

∫
Ω

∣∣∣W ∗ ∂α+1W

∂tα+1

∣∣∣pdx dt, (12)

and

Espace(M, τ) =
∫ T

0

∫
Ω

(
trace

(
M− 1

2 (x, t) H(x, t) M− 1
2 (x, t)

))p

dxdt , (13)

where :

- in the feature-based case: a sensor u is computed from W , allowing to replace W ∗ ∂α+1W

∂tα+1 by a

time derivative
∂α+1u

∂tα+1 of the sensor, and setting H =
∣∣Hut + Hu

∣∣.
- in the goal-oriented case: p = 1, W ∗ is the adjoint state, and H is defined as in Equation (10).

4 Analysis for all-time adaptation
This section defines an optimal space-time adaptive strategy when the mesh is adapted at each time
step. Let Nst be an integer prescribed by the user which represents the space-time mesh complexity, we
call mesh adaptation problem the following problem :

Find (M, τ) which minimizes Est(M, τ) under the constraint Cst(M, τ) = Nst .

4.1 Analysis for all-time mesh adaptation at a given time
At a fixed time t, given a spatial mesh complexity N (t), we know the optimal metric Mopt(x, t) under
the constraint Cspace(M(t)) = N (t) by minimizing the spatial part of the error model in Lp norm:

Mopt(t) = Arg min
M

∫
Ω

(
trace

(
(M(x, t))− 1

2 H(x, t)(M(x, t))− 1
2

))p

dx.

10



The pointwise optimal metric is given by [14]:

Mopt(x, t) = N (t) 2
d

(∫
Ω

(det H(x, t))
p

2p+d dx
)− 2

d

(det H(x, t))− 1
2p+d H(x, t), (14)

and the related optimal spatial error is:

Espace(Mopt, t) = dpKp
x N (t)− 2p

d

(∫
Ω

(det H(x, t))
p

2p+d dx
) 2p+d

d

, (15)

where d is the spatial domain dimension, and Kx = 1
20 if d = 3 or Kx = 1

8 if d = 2 (see [9], Corollary
1 of Theorem 4.2.2.).

4.2 Analysis for all-time adaptation over time interval
We are now interested in minimizing the space-time error over the time interval [0, T ]. The unified
space-time error model (11,12,13) becomes by using the optimal spatial error term (14):

Ep
st(M, τ) =

∫ T

0

[
Kp

t τ(t)αp

∫
Ω

∣∣∣W ∗(x, t)∂α+1W (x, t)
∂tα+1

∣∣∣pdx + dpKp
x N (t)− 2p

d

(∫
Ω

(det H(x, t))
p

2p+d dx
) 2p+d

d

]
dt,

under the space-time complexity constraint

Cst(M, τ) =
∫ T

0
N (t) (τ(t))−1dt = Nst.

Analyzing the formulations of Ep
st(M, τ) and Cst(M, τ), we note that the error model and the constraint

are expressed in terms of N (t) and τ but no more in term of M. Consequently, we reformulate the
optimization problem in terms of N (t) and τ by introducing two functions:

F : N ∈ C0[0, T ;R] 7→ F(N ) ∈ C0[0, T ;R],

G : (N , τ) ∈
(
C0[0, T ;R]

)2 7→ G(N , τ) ∈ C0[0, T ;R],

such that

G(N , τ) = Kp
t τ(t)αp

∫
Ω

∣∣∣W ∗(x, t)∂α+1W (x, t)
∂tα+1

∣∣∣p dx ,

F(N ) = dpKp
xN (t)− 2p

d

(∫
Ω

(det H(x, t))
p

2p+d dx
) 2p+d

d

.

Then, the space-time mesh adaptation problem becomes :
Find (Nopt, τopt) = Arg min

N ,τ

∫ T

0

(
G(N , τ) + F(N )

)
dt ,

such that Cst(N , τ) =
∫ T

0
N (t) (τ(t))−1 dt = Nst.

Let us start with a change of variables to avoid nonlinear constraints, namely (N , ζ) = (N , N τ−1),

G(N , ζ) = Kp
t ζ(t)−αpN (t)αp

∫
Ω

∣∣∣W ∗(x, t)∂α+1W (x, t)
∂tα+1

∣∣∣p dx ,
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so the constraint becomes
∫ T

0
ζ(t) dt = Nst. Now, by setting

U(t) = αp Kp
t

∫
Ω

∣∣∣W ∗(x, t)∂α+1W (x, t)
∂tα+1

∣∣∣p dx ,

K(t) = 2p dp−1Kp
x

(∫
Ω

(det H(x, t))
p

2p+d dx
) 2p+d

d

,

the derivatives of functions F and G are given by

∂F

∂N
δN = −N − 2p+d

d K δN ,

∂G
∂N

δN = ζ−αpN αp−1 U δN ,

∂G
∂ζ

δζ = −ζ−αp−1N αp U δζ.

(16)

The optimal condition writes
∫ T

0

(
∂F

∂N
+ ∂G

∂N

)
δN dt = 0 , ∀ δN ,

∫ T

0

∂G
∂ζ

δζ dt = 0 , ∀ δζ such that
∫ T

0
δζ dt = 0 ,

from which we deduce
∂F

∂N
+ ∂G

∂N
= 0,

∂G
∂ζ

= −C,

where, according to Relations (16), C is a positive constant not depending in time. The second equation
writes

ζ(t)−αp−1N (t)αp U(t) = C,

and gives

N (t) =
(

C

U(t)

) 1
αp

ζ(t)
αp+1

αp or ζ(t) =
(

U(t)
C

) 1
αp+1

N (t)
αp

αp+1 . (17)

Thanks to Equation (17), the first equation gives

N (t) = C− αd
λ K(t)

d(αp+1)
pλ U(t)− d

pλ , with λ = 2(αp + 1) + αd .

Recalling that ζ = N τ−1 we have

τ(t) =
(

C

U(t)

) 1
αp+1

N (t)
1

αp+1 ,

12



and the constraint on the complexity gives

Nst =
∫ T

0
N (t)τ(t)−1 dt = C− αd+2

λ

∫ T

0
K(t) αd

λ U(t) 2
λ dt ,

from which we deduce

C = N − λ
αd+2

st

(∫ T

0
K(t) αd

λ U(t) 2
λ dt

) λ
αd+2

.

For clarity, we introduce the global variable S =
∫ T

0 K(t) αd
λ U(t) 2

λ dt such that C = N − λ
αd+2

st S
λ

αd+2 .
Finally, using the value of the constant C , the solution of the optimization problem is given by

Nopt(t) = N
αd

αd+2
st S− αd

αd+2 K(t)
d(αp+1)

pλ U(t)− d
pλ ,

τopt(t) = N − 2
αd+2

st S
2

αd+2 K(t)
d

pλ U(t)− 2p+d
pλ ,

The optimal spatial continuous mesh at each time step that minimizes the space-time error is simply
obtained by using the above solution in Formula (14):

Mopt(x, t) = Nopt(t)
2
d

(∫
Ω

(det H(x, t))
p

2p+d dx
)− 2

d

(det H(x, t))− 1
2p+d H(x, t) .

This results shows that the space-time error model optimally distributes the number of vertices at each
time step in order to minimize the space-time error.

Proposition 4.1 (Optimal space-time continuous mesh at each time step)
We consider the global space-time error model in Lp norm given by Equation (11). We define the two

time dependent functions U and K :

U(t) = αp Kp
t

∫
Ω

∣∣∣W ∗(x, t)∂α+1W (x, t)
∂tα+1

∣∣∣p dx ,

K(t) = 2p dp−1Kp
x

(∫
Ω

(det H(x, t))
p

2p+d dx
) 2p+d

d

.

Kt and α depends on the chosen implicit time integration scheme, for instance for the second-order backward
differencing formula we have α = 2 and Kt = 1

3 . Kx depends on the spatial domain dimension d with
Kx = 1

8 in 2D and Kx = 1
20 in 3D. We also introduce the following global variable:

S =
∫ T

0
K(t) αd

λ U(t) 2
λ dt .

Then, for any time t, the optimal spatial mesh complexity Nopt(t) and the optimal time step τopt(t) are
given by:

Nopt(t) = N
αd

αd+2
st S− αd

αd+2 K(t)
d(αp+1)

pλ U(t)− d
pλ ,

τopt(t) = N − 2
αd+2

st S
2

αd+2 K(t)
d

pλ U(t)− 2p+d
pλ ,

with λ = 2(αp + 1) + αd, and the optimal spatial continuous mesh is:

Mopt(x, t) = Nopt(t)
2
d

(∫
Ω

(det H(x, t))
p

2p+d dx
)− 2

d

(det H(x, t))− 1
2p+d H(x, t) ,

where for the feature-based case H =
∣∣Hut

+ Hu

∣∣, and for the goal-oriented case H is given by Relation
(10) and p = 1.
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5 Analysis with time subintervals
The analysis of last section considers that the spatial mesh is updated at each time step. As remarked
in previous works, this option has two important disadvantages, namely (i) the computational effort
consumed in regenerating the mesh at each time step is generally prohibitive for practical applications,
and (ii) the loss of accuracy in transferring the solution from one spatial mesh to the next one is also
generally too large.

5.1 The Global Transient Fixed Point (GTFP) algorithm
To avoid these disadvantages, the Transient Fixed Point (TFP) was introduced in [2, 3]. The idea was
to keep the same adapted mesh for a given time subinterval where the flow solver performs several
time steps. In this first version, the mesh adaptation loop applies successively to each subinterval. As
a result, this approach does not allow an analysis of the space-time error because the error estimation
is done subinterval by subinterval. Therefore, we cannot optimize optimize the complete space-time
mesh. To solve this issue, the Global Transient Fixed Point (GTFP) was proposed in [5, 7] in which a
global space-time error evaluation is done after the complete time resolution of the simulation. This
section recalls its main features.

The simulation time frame [0, T [ is split into nadap subintervals of same length (Figure 1):

[0, T [ = [0 = t0, t1[ ∪... ∪ [ti−1, ti[ ∪... ∪ [tnadap−1, tnadap
= T [ =

nadap⋃
i=1

[ti−1, ti[.

The number nadap of adaptation time subintervals [ti−1, ti[ is a discretization parameter to be specified by
the user. Each subinterval [ti−1, ti[ contains a large number of time steps of the flow solver. The GTFP
algorithm is schematized in Algorithm 1 where H, S and M denote respectively meshes, solutions
and metrics. The external loop applies a fixed point on the mesh adaptation process to converge the
non-linear space-time mesh adaptation problem. In the internal loop, knowing the spatial mesh, the
time subinterval [ti−1, ti[ is divided into m time-integration intervals [tk

i , tk+1
i [, with k = 0, ..., m and

t0
i = ti−1, , tm

i = ti. For t0
i the solution is given by interpolation from the previous mesh, and for any

k = 0, ..., m − 1, the flow variables are advanced from time level tk
i to time level tk+1

i by means of
the numerical scheme. Before the end of the external loop, a global error analysis produces the complete
series of metrics and meshes for the next computation on the nadap subintervals.

Several analyses of the GTFP are proposed in [7] and [9] (Lemma 2.9.3). In particular, for the 3D
anisotropic case, a necessary condition for second order spatial convergence is that subintervals [ti−1, ti[

Figure 1: Time splitting of the GTFP mesh adaptation algorithm. Subintervals (in green) used for the
transient process and time steps (in red).
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Algorithm 1 GTFP: Global Transient Fixed Point for Unsteady Flows [5]

Initial mesh and solution (H0, S0
0 ) and set targeted space-time complexity Nst

# Fixed-point loop to converge the global space-time mesh adaptation problem
For j = 1, nptfx

# Adaptive loop to advance the solution in time on time frame [0, T [

1. For i = 1, nadap # Advance the solution in time in subinterval [ti−1, ti[

(a) Sj
0,i = Interpolate conservatively next subinterval initial solution from (Hj

i−1, Sj
i−1, Hj

i );

(b) Sj
i = Compute solution on subinterval from pair (Hj

i , Sj
0,i);

(c) |H|ji = Compute subinterval Hessian-metric from solution sample (Hj
i , {Sj

i (k)}k=1,nk);

EndFor

2. Cj = Compute space-time complexity from all Hessian-metrics ({|H|ji }i=1,nadap
);

3. {Mj
i }i=1,nadap

= Compute all subinterval unsteady metrics (Cj , {|H|ji }i=1,nadap
);

4. {Mj
i }i=1,nadap

= Metric gradation on all subinterval unsteady metrics {Mj
i }i=1,nadap

;

5. {Hj+1
i }i=1,nadap

= Generate all subinterval adapted meshes ({Hj
i , Mj

i }i=1,nadap
);

EndFor

are two times smaller for a four times spatial smaller error [7]. As concerns space-time convergence
in L1([0, T [; L1(Ω)), which is the convergence in terms of the space-time complexity Nst, it can be
obtained in many cases at order 8/5 by dividing the time step by a factor 4: τ → τ/4 and passing from
(Nst, nadap) to (32Nst, 2nadap) [7]. Further estimates are proposed in [5].

The present work proposes the extension of the GTFP to time-accurate implicit schemes. The central
novelty is the simultaneous adaptation of the mesh and the time steps. It relies on the definition of a time-
advancing mesh.

5.2 Notations for space-time Global Transient Fixed Point
It is useful to specify how the main continuous mesh variables are depending on the time variable t. In
the context of the GTFP, we have:

1. the mesh complexity N (t) is a constant over each subinterval:

∀ i = 1, ..., nadap, ∀ t ∈ [ti−1, ti[, N (t) = N i ∈ R, (18)

2. the continuous mesh (metric field) (M(x, t))x∈Ω is constant over each subinterval:

∀ i = 1, ..., nadap, ∀ t ∈ [ti−1, ti[, (M(x, t))x∈Ω = (Mi(x))x∈Ω, (19)

3. the associated adapted mesh is also fixed over each subinterval:

∀ i = 1, ..., nadap, ∀ t ∈ [ti−1, ti[, H(t) = Hi. (20)
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The complexities, continuous meshes and adapted meshes are solely changing when passing from subin-
terval [ti−1, ti[ to the next one [ti, ti+1[.

This section presents the optimal choice satisfying the above particular properties by solving the
related optimization problem. We are again interested in minimizing the loosely coupled space-time
error model:

Ep
st(M, τ) =

∫ T

0

[∫
Ω

(
Kt τ(t)α

∣∣∣∣W ∗(x, t)∂α+1W (x, t)
∂tα+1

∣∣∣∣)p

dx +
∫

Ω

(
trace

(
M− 1

2 (x, t)H(x, t)M− 1
2 (x, t)

))p

dx
]

dt,

under the space-time complexity constraint

Cst(M, τ) =
∫ T

0
N (t)(τ(t))−1 dt = Nst .

As previously, we denote the first term of our error model Etime(M, τ) and the second term Espace(M, τ).
We then rewrite each component of the error model in terms of subintervals using the above notations:

Etime(M, τ) =
nadap∑
i=1

E i
time(Mi, τ) =

nadap∑
i=1

∫ ti

ti−1

Kp
t τ(t)αp

(∫
Ω

∣∣∣∣W ∗(x, t)∂α+1W (x, t)
∂tα+1

∣∣∣∣p dx
)

dt,

Espace(M, τ) =
nadap∑
i=1

E i
space(Mi, τ) =

nadap∑
i=1

∫ ti

ti−1

∫
Ω

(
trace

(
(Mi(x))− 1

2 H(x, t)(Mi(x))− 1
2

))p

dxdt.

This defines our space-time error model for a GTFP mesh adaptation with nadap subintervals.

5.3 Spatial mesh optimization on a subinterval
Let [ti, ti+1[ be the considered subinterval. In the spatial error term, only the term H(x, t) has a time de-
pendency as the metric field is fixed on the considered subinterval. Its integral over time

∫ ti

ti−1
H(x, t)dt

has thus to be estimated. Here, we have two choices. Either, we can overestimate this integral using the
L∞ norm in time:∫ ti

ti−1

H(x, t)dt ≤ (ti − ti−1) max
t∈[ti,ti+1[

H(x, t) = Hi
L∞(x, t) .

This choice has a better detection of the high temporal variations of the unknowns. Or, the integral can
be estimated using the Trapezoidal rule:∫ ti

ti−1

H(x, t)dt ≈
nstep∑
k=1

(tk+1 − tk) H(x, tk+1) + H(x, tk)
2 = Hi

L1(x, t) .

This choice is mandatory when considering the goal-oriented approach. In the following, we denote by
Hi(x, t) one of these two formulations.

The error in space for the considered subinterval becomes

E i
space(Mi) =

∫
Ω

(
trace

(
(Mi(x))− 1

2 Hi(x)(Mi(x))− 1
2

))p

dx ,
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and the spatial optimization problem on the subinterval reads

Mi
opt = Arg min

Mi

E i
space(Mi) such that C(Mi) =

∫
Ω

√
det Mi(x) dx = N i .

As previously, the optimal continuous mesh of this problem is

Mi
opt(x) =

(
N i
) 2

d

(∫
Ω

(
det Hi(x)

) p
2p+d dx

)− 2
d (

det Hi(x)
)− 1

2p+d Hi(x) , (21)

and the corresponding optimal error writes

E i
space(Mi

opt) = dpKp
x

(
N i
)− 2p

d

(∫
Ω

(
det Hi(x)

) p
2p+d dx

) 2p+d
d

.

5.4 Temporal optimization over the time subintervals
Now, the goal is to performed a global temporal minimization which will provide the optimal continuous
mesh for each subinterval (in fact, the optimal spatial complexity for each subinterval as it is the only
term which differs) and the optimal temporal mesh, i.e., the optimal time steps. We focus on minimizing
the space-time error over the simulation time interval [0, T ]:

Ep
st((M

i)i, τ) =
nadap∑

i=1

[∫ ti

ti−1

Kp
t τ(t)αp

(∫
Ω

∣∣∣∣W ∗(x, t)∂α+1W (x, t)
∂tα+1

∣∣∣∣p dx
)

+ dpKp
x

(
N i
)− 2p

d

(∫
Ω

(
det Hi(x)

) p
2p+d dx

) 2p+d
d

]
dt ,

under the space-time complexity constraint

Cst((Mi)i, τ) =
nadap∑
i=1

N i

∫ ti

ti−1

(τ(t))−1 dt = Nst .

As previously, the optimization problem is reformulated in terms of (N i)i and τ by introducing two
functions:

G(N i, τ) = Kp
t τ(t)αp

∫
Ω

∣∣∣W ∗(x, t) · ∂α+1W (x, t)
∂tα+1

∣∣∣p dx ,

F(N i) = dpKp
x

(
N i
)− 2p

d

(∫
Ω

(
det Hi(x)

) p
2p+d dx

) 2p+d
d

,

leading to
Find ((N i

opt)i, τopt) = Arg min
(N )i,τ

nadap∑
i=1

(∫ ti

ti−1

G(N i, τ) dt + F(N i)
)

,

such that Cst((N i
opt)i, τ) =

nadap∑
i=1

N i

∫ ti

ti−1

τ(t)−1 dt = Nst.

We consider the change of variables to avoid nonlinear constraints, namely (N i, ζi(t)) = (N i, N i τ(t)−1),
and we get

G(N i, ζi) = Kp
t ζi(t)−αp

(
N i
)αp

∫
Ω

∣∣∣∣W ∗(x, t) · ∂α+1W (x, t)
∂tα+1

∣∣∣∣p dx ,
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and the constraint becomes
nadap∑
i=0

∫ ti

ti−1

ζi(t) dt = Nst . Now, by setting

U(t) = αp Kp
t

∫
Ω

∣∣∣W ∗(x, t) · ∂α+1W (x, t)
∂tα+1

∣∣∣p dx ,

Ki = 2p dp−1Kp
x

(∫
Ω

(
det Hi(x)

) p
2p+d dx

) 2p+d
d

,

the derivatives of functions F and G are given by

∂F

∂N i
δN i = −

(
N i
)− 2p+d

d Ki δN i,

∂G
∂N i

δN i = ζi(t)−αp
(
N i
)αp−1 U(t) δN i,

∂G
∂ζi

δζi = −ζi(t)−αp−1 (N i
)αp U(t) δζi.

The optimality condition writes

nadap∑
i=1

(∫ ti

ti−1

∂G
∂N i

dt + ∂F

∂N i

)
δN i = 0, ∀δN i ,

nadap∑
i=1

∫ ti

ti−1

∂G
∂ζi

δζi dt = 0, ∀δζi such that
nadap∑
i=1

∫ ti

ti−1

δζi dt = 0 .

From the above relations we deduce
∫ ti

ti−1

( ∂G
∂N i

dt + ∂F

∂N i

)
= 0 ,

∂G
∂ζi

= −C .

where C > 0 does not depend on time. The second equation gives

N i =
(

C

U(t)

) 1
αp

ζi(t)
αp+1

αp or ζi(t) =
(

U(t)
C

) 1
αp+1 (

N i
) αp

αp+1 . (22)

Thanks to Equation (22), the first equation gives

N i = C− αd
λ

(
Ki
) d(αp+1)

λp

(∫ ti

ti−1

U(t)
1

αp+1 dt

)− d(αp+1)
λp

, with λ = 2(αp + 1) + αd . (23)

Recalling that ζi(t) = N iτ−1(t) we have immediately

τ i(t) =
(

C

U(t)

) 1
αp+1 (

N i
) 1

αp+1 , (24)
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then the constraint on the space-time complexity, using Equations (24) then (23) to replace τ(t) then
N i, gives

Nst =
nadap∑
i=1

∫ ti

ti−1

N i(τ(t))−1 dt = C− 1
αp+1

nadap∑
i=1

(N i)
αp

αp+1

∫ ti

ti−1

U(t)
1

αp+1 dt

C− αd+2
λ

nadap∑
i=1

(
Ki
)αd

λ

(∫ ti

ti−1

U(t)
1

αp+1 dt
) 2(αp+1)

λ

,

and we deduce

C = N − λ
αd+2

st

(nadap∑
i=1

(
Ki
)αd

λ

(∫ ti

ti−1

U(t)
1

αp+1 dt
) 2(αp+1)

λ

) λ
αd+2

.

For readability, we introduce the global variable S =
∑nadap

i=1
(
Ki
)αd

λ

( ∫ ti

ti−1
U(t)

1
αp+1 dt

) 2(αp+1)
λ

such

that C = N − λ
αd+2

st S
λ

αd+2 . Knowing the constant C , we can now express the solution of the optimiza-
tion problem

N i
opt = N

αd
αd+2

st S− αd
αd+2

(
Ki
) d(αp+1)

λp

(∫ ti

ti−1

U(t)
1

αp+1 dt

)− d(αp+1)
λp

,

τ i
opt(t) = N − 2

αd+2
st S

2
αd+2

(
Ki
) d

λp (U(t))− 1
αp+1

(∫ ti

ti−1

U(t)
1

αp+1 dt

)− d
λp

.

The optimal spatial continuous mesh for a given subinterval [ti, ti+1[ that minimizes the space-time
error is simply obtained by using the above solution in Formula (21):

Mi
opt(x) =

(
N i

opt

) 2
d

(∫
Ω

(
det Hi(x)

) p
2p+d dx

)− 2
d (

det Hi(x)
)− 1

2p+d Hi(x) .

This results shows that the space-time error model optimally distributes the number of vertices for each
subinterval in order to minimize the space-time error.

Proposition 5.1 (Optimal space-time continuous mesh for the GTFP)
We consider the global space-time error model in Lp norm given by Equation (11). We define the time

dependent function U and the variable Ki defined on each subinterval:

U(t) = αp Kp
t

∫
Ω

∣∣∣W ∗(x, t)∂α+1W (x, t)
∂tα+1

∣∣∣p dx ,

Ki = 2p dp−1Kp
x

(∫
Ω

(
det Hi(x)

) p
2p+d dx

) 2p+d
d

,

(25)

Kt and α depends on the chosen implicit time integration scheme, for instance for the second-order backward
differencing formula we have α = 2 and Kt = 1

3 . Kx depends on the spatial domain dimension d with
Kx = 1

8 in 2D and Kx = 1
20 in 3D. We also introduce the following global variable:

S =
nadap∑
i=1

(
Ki
)αd

λ

(∫ ti

ti−1

U(t)
1

αp+1 dt
) 2(αp+1)

λ

,
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Then, for any subinterval [ti, ti+1], the optimal spatial mesh complexity N i
opt and the optimal time step

τ i
opt(t) are given by:

N i
opt = N

αd
αd+2

st S− αd
αd+2

(
Ki
) d(αp+1)

λp

(∫ ti

ti−1

U(t)
1

αp+1 dt

)− d(αp+1)
λp

, (26)

τ i
opt(t) = N − 2

αd+2
st S

2
αd+2

(
Ki
) d

λp (U(t))− 1
αp+1

(∫ ti

ti−1

U(t)
1

αp+1 dt

)− d
λp

. (27)

with λ = 2(αp + 1) + αd, and the optimal spatial continuous mesh is:

Mi
opt(x) =

(
N i

opt

) 2
d

(∫
Ω

(
det Hi(x)

) p
2p+d dx

)− 2
d (

det Hi(x)
)− 1

2p+d Hi(x) , (28)

where Hi is defined according to Section 5.3 with for the feature-based case H =
∣∣Hut

+ Hu

∣∣, and for the
goal-oriented case H is given by Relation (10) and p = 1.

6 Global Space-Time Transient Fixed Point algorithm
The Global Transient Fixed Point (GTFP) algorithm was proposed for specifying automatically a succes-
sion of nadap meshes over a decomposition in subintervals used for the transient process, see Figure 1.
This algorithm needs to be extended to the space-time error analysis of the previous section where the
temporal error and the adapted temporal mesh have to be also managed. This new algorithm, called
Global Space-Time Transient Fixed Point (GSTTFP), is presented in Algorithm 2.

From a practical point of view, the flowchart presented in Figure 2 shows when the terms involved
in Proposition 5.1 are computed. In a first phase (in purple), the successive time subintervals [ti−1, ti[
are visited for:

- (1a.) interpolating the final solution of the previous subinterval on the new subinterval mesh (if
necessary),

- (1b.) computing the flow solution,

- (1c.) according to Equation (25), computing the spatial error K

- (1d.) according to Equation (25), computing the temporal error U .

In a second phase (in green), when all the time subintervals have been computed, the global variables
are evaluated: (2.) the optimal spatial complexities Nopt (Eq. (26)), (3.) the optimal time steps τopt (Eq.
(27)), and (4.) the optimal continuous meshes Mopt (Eq. (28)). Finally, (5.) a new discrete space-time
mesh is generated.

7 Numerical experiments

This paper focuses on unsteady flows that can be considered as quasi-steady where the unsteady tur-
bulence evolves in a fixed local region. For instance, this is the case of the turbulence behind a cylinder.
For this type of flow, it is interesting to consider the specific case of a single spatial adapted mesh for
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Algorithm 2 GST: Global Space-Time Transient Fixed Point for Unsteady Flows

Initial mesh, time step and solution (H0, τ0, S0
0 ) and set targeted space-time complexity Nst

# Fixed-point loop to converge the global space-time mesh adaptation problem
For j = 1, nptfx

# Adaptive loop to advance the solution in time on time frame [0, T ]

1. For i = 1, nadap # Advance the solution in time in subinterval [ti−1, ti[

(a) Sj
0,i = Interpolate conservatively next subinterval initial solution from (Hj

i−1, Sj
i−1, Hj

i );

(b) Sj
i = Compute solution on subinterval from triple (Hj

i , τ j
i , Sj

0,i);

(c) |H|ji = Compute subinterval Hessian-metric from solution sample (Hj
i , {Sj

i (k)}k=1,nk);

(d) (Etime)j
i = Compute time error (Hj

i , τ j
i , {Sj

i (k)}k=1,nk);

EndFor

2. {N i,j+1
opt }i=1,nadap

= Compute space complexity from (Sj
i , {|H|ji }i=1,nadap

);

3. {τ i,j+1
opt }i=1,nadap

= Compute time step from (Sj
i , {|H|ji }i=1,nadap

);

4. {Mj+1
i }i=1,nadap

= Compute all metrics + gradation ({N i,j+1
opt }i=1,nadap

, {|H|ji }i=1,nadap
);

5. Hj+1
st = ({Hj+1

i , (tk)j+1
i }i=1,nadap

) = Generate all subinterval adapted meshes and time steps
({Hj

i , Mj
i , τ i,j+1

opt }i=1,nadap
);

EndFor

the entire simulation time frame. This type of approach is also very suitable for Large Eddy Simulation
(LES) applications. This must be contrasted with true unsteady flows involving fast dynamics, such as
blast wave applications, where considering many sub-intervals is mandatory to optimize the space-time
mesh [5].

As regards the error estimate, we only consider the feature-based method with the local Mach num-
ber as sensor.

The Navier-Stokes system is discretized in space using a vertex-centered mixed finite volume/finite
element numerical scheme applied to unstructured meshes composed of triangles/tetrahedra. The diffu-
sive terms are discretized using P1 Galerkin finite-elements on the triangle/tetrahedra, whereas finite-
volumes are used for the convective terms. The numerical approximation of the convective fluxes at the
interface of neighboring finite volume cells is based on the HLLC approximate Riemann solver. To obtain
second-order accuracy in space, the Monotone Upwind Scheme for Conservation Laws reconstruction
method (MUSCL) is used. Time advancing is carried out through an implicit linearized method, based
on a second-order accurate backward difference scheme, which means that in our theory α = 2 and
Kt = 1

3 in Proposition 5.1.
As concerns mesh adaptation, we keep the ingredients of [2], except that the temporal error needs to be
evaluated. It is a third derivative and, as any truncation error, most approximations are highly oscillat-
ing. We apply a strong moving average filtering. For all the simulations, the Spalart-Allmaras turbulence
model is used [22]. More details can be found in [1, 9].

For all the presented simulations, the physical conditions are: |u| = 1 m/s, ρ = 1 kg/m3, µ = 1
Re
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Choose nadap, (ti)i=1,nadap
, prescribe Nst, initial H0

st, initial τ0

...

1a. Interpolate, and, 1b. compute CFD solution WCFD solver

1c. Compute Ki (25)Space error analysis

1d. Compute U(t) (25)Time error analysis

2. Compute optimal spatial complexities (26)

3. Compute optimal time steps (27)

4. Compute optimal spatial metrics Mj+1
i (28)

5. Compute space-time unit mesh Hj+1
stMesh generator

j → j + 1?

End

Figure 2: Global Space-Time Transient Fixed Point (GSTTFP) flowchart. The “?” holds for testing whether
the GSTTFP fixed point is converged or not.

where Re is the Reynolds number. The Mach number is set to 0.3, so the pressure is p ≈ 7.9365 Pa.
Our experience with vortex shedding flows is that using a unique adapted mesh for the several vortex
shedding cycles lands to easier flow and error statistics.

7.1 2D flow past a cylinder at Reynolds 3900
The first test case is the 2D computation of a flow around a cylinder at Reynolds number 3900. A circular
computational domain of radius 20 diameter of the cylinder is considered. The solution is initialized
by running the solution for 200 seconds in physical time on an initial radial mesh composed of 12K
vertices. Then, the simulation consists in running a period of 10 seconds which corresponds to two
vortex shedding cycles. The space-time mesh adaptation is carried out for this 10 seconds time frame
by using a single adapted spatial mesh, that is nadap = 1. Four space-time complexity values were
considered, namely Nst equal to 5M, 10M, 20M and 40M.

Figure 3 shows the obtained adapted spatial mesh and the associated final solution for a space-time
complexity of 5M and 40M. We note that the mesh is highly refined in the boundary layer region and
in the turbulent wake of the cylinder. The adapted mesh is anisotropic in the boundary layer while it is
almost isotropic in the wake.
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Figure 4 shows the computed time steps as functions of the physical time, i.e., the computed adapted
temporal mesh, for the successive iterations of the fixed point, and this, for the four space-time com-
plexities. We note that, after the second fixed point iteration, the curves are more or less identical. This
points out the convergence of the GSTTFP algorithm. When we compare the computed time steps for
the four complexities, we notice that the curves are very similar with a smaller amplitude for the largest
space-time complexities corresponding to a higher time accuracy. It is interesting to note that we ob-
serve the quasi-periodicity of the flow in the temporal mesh - four periods are clearly visible which
correspond to two vortex shedding cycles - despite the fact that no specific physical criteria have been
introduced into the error estimation. This demonstrates that the error estimate is capture the physics
of the flow.

By comparison with the previous version of the GTFP algorithm which does not adapt the time
step, the extra computations are negligible. Conversely, the optimal choice of time step may induce an
important saving in CPU time. As concerns the CPU time, each of the 15 iterations of the fixed point
adaptative algorithm for the 40M space-time complexity takes six minutes in serial on a laptop Dell
Precision of 2.3 GHz.

Figure 5 presents the evolution of the spatial Espace and the time Etime error functionals for the suc-
cessive adaptation fixed point iterations. When the algorithm starts, we note a quick convergence of
the process as only three to four fixed point iterations are sufficient to reach the optimal errors values.
This result leads to two remarks.

First, whatever the space-time complexity, both errors converge toward similar values which is in
agreement with our theory where the aim is to balance both errors. Indeed, if it is not the case, for
instance if the temporal error is larger that the spatial one, this means that we could reduce slightly the
number of vertices, increasing slightly the spatial error, and increase the number of time steps (decreas-
ing the temporal error) with the result of making theses two errors closer. However, in the proposed
method, the optimization is performed in a continuous context, producing an optimality condition,

Figure 3: 2D cylinder flow at Reynolds 3900. Adapted mesh (left) and the associated Mach number (right)
for a space-time complexity of 5M (top) and 40M (bottom).
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which we in turn discretize. The final difference between spatial and temporal errors is therefore due to
the discretization (in space and time). The result obtained confirms this argument because we observe
that when the space-time complexity increases from 5M to 40M, the final gap between the two errors
decreases quickly.

Second, we can analyze the convergence order of the spatial and temporal errors between the space-
time complexity of 5M and 40M. Between both complexities, the size of the space-time mesh, which is of
dimension 3 (2D+t) is increased by a factor 8. For the errors, the reduction factor is 0.017/0.005 = 3.4
from which we deduce a convergence order2 of 1.76, close to second order.

2We have E ∼ C N− α
d where α is the order of convergence, thus α = −d

ln(E2/E1)
ln(N2/N1) .
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Figure 4: 2D cylinder flow at Reynolds 3900. Computed time step as a function of the physical time for space-
time complexities 5M, 10M, 20M, 40M (from top to bottom). The convergence of the computed temporal
discretization for the successive iterations of the fixed point is depicted.
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Figure 5: 2D cylinder flow at Reynolds 3900. Continuous spatial and temporal errors for complexities 5M,
10M, 20M, 40M (from top to bottom) at each fixed point iteration. The corresponding total error levels at
convergence are respectively 0.034, 0.022, 0.014, 0.01.
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7.2 2D flow past a cylinder at Reynolds 3900 with multi-mesh adaptation
This section presents the computation of the previous test case when several different meshes on several
time sub-intervals are used to adapt the space-time mesh, that is:

nadap > 1.

The simulation parameters are then exactly the same as Section 7.1 (2D flow around a cylinder, Reynolds
3900, Spalart-Allmaras model, same initialisation, time interval is [0, 10](seconds), 15 adaptation cycles)
except nadap, which is set to nadap = 2 when the 5 M complexity is run, nadap = 4 when the 10 M
complexity is run, nadap = 8 when the 20 M complexity is run, and nadap = 16 when the 40 M com-
plexity is run.

Figure 6: 2D cylinder flow at Reynolds 3900 with multi-mesh adaptation. Final adapted meshes for a space-
time complexity of 40M with 16 subintervals. View of the subinterval meshes 1, 4, 7, 10, 13, 16 (from left to
right and from top to bottom) after the 15 fixed point iterations.

A subset of the 16 final adapted meshes is shown in Figure 6. As nadap = 16 and the 10 seconds sim-
ulation corresponds to two vortex shedding cycles, 8 different adapted meshes are used to simulate one
vortex shedding cycle. As a result, we clearly see the vortex shedding phenomena inside the adapted
meshes even if, in this case, the mesh size is on average 30K vertices while it was 60K vertices with
nadap = 1. Moreover, we observe also in Figure 6 the progressive refinement of the wake through the
simulation of the last fixed point iteration.

In contrast to the nadap = 1 calculation, a temporal discretization of 1 626 time steps has computed
which is more or less twice the number (825) of time steps of the nadap = 1 case. If we analyze the com-
puted temporal discretization in Figure 7, the four periods are also visible but the curve is less smooth
showing that some specific details in the solution are more accurately captured. When we examine the
time dependence of the optimum time step length and compare to the one-mesh calculation, the multi-
mesh optimum time step length seems importantly perturbed by the 15 interfaces between subintervals.
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Figure 7: 2D cylinder flow at Reynolds 3900 with multi-mesh adaptation. Computed time step as a function
of the physical time for space-time complexity 40M. The convergence of the computed temporal discretiza-
tion for the successive iterations of the fixed point is depicted.
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Table 1 compares the numbers of both simulations.

Method Specified Optimal Optimal Optimal
space-time space number of number of
complexity complexity vertices time steps

One mesh 40M 48K 60K 825
Multi-mesh 40M 25K 30K 1626

Table 1: 2D cylinder flow at Reynolds 3900. Statistics of the one-mesh (nadap = 1) and multi-mesh (nadap =
16) simulations.

Figure 8 shows a plot of the total error Est for our computations described above, in respect of the
number of sub-intervals 2, 4 ,8 and 16 for the respective complexity 5M, 10M, 20M and 40M. Table 2
compares the total error obtained when choosing a single mesh or several meshes for the experiment
we have described. The total error is improvent by the multimesh option but the gain is small due to
difficulties with the present method to master the time error.

Method 5M 10M 20M 40M
One mesh 0.0344 0.0225 0.0149 0.00982
Multi-mesh 0.0294 0.0192 0.0131 0.00938

Table 2: 2D cylinder flow at Reynolds 3900. Total error for the one-mesh and multi-mesh simulations.

Figure 8: 2D cylinder flow at Reynolds 3900 with multi-mesh. Continuous total errors for complexities 5M
and 2 sub-intervals, 10M and 4 sub-intervals, 20M and 8 sub-intervals, 40M and 16 sub-intervals for the last
fixed point iteration (of each computation).
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7.3 2D flow past a cylinder at Reynolds 1M
The second test case is the 2D computation of a flow around a cylinder at Reynolds number 1M. The same
circular computational domain as above is used. The solution is initialized by running the solution for
145 seconds in physical time on an initial radial mesh composed of 40K vertices. Then, the simulation
consists in running a period of 9.3 seconds which corresponds to two vortex shedding cycles. The
space-time mesh adaptation is carried out for this 9.3 seconds time frame by using a single adapted
spatial mesh, that is nadap = 1. Again, four space-time complexity values were considered, namely Nst

equal to 12.5M, 25M, 50M and 100M. Similar outputs are presented for the analysis.

Figure 9 shows the obtained adapted spatial mesh and the associated final solution for a space-time
complexity of 12.5M and 100M. We note that the mesh is highly refined in the very thin boundary layer
region and in the turbulent wake of the cylinder. The adapted mesh is highly anisotropic in the boundary
layer (with aspect ration ≃ 102) while it is almost isotropic in the wake. We note that the wake region
is narrower near the cylinder compared to the previous case.

The computed adapted temporal discretization for the successive iterations of the fixed point for
each complexity is depicted in Figure 11. As previously, two fixed point iterations are sufficient to
converge the temporal adapted mesh. Whatever the complexity, the four temporal meshes are similar
thus showing the same physics with five periods. The larger the complexity, the better the accuracy
with smaller time steps. Note that for the finer mesh, a new detail in the solution is captured and it
appears in the temporal mesh.

Figure 12 shows the evolution of the spatial Espace and the time Etime error functionals for the suc-
cessive adaptation fixed point iterations. Again, the quick convergence of the process is clear as only
two fixed point iterations are sufficient to reach the optimal errors values. As stated previously, in the

Figure 9: 2D cylinder flow at Reynolds 1M. Adapted mesh (left) and the associated Mach number (right) for
a space-time complexity of 12.5M (top) and 100M (bottom).
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proposed method, the optimization is performed in a continuous context, producing an optimality con-
dition, which we in turn discretize. We may have a difference between spatial and temporal errors due
to the discretization (in space and time). The difference between the temporal and spatial errors is of
the order of 20%, which is acceptable. Note that the difference between the two errors in absolute value
decreases when the space-time complexity increases: δE ∼ 0.0012 for Nst = 5M and δE ∼ 0.0004 for
Nst = 40M . This points out the mesh convergence of the GSTTFP process.

For this case, we obtain a convergence order of 1.81 of the space-time error between the space-time
complexity of 12.5M and 100M.

Finally, Figure 10 plots the simulation CFL (min, max and average) and the minimal triangle’s height
of the mesh for the four complexities. We note that the process automatically sets an average CFL
close 6500 while preserving the solution accuracy. At these high CFL values, implicit time integration
schemes are a lot more efficient in CPU time than explicit schemes. Note that, when the mesh com-
plexity increases, the smallest height of the mesh decreases (as we increase the mesh accuracy) and the
computed time step decreases. But, the CFL stays almost the same whatever the complexity meaning
that, depending on the physics, the GSTTFP algorithm automatically finds the optimal CFL to run the
simulation. This demonstrates the powerfulness of the proposed method.

Figure 10: 2D cylinder flow at Reynolds 1M. Evolution of CFL and the minima mesh height for the all the
space-time complexities.
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Figure 11: 2D cylinder flow at Reynolds 1M. Computed time steps as a function of the physical time for
space-time complexities 12.5M, 25M, 50M, 100M (from top to bottom). The convergence of the computed
temporal discretization for the successive iterations of the fixed point is depicted.
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Figure 12: 2D cylinder flow at Reynolds 1M. Continuous spatial and temporal errors for complexities 12.5M,
25M, 50M, 100M (from top to bottom) at each fixed point iteration. The corresponding total error levels at
convergence are respectively 0.014, 0.009, 0.006, 0.004.
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7.4 3D flow past a cylinder at Reynolds 3900
We consider again the first test case, but this time in 3D. The computational domain is cylindrical of
radius 40 diameter of cylinder and a span of 3.14 diameters. The solution is initialized by running the
solution for 140 seconds in physical time on an initial radial mesh composed of 840K vertices. The
simulation consists in running a time frame of 20 seconds from the initialization. The space-time mesh
adaptation is performed for this 20 seconds time frame by using a single adapted spatial mesh, that is
nadap = 1. The space-time complexity values is set to Nst = 750M.

The final spatial adapted mesh is rather coarse, it is composed of 1M vertices and the final temporal
mesh has 1 700 time steps.

The spatial mesh accuracy is sufficient for the apparition of 3D features, as witnesses the examination
of the Q factor, see Figure 13. Vortices are propagated in the wake without dissipation.

Figure 14 shows the computed time steps as functions of the physical time, i.e., the computed adapted
temporal mesh, for the successive iterations of the fixed point. As in the 2D case, the temporal mesh
is quickly converged. Two fixed point iterations are sufficient. The periodicity of the flow is again
captured in the temporal mesh.

Figure 15 shows the evolution of the spatial Espace and the time Etime error functionals for the suc-
cessive adaptation fixed point iterations. Similarly to the 2D case, we note a fast convergence of the
process as only two fixed point iterations are sufficient to reach the optimal errors values. The temporal
and spatial error are not perfectly balanced, there is a 20% difference. This is due to the fact that the
optimization is performed in a continuous context, producing an optimality condition, which we in turn
discretize. The difference between both errors will decrease when the space-time complexity increases.
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Figure 13: 3D cylinder flow at Reynolds 3900. Different views of the Q-criterion isosurface colored with
the velocity magnitude for the final solution.
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Figure 14: 3D cylinder flow at Reynolds 3900. Computed time step as a function of the physical time for the
space-time complexity 750M. The convergence of the computed temporal discretization for the successive
iterations of the fixed point is depicted.

Figure 15: 3D cylinder flow at Reynolds 3900. Continuous spatial and temporal errors for space-time
complexity 750M at each fixed point iteration. The corresponding total error level at convergence is 0.011.
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7.5 3D flow past a cylinder at Reynolds 1M

Final, we consider the second test case in 3D. The computational domain is cylindrical of radius 40
diameter of cylinder and a span of 3.14 diameters. The solution is initialized by running the solution
for 160 seconds in physical time on an initial radial mesh composed of 920K vertices. The simulation
consists in running a time frame of 20 seconds from the initialization. The space-time mesh adaptation
is performed for this 20 seconds time frame by using a single adapted spatial mesh, that is nadap = 1.
The space-time complexity values is set to Nst = 725M.

The final spatial adapted mesh is rather coarse, it is composed of 1.2M vertices and the final temporal
mesh has 1 300 time steps.

The spatial mesh accuracy is sufficient to capture the truly 3D flow. Figure 19 shows these 3D
structures by plotting the Q-criterion. Vortices and other structures are propagated in the wake without
dissipation.

Figure 16 shows the computed time steps as functions of the physical time, i.e., the computed adapted
temporal mesh, for the successive iterations of the fixed point. We note that this 3D case is harder
to converge, seven fixed point iteration are necessary to converge the temporal adapted mesh. The
periodicity of the flow is again captured in the temporal mesh, we clearly see nine periods.

Figure 18 shows the evolution of the spatial Espace and the time Etime error functionals for the suc-
cessive adaptation fixed point iterations. The convergence of the process is as only four fixed point
iterations are sufficient to reach the optimal errors values. The temporal and spatial error are not per-
fectly balanced, there is a 30% difference again due to the discretization of the optimality conditions.
But, the difference between both errors will decrease when the space-time complexity increases.

Figure 17 shows the evolution of the horizontal force applied to the cylinder and demonstrates the
impact of the space-time adaptation. As a result, the drag coefficient, starting at a value of 0.58 after
the first computation, takes a value of 0.52 after 10 space-time adaptation cycles.

Figure 16: 3D cylinder flow at Reynolds 1M. Computed time step as a function of the physical time for the
space-time complexity 725M. The convergence of the computed temporal discretization for the successive
iterations of the fixed point is depicted.
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Figure 17: 3D cylinder flow at Reynolds 1M. Drag coefficient evolution during the simulation time frame
for the space-time complexity 725M. The convergence of the drag coefficient for the successive iterations of
the fixed point is shown.

Figure 18: 3D cylinder flow at Reynolds 1M. Continuous spatial and temporal errors for space-time com-
plexity 725M at each fixed point iteration. The corresponding total error level at convergence is 0.012.
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Figure 19: 3D cylinder flow at Reynolds 1M. Different views of the Q-criterion isosurface colored with
the velocity magnitude for the final solution.
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8 Concluding remarks
During the computation of an unsteady RANS flow with an implicit time advancing, the choice of the
time step is delicate and much influences both efficiency and accuracy. Manual prescription of the
time-step requires expertise and may lead to inaccurate or expensive simulations when unknown con-
figurations are considered. An automatic prescription of the time steps is therefore of main interest in
an industrial context.

In this work, we have presented a Global Space-Time Transient Fixed Point (GSTTFP) method which
automatically provides the optimal space-time adapted mesh, i.e., it provides the optimal spatial adapted
mesh and the optimal time steps, to minimize the considered space-time error model. Two error models
have been considered: the feature-based error model based on a control or the space-time interpolation
error in Lp norm of a given sensor and the goal-oriented error model based on the control of the space-
time approximation error of a given scalar output functional. This work extends the previous Global
Transient Fixed Point methods (GTFP) proposed in [5] for the feature-based approach and [7] for the
goal-oriented one. It should be noted that the new GSTTFP method can be directly used in place of the
existing GTFP approach resulting in a direct CPU improvement induced by the optimal choice of time
step.

The central principle of all these methods is to take into account the different approximation compo-
nents in the combination of an unique error functional with a unique complexity constraint functional.
This determines mathematically the optimal weighting between the different errors thanks to the deriva-
tion of optimality conditions. The coupling between the solver and the adaptation is then a discretization
of the continuous optimality conditions. That discretization is in turn solved by a fixed-point iteration.

The proposed method, in the feature error model context, has been validated on 2D and 3D simula-
tions of turbulent flow past a cylinder at different regimes. First, we have pointed out the fast conver-
gence of the GSTTFP algorithm as just a few fixed point iterations are required to obtain the optimal
spatial and temporal adapted meshes. In all cases, the spatial and temporal errors have been almost
balanced by the algorithm. The gap between both error components decreases when the space-time
complexity increases. We have also observed that the temporal adapted mesh captures the dynamic of
the flow, in particular, the periodicity in time of the flow is clearly visible in the temporal adapted mesh.
As regards the accuracy of the method, a space-time convergence order of ∼ 1.8 has been observed
for the 2D simulations using nadap = 1. A higher order of convergence can be obtained by increasing
progressively nadap, see the analysis in [5].

The perspectives of this work are numerous.
First, the case where nadap higher than unity requires a detailed numerical study for other types

of applications involving, for instance, a rapid dynamics, although some results have been presented in
this paper. In that context, the variable nadap changes during the mesh convergence study (i.e., when
the space-time complexity increases) in order to optimize the space-time mesh and increase the order
of convergence according to the theoretical study described in [5, 7].

Second, the proposed error model is presented in a general formulation applying to either feature-
based criteria or goal-oriented criteria. The important goal-oriented case needs further study and devel-
opment as it requires the solution of the backward in time adjoint problem. This will be experimented
in a future work.

Lastly, the proposed approach for quasi-steady flow using only one adapted mesh for the entire
simulation time frame is very suitable for Large Eddy Simulation (LES) applications. The extension of
this work to LES criteria will be considered in the future.
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