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1 Introduction

The IEEE Standard for Floating-Point Arithmetic [2] requires correct rounding for basic arithmetic
operations (addition, subtraction, multiplication, division, and square root) on real floating-point
numbers, but there is no such requirement for the corresponding operations on complex floating-
point numbers. Furthermore, while the accuracy of mathematical functions has been studied in
various libraries for different IEEE real floating-point formats [8], we are unaware of similar studies
for complex-valued functions.

The C programming language [3] specifies that complex floating point types have the same
representation and alignment requirements as an array type containing exactly two elements cor-
responding, respectively, to the real and imaginary parts of the complex number. The C++ pro-
gramming language [1] does the same. Their use of Cartesian coordinates facilitates addition and
subtraction but does lead to some non-trivial challenges for multiplication and division. In fact,
some implementations do not attempt to avoid intermediate overflows nor NaN-values resulting
from Inf − Inf.

Complex mathematical functions may involve branch cuts [10], curves in the complex plane
along which the function is discontinuous. The best known example is probably the complex
square root, for which

csqrt(−1 + 0𝑖) = 𝑖

csqrt(−1 − 0𝑖) = −𝑖

since the sign of the IEEE floating-point zero provides the extra bit of information needed to resolve
the discontinuity along the negative real axis. Similarly, the same convention is adopted for the
complex logarithm:

clog(−1 + 0𝑖) = 𝜋𝑖

clog(−1 − 0𝑖) = −𝜋𝑖.
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Consistency among complex functions motivates the following definition of complex cube root:

ccbrt(𝑧) = cexp
(
clog(𝑧)/3

)
.

However, this choice is discordant with the real-valued cube root function for negative numbers
(i.e., on the branch cut chosen for clog). For example,

ccbrt(−8 + 0𝑖) = 1 +
√
3𝑖

whereas
cbrt(−8) = −2.

Despite the challenges, complex floating-point is widely used in high performance computing.
For example, the Fast Fourier Transform is an essential algorithm to many application areas [5],
and the accuracy both of the underlying complex arithmetic as well as of the complex exponential
function is necessary for its overall accuracy [11].

1.1 Theoretical background

In this section, let 𝑢 = 2−𝑝 for binary floating-point of precision 𝑝. For example, 𝑢 = 2−24 for
single precision binary floating-point, and 𝑢 = 2−53 for double precision binary format. Also, let
◦(·) denote rounding to nearest, and assume that overflow, underflow, and denormals do not occur.

Then, the complex sum as computed by

𝑧0 + 𝑧1 = (𝑎 + 𝑏𝑖) + (𝑐 + 𝑑𝑖)
≈ ◦(𝑎 + 𝑐) + ◦(𝑏 + 𝑑) 𝑖

is, by definition, correctly rounded in each of its components. Therefore, letting 𝑧 = 𝑧0 + 𝑧1 = 𝑥 + 𝑦𝑖

be the infinitely precise result and 𝑧′ = 𝑥′ + 𝑦′𝑖 be the rounded-to-nearest sum as computed above,

|𝑧′ − 𝑧 | =
√︃
(𝑥′ − 𝑥)2 + (𝑦′ − 𝑦)2

<

√︃
(𝑢 |𝑥 |)2 + (𝑢 |𝑦 |)2 = 𝑢

√︁
|𝑥 |2 + |𝑦 |2 = 𝑢 |𝑧 |,

so the relative normwise error, |𝑧′ − 𝑧 |/|𝑧 |, of the computed sum is less than 𝑢. Furthermore,

|𝑧′ − 𝑧 | ≤

√︄(
1

2
ulp(𝑥)

)2
+

(
1

2
ulp(𝑦)

)2
≤

√︄(
1

2
ulp( |𝑧 |)

)2
+
(
1

2
ulp( |𝑧 |)

)2
=

√
2

2
ulp( |𝑧 |).

Note that satisfying the inequalities above does not imply that 𝑧′ is correctly rounded. For example,
suppose 𝑧 = 1/8+ 𝑖 and 𝑧′ = (1/8+𝑢/2) + 𝑖. Then the real component of 𝑧′ is not correctly rounded.
Nevertheless, since |𝑧′ − 𝑧 | = 𝑢/2 and |𝑧 | > 1, we have |𝑧′ − 𝑧 | < 𝑢 |𝑧 |, and also, since ulp( |𝑧 |) ≥ 2𝑢,
we have |𝑧′ − 𝑧 | ≤

(√
2/2

)
ulp( |𝑧 |).
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Consider the standard implementation of a complex product without using a fused multiply-add
(FMA) operation:

𝑧0 · 𝑧1 = (𝑎 + 𝑏𝑖) · (𝑐 + 𝑑𝑖)
≈ ◦

(
◦(𝑎𝑐) − ◦(𝑏𝑑)

)
+ ◦

(
◦(𝑎𝑑) + ◦(𝑏𝑐)

)
𝑖.

Brent, Percival, and Zimmermann [4] showed that, for the algorithm above, the maximum relative
normwise error is

√
5𝑢.

Using an FMA, the product can better be implemented as follows:

𝑧0 · 𝑧1 = (𝑎 + 𝑏𝑖) · (𝑐 + 𝑑𝑖)
≈ ◦

(
𝑎𝑐 − ◦(𝑏𝑑)

)
+ ◦

(
𝑎𝑑 + ◦(𝑏𝑐)

)
𝑖.

Jeannerod, Kornerup, Louvet, and Muller [9] showed that the maximum relative normwise error of
this algorithm is 2𝑢.

1.2 Alternatives

Fred Tydeman proposed in 2009 another way to do complex multiply and divide in the C lan-
guage [13]. His FPCE test suite (http://www.tybor.com) has tests of accuracy of many complex
mathematical functions, as well as the elementary operations, but unfortunately, it is not free (only
a free sample is available, with no complex results). The ISO/IEC standard 10967-3 (LIA) speci-
fies complex integer and floating-point arithmetic and complex elementary numerical functions; it
introduces a very strong zero, denoted 00, which yields, for example, 00 · NaN = 00.

2 Methodology

In this research, we only consider the Cartesian representation of complex numbers (as in the C
standard); in particular, we don’t consider the polar representation. We don’t consider directed
rounding modes from IEEE 754 (only the rounding to nearest mode roundTiesToEven). We don’t
check exception flags are correctly set (underflow, overflow, invalid, division by zero, inexact).

Basic complex operations (addition, multiplication, division) might be dealt with by the C
compiler, or by a library call. It is not always possible to know which case happens, which moreover
might depend on some compiler options. We use the same compiler options for all operations, as
this would typically be the case when building an application program.

We use the algorithm described in Section 3.1 of [8] to search for large errors. One difference is
that for complex univariate functions, we have two inputs (the real and imaginary parts), and for
bivariate functions, we have four inputs. As a consequence, it is no longer possible to perform an
exhaustive search for single precision.

2.1 How to measure the error?

While for real values there is a consensus to measure the error in ulps (units-in-last-place), for
complex values there might be different ways to measure the error. Assume 𝑧 = (𝑥, 𝑦) is the result
of a computation with infinite precision, and 𝑧′ = (𝑥′, 𝑦′) is the compiler or library result.
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Component-wise error. One way to measure the error is to compute the error 𝑒𝑥 in ulps
between 𝑥 and 𝑥′ (see [8] for a precise definition), the error 𝑒𝑦 in ulps between 𝑦 and 𝑦′, and to take
the maximum of both values. However, if say 𝑦 is very small compared to 𝑥, one might wonder if
a large ulp-error on 𝑦 really makes sense. Consider for example the product in single precision of
(0x1.994c36p-125, -0x1.e588c4p-124) by (-0x1.5a43d2p+49, -0x1.9ac2c8p+50), where GCC yields
(-0x1.cabaeap-73, -0x1p-97) instead of (-0x1.cabaeap-73, -0x1.7cb4p-106).

Normwise error. Here we compute the complex difference 𝛿 = (𝑥′ − 𝑥, 𝑦′ − 𝑦), and compare 𝛿

to 𝑧. In the literature, one can find bounds of the form |𝛿 | < 𝑒 · 𝑢 · |𝑧 | for various constants 𝑒, where
𝑢 = 2−𝑝 for 𝑝 the binary precision, and | · | denotes the Euclidean norm. However, this kind of
formula does not work well when |𝑧 | is in the subnormal range. We thus prefer to bound 𝛿 in terms
of ulp( |𝑧 |):

|𝛿 | ≤ 𝑒 · ulp( |𝑧 |). (1)

This formula nicely extends the one used in the real case [8], where the absolute value is replaced
by the Euclidean norm. In this article we use normwise error 𝑒 as defined in Eq. (1). If some table
entry contains say 𝑒 = 0.708, this means the largest normwise error we found is |𝛿 | ≤ 0.708 ·ulp( |𝑧 |),
and we found an example with |𝛿 | > 0.707 · ulp( |𝑧 |). Inputs attaining the corresponding bounds
can be found in the source files complex.c (for univariate functions) and complex2.c (for bivariate
functions) in the binary64 directory of the math_accuracy git project [14] (using revision 4924948
for this document).

2.2 Additional notes

Our experiments were done on an Intel Xeon Silver 4214.

About GCC and GNU libc. We used GCC 14.2.0 and GNU libc 2.40 (which was configured
with the default settings, i.e., without -mfma). The complex multiplication is handled directly by
the compiler. We used the compiler options -mfma and -O3; without -mfma, GCC does not emit
FMA (fused multiply-add) for the complex multiplication.

About the Intel compiler. We used the Intel compiler 2023.2.1, which calls the corresponding
Intel math library. We used the following compiler options: -ffp-model=precise, -mfma, -no-ftz,
and -O3.

About clang. We use clang 16.0.6 with the GNU libc; thus results are identical to GCC/GNU libc
for mathematical functions implemented by library calls. We used the following compiler options:
-mfma, -ffp-model=precise, -O3. The compiler option -fcomplex-arithmetic=promoted, available
in clang 20.0.0git [12], is not compatible with -ffp-model=precise. It does give better results for
division; however multiplying (-0x1p+74, 0x1.5ecce4p+97) by (0x1.2ccad2p+98, 0x1.4a5346p+97)
in single precision yields NaN for the imaginary part instead of +Inf.

About NaN values. When intermediate overflows happens in a complex operation, the real or
imaginary part of the result might be NaN. An example is when multiplying (-0x1p+64, 0x1p+64)
by (0x1p+64, 0x1p+64) in single precision: the Intel compiler and clang yield (-Inf,NaN) instead of
(-Inf,0). Since this would hide more interesting results, we don’t consider library results containing
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NaN. However, we hope that the compiler or mathematical libraries will fix such issues, at least if
the user provides some compiler option.

About Inf values. Sometimes the library returns ±Inf for the real or imaginary part, whereas the
exact value is a normal number. One example is multiplying (-0x1.f9a182p+6, -0x1.fb7ea6p+5)
by (-0x1.038p+121, -0x1.01fe26p+120) in single precision, where the correctly rounded result is
(0x1.80aebap+127, Inf), but the Intel compiler and clang yield +Inf for the real part. If the Intel
compiler rounds to +Inf, it considers the real part would be rounded to 2128 or larger with an
extended exponent range; we thus consider the Intel compiler result to be (at least) 2128, which
yields a huge error. Since this would also hide more interesting results, we don’t consider library
results when one of the real or imaginary parts is ±Inf (resp. a normal value), and the corresponding
part computed by MPC is a normal value (resp. ±Inf). (When both values are ±Inf, if they are of
the same sign, we consider there is no error, otherwise we consider the error is Inf.) Like for NaN
values, we hope that the compiler or mathematical libraries will fix such issues, at least if the user
provides some compiler option.

About the power function. For the power function 𝑥𝑦, when the imaginary part of the ex-
ponent 𝑦 is large, it requires an expensive argument reduction to get an accurate result, which
does not seem to be implemented in current libraries. For example, consider in single precision
𝑥 = (0x1.6dfff4p+81, 0x1.2a01bp-90) and 𝑦 = (-0x1.704858p-66, 0x1.386c1ep+72), then the Intel
math library yields (0x1.b8d186p-1, 0x1.046dcp-1) instead of (-0x1.b8cf4ep-1, -0x1.04718p-1).
A similar issue exists for the GNU libc. As a consequence, for the power function we limit the real
and imaginary parts of the exponent to 24, for both single and double precision.

Tested mathematical functions. We test the mathematical functions from C99 against the
implementation in GNU MPC [6], which assumes there is an implementation both in the C library
and in GNU MPC. For cbrt, exp10, exp2, expm1, log1p, log2, atan2 and hypot, there is no
implementation in the latest release MPC 1.3.1. GNU libc 2.40 does not provide exp10 nor exp2.
The results with exp10, exp2, tan and tanh were obtained with the development version of MPC
(for tan and tanh, the MPC 1.3.1 implementation is too slow when the imaginary part is huge).
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3 Single Precision

The following table shows the results for the complex bivariate operations in single precision. Note
that “gcc” might mean either GCC or the GNU libc, depending on whether the operation is
computed by the compiler or the library. The same applies to clang, which might call the GNU
libc.

gcc icx clang

caddf 0.708 0.708 0.708
cmulf 1.415 1.768 1.768
cdivf 0.708 0.708 0.708
cpowf 4041.1 0.708 4041.1

The following table shows the results for the complex univariate functions in single precision:

GNU libc icx

cacosf 7.229 0.708
cacoshf 7.255 0.708
casinf 5.394 0.708
casinhf 5.405 0.708
catanf 5.658 0.708
catanhf 5.625 0.708
ccosf 2.881 0.708
ccoshf 2.859 0.708
cexpf 1.918 0.708
cexp10f n/a 4.660
cexp2f n/a 0.708
clogf 3.118 0.708
clog10f 4.370 0.708
csinf 2.760 0.708
csinhf 2.839 0.708
csqrtf 1.820 0.723
ctanf 7.062 0.708
ctanhf 7.062 0.708

We see that except for cmulf, cexp10f, and csqrtf, all entries for the Intel math library are
0.708, which is the rounding up of

√
2/2, the best possible bound for the normwise error (see §1.1).
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4 Double Precision

The following table shows the results for the complex bivariate operations in double precision:

gcc icx clang

cadd 0.708 0.708 0.708
cmul 1.415 1.768 1.768
cdiv 3.545 3.545 3.545
cpow 3.25e+4 8.681 3.25e+4

The following table shows the results for the complex univariate functions in double precision:

GNU libc icx

cacos 1.469 0.708
cacosh 1.469 0.708
casin 5.377 0.709
casinh 5.400 0.708
catan 5.680 0.724
catanh 5.679 0.724
ccos 2.822 0.721
ccosh 2.795 0.722
cexp 1.895 0.751
cexp10 n/a 4.61e+9
cexp2 n/a 0.707
clog 3.185 0.709
clog10 4.355 0.726
csin 2.834 0.722
csinh 2.819 0.721
csqrt 1.809 Infinity
ctan 6.355 0.730
ctanh 6.664 0.728

The Intel library’s “Infinity” error for csqrt is obtained for (-0x1.004p+1020, 0x1.03f8p+961)
where the Intel library yields NaN for the real part, while the large error for cexp10 is obtained for
the input point (-0x1.8dd58ed1692afp-74, 0x1.93992e5e34b55p+29).

5 Conclusion

Some libraries publish largest known errors in complex mathematical functions, for example the
GNU libc [7]. In that document we see the largest known error for casinf on x86_64 is 1+2𝑖, which
we interpret as a maximal error of 1 ulp on the real part, and 2 ulps on the imaginary part. However,
we found an error of 5.34 ulps in section 3 using normwise error Eq. (1). Investigating further, for
the input point (0x1.332904p-9, 0x1.01167ep-1) GNU libc yields (0x1.127fbp-9, 0x1.eeb51p-2),
with an error of 1.98 ulps on the real part and 5.34 ulps on the imaginary part, which clearly shows
the values from [7] are underestimated.
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