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Abstract

In this paper, we analyze a large class of general nonlinear state-space models on a state-space X, defined
by the recursion ϕk+1 = F (ϕk, α(ϕk, Uk+1)), k ∈ N, where F, α are some functions and {Uk+1}k∈N is a sequence
of i.i.d. random variables. More precisely, we extend conditions under which this class of Markov chains is
irreducible, aperiodic and satisfies important continuity properties, relaxing two key assumptions from prior
works. First, the state-space X is supposed to be a smooth manifold instead of an open subset of a Euclidean
space. Second, we only suppose that F is locally Lipschitz continuous.

We demonstrate the significance of our results through their application to Markov chains underlying opti-
mization algorithms. These schemes belong to the class of evolution strategies with covariance matrix adaptation
and step-size adaptation.

Keywords: Markov chains, irreducibility, aperiodicity, T-chain, deterministic control model, CMA-ES.

1 Introduction
Consider a nonlinear state-space model defined by the recursion:

ϕk+1 = G(ϕk, ξk+1), (1.1)

where the sequence {ξk+1}k∈N consists of independent and identically distributed (i.i.d.) random variables, G :
X×W → X is a continuous function, and X,W are two measurable spaces. Nonlinear state-space models (1.1) form
a class of Markov chains that have been first popularized in stochastic control theory [27, 23, 24, 25]. This has
spurred extensive analysis and has a well-established historical context. In particular, for nonlinear autoregressive
models, i.e., where G can be written as G(x, u) = G̃(x)+u, ergodicity has been widely investigated [8, 5, 34, 28, 13].
Moreover, connections have been established between the stability of (1.1) and the one of some Ordinary Differential
Equation (ODE) [19]. The idea of analyzing (1.1) from the perspective of control theory, where u is regarded
as a control parameter, was initially proposed in [31] within the context of diffusion processes. This approach
was subsequently employed with success in [20] and [21]. It has been then applied in [25, 26] when G is infinity
differentiable and X,W are open sets of Euclidean spaces, to establish the irreducibility, aperiodicity and topological
properties of the Markov kernel associated to (1.1).

Besides stochastic control models, (1.1) also encompasses many algorithms in optimization and Markov chain
Monte Carlo algorithms. The variable ϕk corresponds to the state of an algorithm at iteration k and Uk+1 represents
the random components used to update this state. However, for certain classes of algorithms, especially those arising
from zeroth-order optimization, the function G may not be continuous. Nevertheless, it can be written using the
Markov chain model introduced in [10] as

ϕk+1 = F (ϕk, α(ϕk, Uk+1)), (1.2)

for some continuous function F : X × W → X and a potentially discontinuous function α : X × U → W for some
measurable space U and {Uk+1}k∈N a sequence of i.i.d. random variables valued in U. Extensions of the connection
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between the φ-irreducibility and the stability of the associated deterministic control model [26, Chapter 7] to Markov
chains following (2.1) have been established in [10].

A particularly relevant algorithm of the form (1.2) in Evolution Strategies (ES) is ES with Covariance Matrix
Adaptation (CMA-ES) [18, 17] often regarded as the state-of-the-art algorithm for numerical derivative-free opti-
mization of difficult problems with tremendous applications in many domains (e.g., in biology [9, 30], medicine [29],
machine learning [1, 15])1. Yet, while we have ample empirical evidences of its linear convergence on wide classes on
functions, a convergence proof together with a convergence rate is still an open question. In order to extend linear
convergence results from step-size adaptive ES [7, 32] to CMA-ES, a first step is to show the irreducibility and
topological properties of the kernel associated to the underlying Markov chain. However, previous works [25, 10]
cannot be applied since (i) the state space X of this chain is a smooth manifold whereas previous analysis supposed
that they were open subsets of a Euclidean space (ii) the function F is supposed to be continuously differentiable
in existing results while certain step-size updates on which CMA-ES relies are only locally Lipschitz. The purpose
of the present paper is to resolve these two limitations and pave the way to a complete convergence analysis of
CMA-ES.

In this context, the objective of this paper is to extend these results [10] to the case where the sets X and W are
smooth manifolds and where F is locally Lipschitz instead of continuously differentiable.

The paper is organized as follows. In Section 2.1, we provide a precise definition of the class of nonlinear state-
space models under investigation. In Sections 2.1.1 and 2.1.2, we illustrate and motivate our analysis through two
ES algorithms–one employing covariance matrix adaptation and the other utilizing step-size adaptation. Next, in
Section 2.1.3, we outline the assumptions necessary for establishing our main results and deriving the irreducibility
and aperiodicity of our model. Our main results are presented in Section 2.2 and are subsequently applied in
Section 3 to the two algorithms introduced in Sections 2.1.1 and 2.1.2. Finally, proofs are gathered in Section 4.
Note that some of the proofs and useful definitions are given in the appendix.

2 Main results
2.1 The model and assumptions
Let X,W be two (smooth, connected) manifolds (see Definition A.1) of dimensions n and p respectively, endowed
with their Borel σ-fields denoted by B(X) and B(W) respectively. We let distX and distW be two distance functions
on X and W which induce the topology of X and W respectively. As a consequence of [22, Proposition 13.2, Theorem
13.29], such distance functions always exist.

We consider in this paper Markov chains taking values in X and associated with the general recursion

ϕk+1 = F (ϕk, α(ϕk, Uk+1)) (2.1)

where F : X×W → X and α : X× U → W are measurable functions, and {Uk+1}k∈N is a sequence of i.i.d. random
variables valued in a measurable space (U,U), chosen independently of the initial state ϕ0. Throughout the paper,
we denote by P the Markov kernel associated to (2.1). As emphasized in the introduction, this class of models is a
natural extension of nonlinear state-space models defined on manifolds. To illustrate the interest of such processes,
we provide the following examples.

2.1.1 An instructive example: CMA-ES

We introduce here a simplified version of the numerical optimization algorithm called evolution strategy with
covariance matrix adaptation (CMA-ES) [18, 17], which, for an objective function f : Rd → R, aims to solve:

find x∗ ∈ Argmin
x∈Rd

f(x) . (P)

To this end, it approximates the optimum x∗ of the objective function f by a multivariate normal distribution
N (mk, Ck) for a mean mk ∈ Rd and a covariance matrix Ck ∈ Sd

++ that are updated iteratively. More precisely,
for each k ∈ N, given mk ∈ Rd and Ck ∈ Sd

++, the algorithm can be described as follows. First, a population of
λ ⩾ 2 offspring is sampled using

U1
k+1, . . . , U

λ
k+1 ∼ N (0, Id) i.i.d. and independently of (mk, Ck), (2.2)

1As of September 2023, the two main Python implementations of the CMA-ES algorithm cma and cmaes have more than 5 millions
and 45 millions downloads respectively.
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so that, conditionally to (mk, Ck), the offspring satisfy mk +
√
CkU

i
k+1 ∼ N (mk, Ck), for i = 1, . . . , λ. Next, we

rank the offspring so that we define a permutation sk+1 ∈ Sλ of {1, . . . , λ} satisfying

f
(
mk +

√
CkU

sk+1(1)
k+1

)
⩽ · · · ⩽ f

(
mk +

√
CkU

sk+1(λ)
k+1

)
. (2.3)

Then, given the µ ∈ {1, . . . , λ} best offspring, the mean is moved towards the best solutions with the following
update

mk+1 = mk +
√
Ck

µ∑
i=1

wiU
sk+1(i)
k+1 (2.4)

and the covariance matrix update reads

Ck+1 = (1− c)Ck + c
√
Ck

(
µ∑

i=1

wi

(
U

sk+1(i)
k+1

)(
U

sk+1(i)
k+1

)⊤)√
Ck. (2.5)

It increases the likelihood to sample in the directions where good solutions were found. In the above equations,
the weights w1 ⩾ · · · ⩾ wµ > 0 satisfy

∑µ
i=1 wi = 1, and we call c ∈ (0, 1) the learning rate for the covariance

matrix. In ES, the function values are not used explicitly to update the state variables. It influences the update only
through the ranking of candidate solutions via the permutation sk+1. Consequently, the algorithms are invariant
with respect to strictly increasing transformations of the objective function (that preserve the ranking). In this
context, a natural class of functions to analyze the convergence of ES are scaling-invariant functions [7, 33]. A
function f is said to be scaling-invariant w.r.t. x∗ if, for every x, y ∈ Rd and ρ > 0, we have

f(x+ x∗) ⩽ f(y + x∗) ⇔ f(ρx+ x∗) ⩽ f(ρy + x∗). (2.6)

Convergence of step-size adaptive ES on scaling-invariant functions with smooth level sets was established –for
specific assumptions on the step-size update– in previous work [32]. Assuming that the objective function f
satisfies (2.6), we define then the following quantities

zk =
mk − x∗√
R(Ck)

; Σk =
Ck

R(Ck)
(2.7)

where R = det(·)1/d : Sd
++ → R+. We assume w.l.o.g. that x∗ = 0. Then the sequence {(zk,Σk)}k∈N defines a

time-homogeneous Markov chain which obeys to the model (2.1), see Proposition C.1, with X = Rd × R−1({1}),
U = Rd×λ, W = Rd×µ, and

F : X×W → X

((z,Σ), (v1, . . . , vµ)) 7→

(
z +

√
Σ
∑µ

i=1 wivi

R1/2 (K(Σ, v1, . . . , vµ))
,

K(Σ, v1, . . . , vµ)

R (K(Σ, v1, . . . , vµ))

)
(2.8)

where

K(Σ, v1, . . . , vµ) = (1− c)Σ+ c
√
Σ

(
µ∑

i=1

wiviv
⊤
i

)
√
Σ,

and with
α : X× U → W

((z,Σ), (u1, . . . , uλ)) 7→
(
us(1;z,Σ,u1:λ), . . . , us(µ;z,Σ,u1:λ)

) (2.9)

where given u1:λ = (u1, . . . , uλ) ∈ (Rd)λ, z ∈ Rd and Σ ∈ Sd
++, we denote by s(·; z,Σ, u1:λ) a permutation that

sorts the f(z +
√
Σui), i = 1, . . . , λ. To ensure uniqueness of this permutation, we impose a tie-break, e.g., if i < j

are such that f(z +
√
Σui) = f(z +

√
Σuj), then s(·; z,Σ, u1:λ)−1(i) < s(·; z,Σ, u1:λ)−1(j). Note that X is not an

open subset of a Euclidean space (but it is a smooth manifold by the preimage theorem, see e.g. [14, Chapter 1,
Section 4]), hence the results in [10] do not apply. We show in Section 3 that our results apply and we prove that
{(zk,Σk)}k∈N defines a φ-irreducible aperiodic T-chain and that all compact subsets of X are small.

If we establish moreover that the chain {(zk,Σk)}k∈N is positive recurrent, then we obtain that CMA-ES behaves
linearly, as stated below.
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Theorem 2.1. Consider a scaling-invariant function with respect to x∗ and the Markov chain {(zk,Σk)}k∈N defined
in (2.7) ensuing from CMA-ES minimizing f . Suppose that {(zk,Σk)}k∈N is a φ-irreducible aperiodic positive
recurrent chain with invariant probability measure π. If the function (z,Σ) 7→ log ‖z‖ is π-integrable on Rd ×Sd

++,
then almost surely we have

lim
k→∞

1

k
log

‖mk − x∗‖
‖m0 − x∗‖

= −CR ∈ R. (2.10)

When moreover CR > 0, we say that CMA-ES converges linearly to x∗.

Proof. Assume that x∗ = 0. Since CMA-ES is invariant by translation [6], (2.10) would generalize to any value of
x∗. Since {(zk,Σk)}k∈N is supposed to be φ-irreducible, aperiodic and positive recurrent, by [26, Theorem 17.0.1],
we know that for all π-integrable function g, we have that

lim
T→∞

1

T

T−1∑
k=0

g(zk,Σk) =

∫
g(z,Σ)dπ(z,Σ). (2.11)

However, we have

1

T
log

‖mT ‖
‖m0‖

=
1

T

T−1∑
k=0

(log ‖mk+1‖ − log ‖mk‖)

=
1

T

T−1∑
k=0

(log ‖zk+1‖ − log ‖zk‖)+ (2.12)

1

2dT

T−1∑
k=0

log det

(
(1− c)Σk +

√
Σk

(
µ∑

i=1

wi

(
U

sk+1(i)
k+1

)(
U

sk+1(i)
k+1

)⊤)√
Σk

)
︸ ︷︷ ︸

=:Σ̃k+1

. (2.13)

But, by assumption, (z,Σ) 7→ log ‖z‖ is π-integrable. Moreover, det(Σk) = 1, hence

det
(
Σ̃k+1

)
= det

(
(1− c)Id + c

µ∑
i=1

wi

(
U

sk+1(i)
k+1

)(
U

sk+1(i)
k+1

)⊤)
.

Moreover,

1− c ⩽ det

(
(1− c)Id + c

µ∑
i=1

wi

(
U

sk+1(i)
k+1

)(
U

sk+1(i)
k+1

)⊤)1/d

⩽ 1− c+ c max
i=1,...,µ

‖U i
k+1‖2

which defines an integrable quantity, since the vectors U i
k+1, k ∈ N, i = 1, . . . , λ, are standard Gaussian vectors of

Rd. Applying (2.11) to (2.12) and (2.13), we find the stated result with

CR = − 1

2d
E(z,Σ)∼π

[
det

(
(1− c)Id + c

µ∑
i=1

wi

(
U

s(i;z,Σ,U1:λ
1 )

1

)(
U

s(i;z,Σ,U1:λ
1 )

1

)⊤)]
. (2.14)

The previous theorem illustrates how the φ-irreducibility and aperiodicity of {(zk,Σk)}k∈N is instrumental to
obtain linear convergence of CMA-ES.2

2The variant of CMA-ES presented here differs significantly from the default CMA-ES (used in applications) where both step-size
adaptation and covariance matrix adaptation are used. In addition, the covariance matrix update presents an additional mechanism
(rank-one update). The combination of all the mechanisms is important to obtain fast convergence in many situations. This variant
with however a learning rate on the mean update has been analyzed in previous theoretical works [3], and it has been proven to be a
discretized version of a natural gradient update on the manifold of probability distributions [2].
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2.1.2 A nonsmooth example: a step-size adaptive ES

We present here an other simplification of CMA-ES where instead of adapting a full covariance matrix, a scaling
factor called step-size is adapted such that the covariance matrix reads σ2

kId. In this step-size adaptive algorithm,
the optimum x∗ ∈ Rd of the problem (P) is approximated by a multivariate normal distribution N (mk, σ

2
kId), where

the mean mk ∈ Rd and the step-size σk > 0 are updated as follows. For k ∈ N, given a mean mk ∈ Rd and a
step-size σk > 0, we sample U1

k+1, . . . , U
λ
k+1, rank them by defining the permutation sk+1 ∈ Sλ and update the

mean mk+1 according to (2.2), (2.3), (2.4), respectively, where we replace Ck by σ2
kId. The step-size update obeys

σk+1 = σk × exp

 1

dσ

√
µeff

∥∥∥∑µ
i=1 wiU

sk+1(i)
k+1

∥∥∥
E‖N (0, Id)‖

− 1

 (2.15)

where we define µeff =
∑µ

i=1 w
2
i and fix dσ > 0 (usually dσ ≈ 1). Moreover, as in Section 2.1.1, we assume f to be

scaling-invariant, see (2.6). W.l.o.g. we suppose that f is scaling-invariant w.r.t. x∗ = 0. Then, by defining

zk =
mk − x∗

σk
, (2.16)

we get that the sequence {zk}k∈N is a time-homogeneous Markov chain which obeys to the model (2.1) (see [32,
Proposition 4]) with X = Rd, U = Rd×λ, W = Rd×µ,

F : X×W → X

(z, (v1, . . . , vµ)) 7→ (z +
∑µ

i=1 wivi)× exp

(
−

1

dσ

(√
µeff‖

∑
wivi‖

E‖N (0, Id)‖
− 1

))
(2.17)

and
α : X× U → W

(z, (u1, . . . , uλ)) 7→
(
us(1;z,Id,u1:λ), . . . , us(λ;z,Id,u1:λ)

) (2.18)

where we define the permutation s(·; z, Id, u1:λ) as in Section 2.1.1. Here, F is not continuously differentiable, and
we cannot use the results of [10] to analyze this chain. However the stability of an alternative strategy where (2.15)
is replaced by a smooth update of the step-size has already been analyzed [32].

2.1.3 Assumptions

We consider the following assumptions on the functions F and α to establish ergodicity of the Markov kernel defined
via (2.1):

H 1. For any x ∈ X, the distribution µx of the random variable α(x, U1) admits a density, denoted by px, with
respect to a σ-finite measure ζW, such that:

(i) The function (x,w) 7→ px(w) is lower semicontinuous, i.e., for any (x̄, w̄) ∈ X ×W, we have lim inf px(w) ⩾
px̄(w̄) when (x,w) → (x̄, w̄).

(ii) For A ⊂ B(W), ζW(A) = 0 if and only if A is negligeable, i.e., Leb(φ(A ∩ U)) = 0 for any chart (φ,U) of W,
where Leb stands for the Lebesgue measure.

The condition H1 is a generalization of [10, A4], where W ⊂ Rp was instead an open subset of an Euclidean
space and ζW a Lebesgue measure. Besides, in that context, H 1(i) has already been considered in [10]. If W is
equipped with a smooth Riemannian metric which makes W a Riemannian manifold, a σ-finite measure satisfying
H1(ii) would be the Lebesgue-Riemann volume measure [4, Chapter XII and Proposition XII.1.6].

We assume moreover the following on the map F : X×W → X.

H2. F : X ×W → X is locally Lipschitz, see Definition B.3, on X ×W with respect to the distance distX ⊕ distW,
defined by distX ⊕ distW((x,w), (x′, w′)) = distX(x, x

′) + distW(w,w′) for every ((x,w), (x′, w′)) ∈ (X×W)2.

This assumption encompasses the continuous differentiability assumption made in [10], in the case where X and
W are open subsets of some Euclidean spaces. Indeed, any continuously differentiable function is in particular
locally Lipschitz. For example, the update (2.17), introduced in Section 2.1.2, satisfies the assumption H2.

5



Figure 1: Left: Illustration of a globally attracting state x∗, for any neighborhood U of x∗ and any starting state
ϕ0, there exists a k-steps path from ϕ0 to U .
Right: Illustration of a steadily attracting state x∗, for any neighborhood U of x∗ and any starting state ϕ0, there
exist T > 0 and k-steps paths from ϕ0 to U for every k ⩾ T .

For our last assumption regarding the functions F and α, we need to introduce further notations and notions
introduced in [26, 10]. The extended transition map Sk

x : W
k → X can be defined inductively via

Sk+1
x (w1:k+1) := F (Sk

x(w1:k), wk+1), S0
x := x, (2.19)

for k ∈ N, x ∈ X and w1:k+1 = (w1, . . . , wk+1) ∈ Wk+1. The value Sk
x(w1:k) corresponds to the kth iterate of

the chain ϕk defined via (2.1), conditionally to ϕ0 = x and α(ϕt, Ut+1) = wt for t = 0, . . . , k − 1. Remark that,
by composition, if F is continuous(ly locally Lipschitz), then so is (x,w1:k) 7→ Sk

x(w1:k). Similarly, we define the
extended probability density pkx via

pk+1
x (w1:k+1) := pkx(w1:k)pSk

x(w1:k)(wk+1), p1x(w1) := px(w1). (2.20)

The function pkx is then the density of the random variable (α(ϕ0, U1), . . . , α(ϕk−1, Uk)), with ϕ0 = x, w.r.t. the
product measure ζ⊗k

W . If (x,w) 7→ px(w) is l.s.c., then (x,w1:k) 7→ pkx(w1:k) is l.s.c. as well. In this case, the control
sets

Ok
x := {w1:k ∈ Wk | pkx(w1:k) > 0} (2.21)

are nonempty open subsets of Wk. The control set Ok
x corresponds to the set of paths w1:k starting at x which have

positive density pkx(w1:k).
Moreover, for x ∈ X, A a measurable subset of X, and k > 0, we say that w1:k ∈ Wk is a k-steps path from x

to A if w1:k ∈ Ok
x and Sk

x(w1:k) ∈ A, implying that A is then reachable by P from x. A point x∗ ∈ X is said to
be a globally attracting state if for any y ∈ X and any neighborhood U of x∗, there exist k > 0 and a k-steps path
between y and U (the original definition of a globally attracting state is actually given in (4.3) and we show in
Proposition 4.1 the equivalence with this latter statement). It is said to be steadily attracting if for any y ∈ X and
any neighborhood U of x∗, there exists T > 0 such that for every k ⩾ T , we can find a k-steps path between y and
U . Note that any steadily attracting state is in particular globally attracting. These two notions are illustrated in
Figure 1. Assuming H1 and H2, as emphasized in Theorem 4.15, we show that the kernel P defined via (2.1) is
φ-irreducible exhibiting the existence of a globally attracting state (it is in fact an equivalence). On a related note,
we deduce in Theorem 4.17 that the existence of a steadily attracting state is equivalent to the φ-irreducibility and
aperiodicity of P .
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We introduce now the notation ∂f for the Clarke’s generalized Jacobian of a locally Lipschitz function f : X →
Y between two manifolds X and Y. These Jacobians have been defined in [11], and we recall the definition in
the Euclidean case in Definition B.6. For the sake of completeness, we define here and give basic properties in
Appendix B of the Clarke’s Jacobian for functions defined on manifolds.
Proposition and Definition 2.2 (Clarke’s generalized Jacobian on manifolds). Let X and Y be two manifolds and
f : X → Y be locally Lipschitz at x0 ∈ X. Let (φ,U) be a local chart of X around x0 and (ψ, V ) be a local chart of
Y around f(x0). Define g = ψ ◦ f ◦ φ−1. Then g : φ(U) → ψ(V ) is locally Lipschitz at φ(x0), and we can define

∂f(x0) =
{
Dψ−1(g ◦ φ(x0)) ◦ h ◦ Dφ(x0) | h ∈ ∂g(φ(x0))

}
, (2.22)

where D denotes the usual differential operator, and ∂ the Clarke differential operator. This definition does not
depend on the choice of the charts (φ,U) and (ψ, V ).

Proof. See Appendix B.

In the case of a differentiable function f , the definition of Clarke’s generalized Jacobian corresponds to the
definition of the Jacobian, i.e., ∂f(x) = {Df(x)}. The notion of Clarke’s generalized Jacobian is used to formulate
the controllability condition for an element x ∈ X:

there exists w1:k ∈ Ok
x such that ∂Sk

x(w1:k) is of maximal rank. (Cx)

Note that here, ∂Sk
x(w1:k) is of maximal rank, is understood as any element of ∂Sk

x(w1:k) is of rank n, the dimension
of X. In Corollary 4.13, we show that P is a T-chain assuming that condition (Cx) holds for every state x ∈ X. In
comparison to H3 below, we do not assume that states x for which (Cx) holds are globally attracting. However, we
show that if (Cx∗) holds for x∗ a globally attracting state, then it holds for every state in X, see Proposition 4.8.

H3. The controllability condition (Cx∗) is satisfied for a globally attracting state x∗.

Alternatively, if we want to prove aperidocity on top of φ-irreducibility, we assume instead the following.

H4. The controllability condition (Cx∗) is satisfied for a steadily attracting state x∗.

Remark that H4 implies H3. Assumptions H3-H4 also appear in [10] but with the additional condition that the
functions Sk

x are continuously differentiable for x ∈ X and k > 0, condition that we relax here. Globally and steadily
attracting states are characterized by Proposition 4.1 and Proposition 4.4(ii) respectively below. In Section 3, we
give one example of a smooth model on manifolds, and one example of a nonsmooth model on a Euclidean space,
for which we show that H4 holds.

2.2 Main results
Before stating our main results, we introduce concepts that are needed for their statements. Given P a Markov
kernel on (X,B(X)), we define P 1 = P and for k ⩾ 1, x ∈ X and A ∈ B(X), P k+1(x,A) =

∫
P (y,A)P k(x, dy). We

say that P is φ-irreducible when there exists a nontrivial measure φ on B(X) such that for any A ∈ B(X) with
φ(A) > 0, we have

∑
k⩾1 P

k(x,A) > 0 for every x ∈ X. Let b be a probability distribution on N, and let Kb be the
transition kernel defined by Kb(x,A) :=

∑
k⩾0 b(k)P

k(x,A). A substochastic transition kernel T with Kb ⩾ T such
that x 7→ T (x,A) is lower semicontinuous for every A ∈ B(X) is called a continuous component of Kb. If P admits a
distribution b such that there exists a continuous component T of Kb with T (·,X) > 0, then P is called a T-chain.

A set C ∈ B(X) is called petite if there exist a probability distribution b on N and a nontrivial measure νb on
B(X) such that Kb(x,A) ⩾ νb(A) for every x ∈ X and A ∈ B(X). If moreover b = δa the Dirac distribution at some
a ∈ N, then C is called a-small.

If P is φ-irreducible, then the family (Di)i=1,...,d ∈ B(X)d is called a d-cycle when{
P (x,Di+1) = 1 for x ∈ Di and i = 0, . . . , d− 1 mod d
φ((∪1⩽i⩽dDi)

c) = 0 for any irreducibility measure φ. (2.23)

By [26, Theorem 5.4.4 and Proposition 5.2.4], if P is φ-irreducible, then there exist d ⩾ 1 and a d-cycle. The period
of P is the largest integer d for which there exists a d-cycle. If the period of P is equal to 1, then P is said to be
aperiodic.

If P is φ-irreducible, then P is said to be recurrent when for every A ∈ B(X) such that φ(A) > 0 and for every
x ∈ A, we have

∑∞
k=1 P

k(x,A) = +∞. We say that P is positive when it admits an invariant probability measure.
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In practice, in order to show that P is positive recurrent, it is sufficent to establish a Foster-Lyapunov condition,
see e.g., [26, Theorem 15.0.1], i.e., the existence of a function V : X → [1,+∞] finite at least at one point of X, of a
petite set C and of constants b <∞ and ρ ∈ (0, 1), such that, for any x ∈ X, we have∫

V (y)P (x, dy) ⩽ ρV (x) + b1{x ∈ C}. (2.24)

We have now all the tools to state our main contribution.

Theorem 2.3. Assume H1-H2 and H3. Then, the Markov kernel P defined via (2.1) is a φ-irreducible T-chain,
and any compact set is petite. If moreover H 4 holds, then, the Markov kernel P is aperiodic, and any compact
set is small. In addition, if P is positive recurrent, then {ϕk}k∈N is ergodic, i.e., P admits a unique stationary
distribution π and for π-almost every x ∈ X,

lim
k→+∞

‖δxP k − π‖TV = 0 . (2.25)

In addition to the assumptions of Theorem 2.3, if we suppose that P is Harris recurrent, then a Law of Large
Numbers holds, see [26, Theorem 17.0.1]. For any π-integrable function g, a Markov chain {ϕk}k∈N associated to
the kernel P satisifies

lim
T→∞

1

T

T−1∑
k=0

g (ϕk) =

∫
g dπ. (2.26)

In particular, a Foster-Lyapunov condition (2.24) implies Harris recurrence.
The proof of Theorem 2.3 is postponed to Section 4.2. It relies on intermediary results that to a great extent

are generalizations of results in [10]. In particular, Propositions 4.1, 4.2 and 4.4 characterize globally attracting
states, reachable states and steadily attracting states respectively. Propositions 4.7, 4.8, 4.10 and 4.11 provide
consequences of the assumption of controllability (Cx). Lemma 4.1 is a generalization of [25, Lemma 3.0], which
turns out to be useful to prove that the controllability condition (Cx) implies that the Markov kernel P is a T-chain,
as stated in Proposition 4.12 and Corollary 4.13. Proposition 4.14 characterizes the support of the irreducibility
measures of P , while Theorems 4.15 to 4.18 end the proof of Theorem 2.3.

In contrast to [10], we assume here F to be locally Lipschitz instead of continuously differentiable. This changes
the assumption of controllability (Cx), which consists here of a maximal rank condition for every element in the
Clarke’s generalized Jacobian of the extended transition map at some point, instead of a maximal rank condition
of the Jacobian. Furthermore, we assume the sets X and W to be manifolds instead of open subsets of Euclidean
spaces. Hence, while in [10] the Jacobian matrix of the extended transition map can be identified to a rectangular
matrix, here, the Clarke’s generalized Jacobian consists in a set of linear applications between tangent spaces.

3 Applications
3.1 CMA-ES
We consider in this section the process {(zk,Σk)}k∈N defined in Section 2.1.1. It defines a time-homogeneous
Markov chain when the objective function f : Rd → R is scaling-invariant, see (2.6). As observed in Section 2.1.1,
the Markov chain {(zk,Σk)}k∈N obeys (2.1), with F and α defined by (2.8) and (2.9) respectively.

Besides, we assume in this section that f has Lebesgue-negligible level sets, i.e., Leb(Lt) = 0, with

Lt := {x ∈ Rd | f(x) = t} for t ∈ R. (3.1)

Stability of Markov chains defined in the context of ES with step-size adaptation has been proven [7, 32], yielding to
linear convergence. We complement these results applying now Theorem 2.3 to show the stability of {(zk,Σk)}k∈N.
First, observe that the assumption H2 is automatically satisfied, since F is continuously differentiable. As for H1,
we use the following result.

Proposition 3.1. Suppose that f has Lebesgue-negligible level sets. Define for any θ = (z,Σ) ∈ X and v =
(v1, . . . , vµ) ∈ W,

pθ(v) =
λ!

(λ− µ)!
1

{
f
(
z +

√
Σv1

)
< · · · < f

(
z +

√
Σvµ

)}
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×
(
1−Qf

θ (vµ)
)λ−µ

γd(v1) . . . γ
d(vµ) (3.2)

with Qf
θ (u) =

∫
1{f(z +

√
Σξ) < f(z +

√
Σu)}γd(ξ)dξ and where γd is the density of the d-dimensional standard

normal distribution w.r.t. Lebesgue. Then, pθ defines a density (w.r.t. Lebesgue in Rdµ) of the random variable
α(θ, U1).

If f has Lebesgue-negligible level sets and is continuous, it follows that H1 holds.
The proof of Proposition 3.1 mimics the one of [10, Proposition 5.2], but is given for completeness in Appendix C.

Then, it remains to prove H 4 and in particular to find a steadily attracting state θ∗ = (z∗,Σ∗) for which there
exist k > 0 and v∗1:k ∈ Ok

θ∗ such that ∂Sk
θ∗(v∗1:k) is of maximal rank. This is achieved in the following proposition

proven in Section 4.3.

Proposition 3.2. Suppose that f is continuous, scaling-invariant with Lebesgue-negligible level sets. Then,

(i) the state θ∗ = (0, Id) is steadily attracting ;

(ii) there exists k > 0 and v∗1:k ∈ Ok
θ∗ such that DSk

θ∗(v∗1:k) : W
k → TSk

θ∗ (v
∗
1:k)

X is surjective, hence is full rank,
where

TSk
θ∗ (v

∗
1:k)

X = Rd × ker (D det(Id)) ,

where det is the determinant map on the set of symmetric matrices Sd, and ker denotes the kernel of a linear
application.

Then, by applying Theorem 2.3, the φ-irreducibility and aperiodicity of the chain {θk}k∈N follow.

Theorem 3.3. Suppose that f is continuous, scaling-invariant with Lebesgue-negligible level sets. Then the Markov
chain {θk}k∈N defines a time-homogeneous φ-irreducible aperiodic T-chain, for which any compact subset of X is
small.

3.2 The step-size adaptive ES with nonsmooth update
Here, we consider the process {zk}k∈N defined in Section 2.1.2. As for CMA-ES, if f is supposed to be scaling-
invariant, then this sequence defines a time-homogeneous Markov chain. In Section 2.1.2, we have established
that this chain follows the model (2.1). Like CMA-ES, the following proposition gives a sufficient condition for
assumption H1 to hold. The proof goes as for Proposition 3.1, which can be found in Appendix C.

Proposition 3.4. Suppose that f has Lebesgue-negligible level sets. Define for all z ∈ X and v = (v1, . . . , vµ) ∈ W

pz(v) =
λ!

(λ− µ)!
1 {f (z + v1) < · · · < f (z + vµ)}

(
1−Qf

z (vµ)
)λ−µ

γd(v1) . . . γ
d(vµ) (3.3)

with Qf
z (u) =

∫
1{f(z + ξ) < f(z + u)}γd(ξ)dξ and where γd is the density of the d-dimensionnal standard normal

distribution w.r.t. Lebesgue. Then, pz defines a density (w.r.t. Lebesgue in Rdµ) of the random variable α((z,K), U1).
Moreover, if f is (a monotone transformation of) a continuous function, then (z, v) 7→ pz(v) is l.s.c.

As for CMA-ES, assumption H2 holds since F , given in (2.17), is the composition of a continuously differentiable
function with the Lipschitz function x 7→ ‖x‖. Regarding H4, the next proposition states the existence of a steadily
attracting state. The proof follows the same lines as [10, Proposition 5.3], but is given for completeness.

Proposition 3.5. Suppose that f is continuous, scaling-invariant with Lebesgue-negligible level sets. Then, 0 is a
steadily attracting state.

Proof. For z0 ∈ Rd, we set v1 = −[z0, . . . , z0] ∈ Rdµ, and vk = [0, . . . , 0] ∈ Rdµ. Note that, by Proposition 3.4,
since f has Lebesgue-negligible level sets, v1:k ∈ Ok

z0 . Moreover, we have Sk
z0(v1:k) = 0 for every k ⩾ 1, where Sk

z0
is defined in (2.19). We conclude the proof by using Corollary 4.5 .

To complete the verification of H4, we show in the next proposition that there exists v1 ∈ O1
0 such that S1

0 is
differentiable in v1 and DS1

0(v1) is of maximal rank.

Proposition 3.6. Suppose that f is continuous, scaling-invariant with Lebesgue-negligible level sets. Then, S1
0 is

differentiable in v1 = (0, . . . , 0) ∈ O1
0 and DS1

0(v1) is of maximal rank.

9



Proof. Note that, by Proposition 3.4, v1 belongs to O1
0. Moreover, for h = (h1, . . . , hµ) ∈ W, we have by definition

of F and of S1
0 , see (2.17) and (2.19) respectively, that

S1
0(v1 + h) = F (0, h) = exp

(
1

dσ

(
1−

√
µeff‖

∑µ
i=1 wihi‖

E‖N (0, Id)‖

))
×

µ∑
i=1

wihi.

A simple Taylor expansion shows that

lim
h→0

∥∥∥S1
0(v1 + h)− S1

0(v1)− exp
(

1
dσ

)
×
∑µ

i=1 wihi

∥∥∥
‖h‖

= 0, (3.4)

ending the proof.

Using Theorem 2.3, we deduce the φ-irreducibility and aperiodicity of the chain {zk}k∈N.

Theorem 3.7. Suppose that f is continuous, scaling-invariant with Lebesgue-negligible level sets. Then, the Markov
chain {zk}k∈N defines a time-homogeneous φ-irreducible aperiodic T-chain, for which compact subsets of X are small.

Note that in [32], it has been proven that the chain {zk}k∈N is φ-irreducible, aperiodic and positive recurrent,
on the condition that the step-size obeys to a smooth update instead of (2.15). However, a smooth step-size update
was required only to prove the φ-irreducibility and aperiodicity of the chain, since the derivation of these two results
rely in [32] on results in [10]. Now that we have proven that the chain {zk}k∈N is φ-irreducible and aperiodic even
when the step-size update is nonsmooth, we can prove that it is positive recurrent following the proofs of [32].

4 Proofs
4.1 Preliminary results
4.1.1 Accessibility, attracting and attainable states

In this section, we generalize characterizations of globally and steadily attracting states developed in [10]. In
contrast to this reference, we relax assumptions on the sets X, U and W. Indeed, [10] supposed that these sets were
open subsets of Euclidean spaces. Here, we only suppose that they are smooth connected manifolds, as formalized
in Section 2.1. The proofs in this section are almost identical to those of [10], but are given for completeness in
Appendix C.

For the rest of the paper, let us define A0
+(x) := {x} and

Ak
+(x) := {Sk

x(w1:k) | w1:k ∈ Ok
x} for k ⩾ 1. (4.1)

The set Ak
+(x) is the set of states that can be reached by ϕk conditionally to ϕ0 = x. We also define the set of

states that can be reached by {ϕk}k∈N (in finite time) conditionally to ϕ0 = x as

A+(x) :=
⋃
k∈N

Ak
+(x). (4.2)

Then, we say that the control model associated to (2.1) is forward accessible if for every x ∈ X, A+(x) has a
nonempty interior in X. Moreover, with these notations, a point x∗ ∈ X is a globally attracting state, if for every
y ∈ X we have

x∗ ∈
⋂
T⩾1

⋃
k⩾T

Ak
+(y). (4.3)

As shown in the next proposition, this definition is equivalent to the statement we used in Section 2.1 to introduce
a globally attracting state that for any y ∈ X and any neighborhood U of x∗, there exists k > 0 and a k-steps path
between y and U .

Proposition 4.1 (Characterization of globally attracting states). Suppose H1. A point x∗ ∈ X is globally attracting
if and only if one of the following equivalent conditions holds.

(i) For any y ∈ X, x∗ ∈ A+(y).
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(ii) For any y ∈ X and any open subset U of X containing x∗, there exist k > 0 and a k-steps path from y to U .

(iii) For any y ∈ X, there exists a sequence {yk}k>0 with yk ∈ Ak
+(y), from which we can extract a subsequence

converging to x∗.

A point x ∈ X is said to be reachable by P [26, Section 6.1.2] if for any measurable neighborhood U of x in X,
we have

∀y ∈ X,
∑
k⩾1

P k(y, U) > 0. (4.4)

The equivalence between globally attracting states and reachable states relies on the following proposition.

Proposition 4.2 (Characterization of reachable states). Consider the Markov kernel P defined via Equation (2.1),
and suppose H1 and that F is continuous. Then for any open subset U of X, any x ∈ X and k > 0, the following
statements are equivalent.

(i) There exists a k-steps path from x to U .

(ii) P k(x, U) > 0.

As an immediate consequence of Propositions 4.1 and 4.2, we get the following equivalence between states that
are globally attracting by the control model associated to (2.1) and states that are reachable by P .

Corollary 4.3. Consider the Markov kernel P defined via (2.1), and suppose H1 and that F is continuous. Then
x ∈ X is globally attracting if and only if it is reachable by P .

Recall that a state x∗ ∈ X is steadily attracting [10] if for all y ∈ X and all open neighborhood U of x∗ in X,
there exists T > 0 such that for all k ⩾ T there exists a k-steps path from y to U .

We now state two technical results related to steadily attracting states, which will be instrumental in the proofs
of our main results. The first one is the equivalent of [10, Proposition 3.3].

Proposition 4.4. Suppose H1. The following statements hold.

(i) If x∗ ∈ X is steadily attracting, then it is globally attracting.

(ii) A state x∗ ∈ X is steadily attracting if and only if for every y ∈ X we can find a sequence {yk}k>0 with
yk ∈ Ak

+(y), which converges to x∗.

(iii) Assume F is continuous. If there exists a steadily attracting state, then every globally attracting state is
steadily attracting.

Note however that the statement of [10, Proposition 3.3 (ii)] is slightly different as the element yk belongs to
Ak

+(y) while in (ii) above yk belongs to Ak
+(y). It is easy to see that both statements are equivalent.

In addition, we give the following corollary of Proposition 4.4 when F is assumed continuous.

Corollary 4.5. Suppose H 1 and that F is continuous. Then, for any x ∈ X and k ∈ N we have the inclusion
{Sk

x(w1:k) | w1:k ∈ Ok
x} ⊂ Ak

+(x). Consequently the following statements are equivalent.

(i) The point x∗ is steadily attracting.

(ii) For every x ∈ X we can find a sequence {yk}k>0 satisfying yk ∈ {Sk
x(w1:k) | w1:k ∈ Ok

x} for any k ⩾ 1, and
which converges to x∗.

(iii) For every x ∈ X, for every neighborhood U of x∗, there exists T > 0 such that for any k ⩾ T we can find
w1:k ∈ Ok

x satisfying Sk
x(w1:k) ∈ U .

The next result turn out to be useful later in order to prove the aperiodicity of the Markov kernel P , given that
it is φ-irreducible. To this end, we need to introduce the notion of attainability, as considered in [26]. We say that
a state x∗ ∈ X is attainable if

∀y ∈ X, x∗ ∈ A+(y). (4.5)

Proposition 4.6. Consider the Markov kernel P defined via (2.1), and suppose H1. Let x∗ ∈ X be attainable, and
set

E := {a ∈ N∗ | ∃T ∈ N, ∀k ⩾ T, x∗ ∈ Aak
+ (x∗)}. (4.6)

Then, the following statements hold.
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(i) E is nonempty and for every a, b ∈ E, the greatest common divider of a and b satisfies gcd(a, b) ∈ E.

(ii) If gcd(E) = max{c ∈ N | c divides a, ∀a ∈ E} = 1, then x∗ is steadily attracting.

(iii) If P is φ-irreducible, then there exists a d-cycle (as defined in (2.23)) with d = gcd(E).

4.1.2 Controllability condition

In this section, we generalize results of [10], more precisely [10, Propositions 3.5, 3.6 and 3.7], on the consequences
of condition (Cx). The main challenge here is to deal with the condition that F is supposed to be locally Lipschitz
only.

First, we generalize [10, Proposition 3.5] and prove that if the controllability condition (Cx∗) is satisfied for some
x∗ a globally attracting state, then is satisfied for every y ∈ X.

Proposition 4.7. Suppose H1 and H2. Let x∗ ∈ X be a globally attracting state. If (Cx∗) holds, then for every
y ∈ X, (Cy) holds.

Proof. By (Cx∗), there exist k > 0 and w∗
1:k ∈ Ok

x∗ such that ∂Sk
x∗(w∗

1:k) is of rank n, the dimension of X. See that,
by Proposition B.10, we can assume that w∗

1:k ∈ Ok
x∗ . Moreover, the function Sk : (z, w1:k) 7→ Sk

z (w1:k) is locally
Lipschitz (since F is locally Lipschitz), hence according to Proposition B.9, limz→x∗ ∂Sk(z, w1:k) ⊂ ∂Sk(x∗, w1:k)
and since ∂Sk(z, w1:k) = ∂zS

k(z, w1:k)×∂Sk
z (w1:k), we obtain limz→x∗ ∂Sk

z (w
∗
1:k) ⊂ ∂Sk

x∗(w∗
1:k). Since rank is lower

semicontinuous, we deduce that there exists an open neighborhood U of x∗ such that for any z ∈ U , ∂Sk
z (w

∗
1:k) is of

rank n. Moreover, z 7→ pkz(w
∗
1:k) is lower semicontinuous, so, up to taking U smaller, we can suppose that for any

z ∈ U , pkz(w∗
1:k) > 0, i.e., w∗

1:k ∈ Ok
z .

Let y ∈ X. Since x∗ is a globally attracting state, then by Proposition 4.1, there exist t0 > 0 and u1:t0 a t0-steps
path from y to x ∈ U , i.e., u1:t0 ∈ Ot0

y and x = St0
y (u1:t0) ∈ U . Since Ot0

y is open and St0
y is continuously locally

Lipschitz, by Corollary B.5 we can assume w.l.o.g. that St0
y is differentiable at u1:t0 .

Since x ∈ U , then ∂Sk
x(w

∗
1:t0) is of maximal rank, using the chain rule, see Proposition B.11, we deduce that,

for T = t0 + k and ut0+1:t0+k = w∗
1:k, we have that ∂ST

y (u1:T ) is of maximal rank.

The next proposition states that if we find a point x∗, k > 0 and w∗
1:k ∈ Ok

x∗ which satisfy the forementionned
controllability condition (Cx∗), that is, ∂Sk

x∗(w∗
1:k) is of maximal rank, then, using Proposition 4.9, we can find

u∗1:k ∈ Ok
x∗ as closed as we want from w∗

1:k such that Sk
x∗ is differentiable in u∗1:k and DSk

x∗(u∗1:k) is of maximal rank.
In other words, our controllability condition (Cx∗) implies a full rank condition as used in [10].

Proposition 4.8. Suppose H1 and H2. Let x∗ ∈ X and suppose that (Cx∗) holds. Then, condition (Rx∗) stated
below holds.

Proof. By (Cx∗) and by Proposition B.10, there exist k > 0 and w∗
1:k ∈ Ok

x∗ such that ∂Sk
x∗(w∗

1:k) is of maximal
rank. By Proposition 4.9 below, for any neighborhood W ⊂ W of w∗

1:k, there exists u∗1:k ∈ W , such that Sk
x∗ is

differentiable in u∗1:k, with rankDSk
x∗(u∗1:k) = n. However Ok

x∗ is open, so we can take W = Ok
x∗ and complete the

proof.

Proposition 4.9. Suppose that f : X → Y is locally Lipschitz at x0 ∈ X, and that ∂f(x0) is of maximal rank, i.e.,
any h ∈ ∂f(x0) is of maximal rank. Then, there exists a neighborhood U of x0 such that for any y ∈ U , ∂f(y) is
of maximal rank. Moreover, for every neighborhood V ⊂ U of x0, there exists y0 ∈ V such that f is differentiable
at y0 and Df(y0) is of maximal rank.

Proof. Let A = {h ∈ L(Tx0X, Tf(x0)Y) | h is not of maximal rank}. Since the application rank is l.s.c., then A is
a closed set. By Proposition B.8, ∂f(x0) is compact, and disjoint from A since it is assumed to be of maximal
rank. Thus dist(∂f(x0), A) > 0, where dist is a metric induced by a norm on the finitely dimensioned affine space
L(Tx0

X, Tf(x0)Y). Moreover, there exists h∗ ∈ ∂f(x0) such that for every h ∈ ∂f(x0) we have

dist(h,A) ⩾ dist(h∗, A) = dist(∂f(x0), A) > 0.

By [11, Proposition 2.6.2(c)], there exists a neighborhood U of x0 such that for all y ∈ U , dist(∂f(y), A) ⩾
dist(h∗, A)/2 > 0, thus ∂f(y) is of maximal rank. The second part follows from Rademacher’s theorem, see
Corollary B.5.
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From now on, we can assume a full rank condition, i.e.,

there exists w1:k ∈ Ok
x such that DSk

x(w1:k) exists and is of maximal rank, (Rx)

instead of the controllability condition (Cx). We can then use Proposition 4.8 to extend our results. The next
proposition states that if we can find a globally attracting state x∗ satisfying the maximal rank condition (Rx∗),
then we can find an attainable state. It generalizes [10, Proposition 3.6].

Proposition 4.10. Suppose H1 and H2. Let x∗ ∈ X and suppose that there exist k > 0 and w∗
1:k ∈ Ok

x∗ such that
(Rx∗) is satisfied with w∗

1:k.

(i) There exists U a neighborhood of x∗ such that for any x ∈ U , there exists w1:k ∈ Ok
x for which Sk

x(w1:k) =
Sk
x∗(w∗

1:k).

(ii) If x∗ is globally attracting, then Sk
x∗(w∗

1:k) is attainable, see (4.5).

Proof. (i) Let (U,φ) be a local chart of X around x∗, (V, θ) a local chart of X around Sk
x∗(w∗

1:k), and (W,ψ) a local
chart of Wk around w∗

1:k, such that the following differentiable function is well-defined

S̃k :
φ(U)× ψ(W ) ⊂ Rn × Rkp → V ⊂ Rn

(x,w) = ((x1, . . . , xn), (w1, . . . , wkp)) 7→ S̃k
x(w) := θ ◦ Sk

φ−1(x) ◦ ψ
−1(w).

We recall that the positive integers n and p are the dimensions of X and W, respectively. By composition, observe
that DwS̃

k(φ(x∗), ψ(w∗
1:k)) is surjective. Hence, we can find coordinates i1, . . . , in of Rkp such that

det
[
Dwi1

S̃k | · · · | Dwin
S̃k
]
(φ(x∗), ψ(w∗

1:k)) = n.

Note that, up to a permutation of indices in the chart ψ, we can assume w.l.o.g. that i1, . . . , in equal respectively
kp−n+1, . . . , kp. To ease the presentation, we use the following abuse of notation (w∗

1 , . . . , w
∗
kp) = ψ(w∗

1:k). Then,
by the implicit function theorem, see Theorem B.13, there exist neighborhoods M of (φ(x∗), w∗

1 , . . . , w
∗
kp−n) and N

of (w∗
kp−n+1, . . . , w

∗
kp), and a C1 function g : M → N such that, for every (x1, . . . , xn, w1, . . . , wkp−n) ∈M , we have

S̃k
(x1,...,xn)

(w1, . . . , wkp−n, g(x1, . . . , xn, w1, . . . , wkp−n)) = S̃k
φ(x∗)(w

∗
1 , . . . , w

∗
kp).

This proves (i).
(ii) Suppose that x∗ is globally attracting. Let U ⊂ X be a neighborhood of x∗ satisfying (i), and let y ∈ X.

Then, by Proposition 4.1(ii), there exist k1 > 0 and w1:k1 ∈ Ok1
y such that Sk1

y (w1:k1) ∈ U . Since U satisfies (i),
there exists wk1+1:k1+k ∈ Ok

S
k1
y (w1:k1

)
with Sk1+k

y (w1:k1+k) = Sk
x∗(w∗

1:k).

We discuss in the next proposition the forward accessibility of the control model (2.1). We recall that it is said
to be forward accessible if for every x ∈ X, the subset A+(x) ⊂ X defined in (4.2) of states that can be reached in
finite time starting from x, has a nonempty interior. The next proposition generalizes [10, Proposition 3.7].

Proposition 4.11. Suppose H1 and H2. If for every x ∈ X, (Rx) holds, then the control model associated to (2.1)
is forward accessible.

Furthermore, if F is smooth (infinitely differentiable), the control model is forward accessible if and only if for
every x ∈ X, (Rx) holds.

Proof. We apply the Local Submersion Theorem [14, Chapter 1.4]. Since Sk
x is a submersion at w1:k, there exist

local charts (W,ψ) of Wk around w1:k and (V, φ) of X around Sk
x(w1:k) such that

φ ◦ Sk
x ◦ ψ(u1, . . . , ukp) = (u1, . . . , un) for all (u1, . . . , ukp) ∈ ψ(W ).

Therefore, since φ is a continuous bijection (by definition of a local chart), then there exists a neighborhood U of
Sk
x(w1:k) such that Sk

x(W ) = U . Moreover, Ok
x∗ is an open subset of Wk, so we can assume W ⊂ Ok

x. Therefore,
U ⊂ Ak

+(x), which hence has a nonempty interior.
Suppose now that F is smooth and that the control model is forward accessible. Then, for every x ∈ X,

int(A+(x)) 6= ∅. Since A+(x) = ∪k⩾0A
k
+(x), we deduce that there exists k ∈ N such that int(Ak

+(x)) 6= ∅. Since
int(A0

+(x)) = int({x}) = ∅, we find that necessarily k > 0. By Sard’s theorem [14, Appendix 1], we have that the set
N := {w ∈ Ok

x | rankDSk
x(w) < n} is of measure zero, that is, for all charts (φ,U) of X, we have Leb φ(N ∩U) = 0,

hence int(N) = ∅. We deduce that there exists w1:k ∈ Ok
x \N , i.e., such that rankDSk

x(w1:k) = n.
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4.2 Proofs of the main results: verifiable conditions for irreducibility and aperiodic-
ity

4.2.1 T-chain and irreducibility

Here, we generalize the main results of [10] on φ-irreducibility of Markov kernels P defined via (2.1), as well as the
T-chain property.

First, we slightly generalize [25, Lemma 3.0] to our context, that is, for a locally Lipschitz function between
manifolds instead of a smooth function between open subsets of Euclidean spaces.

Lemma 4.1. Let X1 be a n-dimensional manifold, W̃1 a m-dimensional manifold, Ŵ1 a n-dimensional manifold,
equipped with their respective Borelian σ-fields and with a measure ζX (resp. ζW̃, ζŴ), which satisfies that for any
A ∈ B(X1) (resp. of B(W̃1), B(Ŵ1)), ζX(A) = 0 (resp. ζW̃(A) = 0, ζŴ(A) = 0) if and only if φ(A ∩ U) is Lebesgue-
negligible for every chart (φ,U).

Let G : (x, w̃, ŵ) ∈ X1 × W̃1 × Ŵ1 7→ z ∈ X1 be a locally Lipschitz map differentiable in (x0, w̃0, ŵ0) such that
rankDŵG(x0, w̃0, ŵ0) = n. Then,

(i) There exists an open subset X× W̃× Ŵ ⊂ X1 × W̃1 × Ŵ1 containing (x0, w̃0, ŵ0) such that for any x ∈ X, the
measure defined by

ν(x, ·) : A ⊂ X1 7→
∫
W̃

∫
Ŵ

1A{G(x, w̃, ŵ)}dζW̃(w̃)dζŴ(ŵ) (4.7)

is equivalent to the measure ζX on an open subset Rx of X1.

(ii) There exist c > 0, Ux0 an open subset of X1 containing x0, V w̃0,ŵ0
x0

an open subset of W̃1 containing
G(x0, w̃0, ŵ0) such that for every x ∈ X and every measurable subset A of X1, we have ν(x,A) ⩾ c1Ux0

(x)×
ζX1

(A ∩ V w̃0,ŵ0
x0

).

Proof. First we prove the lemma when X1, W̃1, Ŵ1 are open subsets respectively of Rn, Rm, Rn, and ζX, ζW̃, ζŴ are
assumed to be the Lebesgue measures on Rn, Rm, Rn respectively.

Define the function

G⋆ : (x, w̃, ŵ) ∈ X1 × W̃1 × Ŵ1 7→ (x, w̃,G(x, w̃, ŵ)) ∈ Rn+m+n

Then, since DŵG(x0, w̃0, ŵ0) is of rank n, then DG⋆(x0, w̃0, ŵ0) exists and is a full-rank squared matrix. Therefore,
the inverse function theorem –as stated in Theorem B.12– applies and we find a neighborhood X × W̃ × Ŵ of
(x0, w̃0, ŵ0), a neighborhood R of (x0, w̃0, z0) (where z0 := G(x0, w̃0, ŵ0)), and a locally Lipschitz function H⋆ : R →
X× W̃ × Ŵ such that

H⋆(G⋆(x, w̃, ŵ)) = (x, w̃, ŵ) for every (x, w̃, ŵ) ∈ X× W̃ × Ŵ.

Thus, there exists a locally Lipschitz function H : R → Ŵ such that

H(x, w̃,G(x, w̃, ŵ)) = ŵ for every (x, w̃, ŵ) ∈ X× W̃ × Ŵ.

Then, by the chain rule, see [11, Theorem 2.6.6], for every (x, w̃, ŵ) ∈ X × W̃ × Ŵ at which G admits a partial
derivative w.r.t. ŵ, we have that

DzH(x, w̃,G(x, w̃, ŵ)) = [DŵG(x, w̃, ŵ)]
−1 (4.8)

which is thus invertible. Moreover, by [11, Proposition 2.6.2(c)], DzH is continuous at points on which it is defined
(which is dense by Rademacher’s theorem [12, Theorem 3.2]). Therefore, there exists h0 > 0 such that in each of
these points, by (4.8) we have

|detDzH| ⩾ h0. (4.9)

Then, applying [16, Theorem 3] and Fubini’s theorem, we get

ν(x,A) =

∫
A

(∫
1R(x, w̃, z) |detDzH| dw̃

)
dz, (4.10)

so that
p(x, z) :=

∫
1R(x, w̃, z) |detDzH| dw̃ (4.11)
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defines a density w.r.t. Lebesgue for ν(x, ·). The rest of proof goes as in [25, Lemma 3.0], that we recall here for
completeness.

Fix x ∈ X and let Rx be the open subset of Rn defined by

Rx =
{
z ∈ X1 | ∃w̃ ∈ W̃, (x, w̃, z) ∈ R

}
.

Then, note that p(x, z) is positive if and only if z ∈ Rx, and zero otherwise. This proves (i). For (ii), observe
that, since R is a neighborhood of (x0, w̃0, z0), then it contains a nonempty open subset X0 × W̃0 × Z0 containing
(x0, w̃0, z0). We get then that p(x, z) ⩾ h0 × Leb(W̃0) for every (x, z) ∈ X0 × Z0. Then,

ν(x,A) ⩾ h0Leb(W̃0)1{x ∈ X0} × Leb(A ∩ Z0)

which proves (ii).
Now suppose that X1, W̃1, Ŵ1 are manifolds.
Let (φ,X2) be a local chart of X1 around x0, (ψ̃, W̃2) be a local chart of W̃1 around w̃0, (ψ̂, Ŵ2) be a local chart

of Ŵ1 around ŵ0, and (η,X3) be a local chart of X1 around z0 = G(x0, w̃0, ŵ0).
Then, define the locally Lipschitz map

Gloc : (x, w̃, ŵ) ∈ φ(X2)× ψ̃(W̃2)× ψ̂(Ŵ2) 7→ z = η ◦G(φ−1(x), ψ̃−1(w̃), ψ̂(ŵ)) ∈ Rn.

Thus, (i) and (ii) hold with Gloc, and

νloc(x,A) =

∫
W̃0

∫
Ŵ0

1A(x, w̃, ŵ)η ◦G(φ−1(x), ψ̃−1(w̃), ψ̂−1(ŵ)) dw̃ dŵ

is equivalent to the Lebesgue measure, for all x ∈ X0, and X0×W̃0×Ŵ0 being a neighborhood of (φ(x0), ψ̃(w̃0), ψ̂(ŵ0)).
But, by assumption on the measures ζX, ζW̃ and ζŴ, ν(x, ·) is locally equivalent to ρ−1 ◦ νloc(φ(x), ·) for all local
chart (ρ,A) of X1, thus is locally equivalent to η−1 ◦Lebn where Lebn is the Lebesgue measure of Rn. Thus, ν(x, ·)
is equivalent to ζX. This proves (i).

Now apply (ii) to Gloc, and find c > 0, Ux0
an open of φ(X2) containing φ(x0), V w̃0,ŵ0

x0
an open of X3 containing

η(z0), such that
νloc(x,A) ⩾ c1Ux0

(x)× Lebn(A ∩ V w̃0,ŵ0
x0

) for every x ∈ φ(X), A ⊂ Rn.

But, by assumption on ζX, we find Lη
1 , L

η
2 > 0 such that

ν(x,A) ⩾ Lη
1 × νloc(φ(x), η(A ∩ X3))

⩾ Lη
1 × c1Ux0

(φ(x))× Lebn(η(A ∩ X3) ∩ V w̃0,ŵ0
x0

)

⩾ Lη
1 × c1φ−1(Ux0

)(x)× Lη
2 × ζX(A ∩ η−1(V w̃0,ŵ0

x0
))

for all x ∈ X and A ⊂ X1, which proves (ii).

We can now state the following result.

Proposition 4.12. Consider the Markov kernel P defined via (2.1), and suppose H1-H2. Let x ∈ X.

(i) If (Rx) holds for some k > 0 and w1:k ∈ Ok
x, then there exist c > 0, and open subsets Ux and V w1:k

x of X
containing x and Sk

x(w1:k) respectively, such that

P k(y,A) ⩾ cζX (A) for every y ∈ Ux and A ∈ B(X), (4.12)

for some nontrivial measure ζX on V w1:k
x . That is, Ux is a k-small set.

(ii) If furthermore F is smooth (infinitely differentiable), and if there exist k > 0, c > 0 and (φ, V ) a local chart
of X such that

P k(x,A) ⩾ cLeb ◦ φ(A ∩ V ) for every A ∈ B(X), (4.13)

then (Rx) holds.
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Proof. Condition (Rx) implies that rankDSk
x(w1:k) = n for some k > 0 and w1:k ∈ Ok

x. Since (x̄, w̄1:k) 7→ pkx̄(w̄1:k)
is l.s.c., and pkx(w1:k) > 0, then there exist p0 > 0 and a neighborhood X1 ×W1 of (x,w1:k) such that pkx̄(w̄1:k) ⩾ p0
for every x̄ ∈ X1 and every w̄1:k ∈ W1. Then, for every y ∈ X1, we have

P k(y,A) =

∫
Ok

y

1A(S
k
y (w̄1:k))p

k
y(w̄1:k)dζ

⊗k
W (w̄1:k) ⩾ p0

∫
W1

1A(S
k
y (w̄1:k))dζ

⊗k
W (w̄1:k). (4.14)

Since Sk
x is a submersion at w1:k, by the Local Submersion theorem, there exists a local chart (V, ψ) of Wk around

w1:k and a local chart (U,φ) of X around Sk
x(w1:k), such that for every (w̄1, . . . , w̄kp) ∈ ψ(V ), we have

φ ◦ Sk
x ◦ ψ−1(w̄1, . . . , w̄kp) = (w̄1, . . . , w̄n). (4.15)

Note that, up to taking V and W1 smaller, we can assume V = W1, and that ψ(W1) = Ŵ1 × W̃1 is a rectangle
of Rkp, with Ŵ1 = {(w̄1, . . . , w̄n) ∈ Rn | ∃(w̄n+1, . . . , w̄kp) ∈ Rkp−n, (w̄1, . . . , w̄kp) ∈ ψ(W1)} ⊂ Rn and likewise
W̃1 ⊂ Rkp−n. Hence, the function

G : X× Ŵ1 × W̃1 → X
(x̄, (w̄1, . . . , w̄n), (w̄n+1, . . . , w̄kp)) 7→ Sk

x̄ ◦ ψ−1(w̄1, . . . , w̄kp)
(4.16)

satisfies, by (4.15), that rankD(w1,...,wn)G(x,w1, . . . , wkp) = n. Then, by Lemma 4.1 and H1(ii), there exist c > 0,
Ux an open subset of X containing x, (φ, V w1:k

x ) a local chart of X around Sk
x(w1:k) such that, for every y ∈ X, we

have ∫
W1

1A(S
k
y (w̄1:k))dζ

k
W(w̄1:k) ⩾ c1Ux

(y)ζX(A ∩ V w1:k
x ), (4.17)

with ζX = Leb◦φ(·∩V w1:k
x ) is a measure which satisfies the assumption required in Lemma 4.1 on V w1:k

x . Combining
(4.14) and (4.17) gives P k(y,A) ⩾ cp0ζX(A ∩ V w1:k

x ) for every y ∈ Ux ∩ X1, proving (i).
Suppose now that F is smooth, then (x̄, w̄1:k) 7→ Sk

x̄(w̄1:k) is smooth for all k > 0. Take k > 0, c > 0 and (φ, V )
a local chart such that (4.13) holds. Let N = {Sk

x(w̄1:k) ∈ X | w̄1:k ∈ Ok
x, rankDSk

x(w̄1:k) < n}. By Sard’s theorem,
we know that Leb ◦ φ(N ∩ V ) = 0, implying that P k(x, V \N) ⩾ cLeb ◦ φ(V \N) = cLeb ◦ φ(V ) > 0. Hence there
exists w1:k ∈ Ok

x such that Sk
x(w1:k) ∈ V \N , i.e., rankDSk

x(w1:k) = n.

Following [10, Corollary 4.1], we now deduce sufficient conditions for the Markov kernel P to define a T-chain.

Corollary 4.13. Consider the Markov kernel P defined via (2.1), and suppose H1 and H2. Suppose that for any
x ∈ X, (Cx) holds. Then X can be written as the union of open small sets and thus P is a T-chain.

Proof. First, using Proposition 4.8, for all x ∈ X, (Rx) holds, i.e., there exist k > 0 and u1:k ∈ Ok
x such that Sk

x is
differentiable in u1:k and rankDSk

x(u1:k) = n.
Proposition 4.12 implies that for every x ∈ X, there exists an open neighborhood Ux of x in X which is a k-small

set. Denoting a the Dirac distribution in k, we find that Ux is νa-petite, hence, by [26, Proposition 6.2.3], Ka

possesses a continuous component T which is nontrivial on Ux and in particular at x. Thus, by [26, Proposition
6.2.4], P is a T-chain.

We now characterize the support of the maximal irreducibility measure of P . We recall that, by [26, Proposition
4.2.2], any φ-irreducible Markov kernel P admits a maximal irreducibility measure ψ, that is, P is ψ-irreducible
and for every irreducibility measure φ of P , we have that supp φ ⊂ supp ψ. The proof mimics the one of [10,
Proposition 4.2], and is given for completeness in Appendix C.

Proposition 4.14. Suppose that P is a ψ-irreducible Markov kernel, defined via (2.1), with ψ a maximal irre-
ducibility measure, that H1 holds and that F is continuous. Then

supp ψ = {x∗ ∈ X | x∗ is globally attracting}. (4.18)

Furthermore, if x∗ ∈ X is globally attracting, then

supp ψ = A+(x∗). (4.19)

We now state our core results, from which we deduce Theorem 2.3. Assuming the controllability condition is
satisfied at every x, there is equivalence between the irreducibility of P and the existence of a globally attracting
state.
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Theorem 4.15. Consider the Markov kernel P defined via (2.1), and suppose H 1 and H 2. Suppose (Cx) is
satisfied for every x ∈ X. Then P is φ-irreducible if and only if a globally attracting state exists.

Proof. By Proposition 4.8, we know that (Rx) holds for any x ∈ X. If P is φ-irreducible, then by Proposition 4.14,
any point of the support of the nontrivial measure φ is globally attracting, hence there exists a globally attracting
state. Conversely, if x∗ ∈ X is globally attracting, then, by Corollary 4.3, x∗ is reachable by P , and by Corollary 4.13,
P is a T-chain. As a result, by [26, Proposition 6.2.1], P is φ-irreducible.

We deduce from this theorem our first practical result in order to prove the irreducibility, the T-chain property
of a Markov kernel following the model investigated. If assumptions H 1 and H 2 are satisfied for a Markov
kernel defined via (2.1), the theorem below implies that one needs to find a globally attracting state x∗ where the
controllability condition (Cx∗) is satisfied to obtain the φ-irreducible and T-chain property of the Markov kernel.

Theorem 4.16 (Practical condition for φ-irreducibility and T-chain property). Consider the Markov kernel P
defined via (2.1), and suppose H 1-H 3. Then P is a φ-irreducible T-chain, and thus every compact set of X is
petite.

Proof. By Proposition 4.7, for any x ∈ X, (Cx) holds. Then, by Corollary 4.13, P is a T-chain and by Theorem 4.15,
P is φ-irreducible, and by [26, Theorem 6.2.5] all compact sets of X are petite.

This latter theorem constitutes the first part of our main result stated in Theorem 2.3 while the second part
relates to the aperiodicity of the kernel which is developed in the next section.

4.2.2 Aperiodicity

In this section, we provide conditions for P to be aperiodic. We start with the following characterization which is
the counterpart to Theorem 4.15 for a kernel to be φ-irreducible aperiodic.

Theorem 4.17. Consider the Markov kernel P defined via (2.1), and suppose H 1 and H 2. If for every x ∈ X,
(Cx) holds, then P is a φ-irreducible aperiodic Markov kernel if and only if there exists a steadily attracting state.

Proof. First suppose that P is φ-irreducible and aperiodic. By Theorem 4.15, there exists a globally attracting
state x∗ ∈ X. Besides, by Proposition 4.10, there exists an attainable state y∗, to which we apply Proposition 4.6
(iii), so that there exists a d-cycle. However, P is aperiodic, so d = 1. Thus, by Proposition 4.6 (ii), y∗ is steadily
attracting.

Conversely, suppose that there exists a steadily attracting state x∗. By Proposition 4.4 (i), x∗ is globally
attracting, so that by Theorem 4.15, P is φ-irreducible. It remains to prove that it is aperiodic. By Proposition 4.8,
(Rx∗) holds for some k > 0 and w∗

1:k ∈ Ok
x∗ . Therefore, we apply Proposition 4.10, hence y∗ := Sk

x∗(w∗
1:k) is

attainable. Let U be a neighborhood of x∗ which satisfies Proposition 4.10 (i). Since x∗ is steadily attracting,
there exists T > 0, such that for every t ⩾ T , there exists u1:t ∈ Ot

y∗ such that z := St
y∗(u1:t) ∈ U . As U satisfies

Proposition 4.10 (i), then there exists w1:k ∈ Ok
z such that Sk

z (w1:k) = Sk
x∗(w∗

1:k) = y∗. All in all, we have that for
every t ⩾ T , there exists w1:k+t ∈ Ok+t

y∗ such that y∗ = Sk+t
y∗ (w1:k+t), hence y∗ ∈ Ak+t

+ (y∗). By Proposition 4.6
(iii), there exists a 1-cycle, i.e., P is aperiodic.

We now state our main practical condition to ensure that P is aperiodic.

Theorem 4.18 (Practical condition for φ-irreducibility and aperiodicity). Consider the Markov kernel P defined
via (2.1), and suppose H1-H2 and H4. Then P is a φ-irreducible aperiodic T-chain, and every compact set of X
is small.

Proof. By Proposition 4.7, (Cx) holds for any x ∈ X. Thus, by Theorems 4.16 and 4.17, we have that P is a
φ-irreducible aperiodic T-chain for which compact sets of X are petite. Note that, by [26, Theorem 5.5.7], any
petite set is small.

4.3 Proofs for the application to CMA-ES
Proof of Proposition 3.2 (i). By Corollary 4.5, it is sufficient to find, for any θ0 = (z0,Σ0) ∈ X, a sequence {vk}k⩾1

such that v1:k ∈ Ok
θ0

for every k ⩾ 1, and limk→∞ Sk
θ0
(v1:k) = (0, Id). Since f has Lebesgue negligible level sets, we

have, by Proposition 3.1, that for every (z,Σ) ∈ X, and for every u ∈ Rd, the element v = (u, . . . , u) of W = Rdµ

belongs to O1
(z,Σ).
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Then, set v11 = · · · = vµ1 = −Σ
−1/2
0 z0 so that v1 = (v11 , . . . , v

µ
1 ) ∈ O1

θ0
and z1 = 0. Note that S1(v1) = θ1 :=

(0,Σ1), for some Σ1 ∈ Sd
++. Next, consider (e1, . . . , ed) an orthogonal basis of eigenvectors of the positive definite

matrix Σ1, with Σ1ei = λi(Σ1)ei, where λi(·) denotes the function that maps a symmetric matrix to its i-th largest
eigenvalue (counted with multiplicity).

Let then κ ⩾ 0 and define v12 = · · · = vµ2 = −Σ
−1/2
1 κe2 and θ2 = (z2,Σ2) = S1

θ1
(v2). Then let v13 =

· · · = vµ3 = −Σ
−1/2
2 z2 and θ3 = (z3,Σ3) = S1

θ2
(v3). Then, we have z2 = κe2 and z3 = 0. Besides, Σ2 =

r−1
2 ×

(
(1− c)Σ1 + cκ2e2e

⊤
2

)
with r2 = det((1 − c)Σ1 + cκ2e2e

⊤
2 )

1/d depends continuously on the choice of κ ⩾ 0.
Moreover, we have 1− c ⩽ r2 ⩽ 1− c+ cκ2. Then,

r3Σ3 = Σ1 + c(1− c)−2κ2 × (r2 + 1− c)e2e
⊤
2 =: K3 (4.20)

for some r3 > 0. However, the eigenvalue of the matrix K3 associated to the eigenvector e1 equals λ1(Σ1) for any
value of κ, while the eigenvalue of K3 associated to the eigenvector e2 depends continuously on κ ⩾ 0 and tends
to +∞ when κ → ∞ and to λ2(Σ1) ⩽ λ1(Σ1) when κ → 0. Hence, there exists a value of κ ⩾ 0 such that the
eigenvalues of K3 associated respectively to the eigenvectors e1 and e2 are equal. Setting κ to this value, we get
then that λ1(Σ3) = λ2(Σ3).

Repeating eventually these steps (d−1) times, we find v4, . . . , v1+2(d−1) ∈ W such that, denoting θk = (zk,Σk) =

Sk
θ0
(v1:k), z1+2(d−1) = 0, and λ1(Σ1+2(d−1)) = · · · = λd(Σ1+2(d−1)), with vk ∈ O1

θk−1
for each k > 0. However,

det(Σk) = 1 for every k ∈ N, thus Σ1+2(d−1) = Id.
For the next steps k ⩾ 2d, we choose vk = 0 ∈ O1

θk−1
, so that, by induction, we obtain θk = (0, Id). By

Corollary 4.5, we find that (0, Id) is a steadily attracting state.

Proof of Proposition 3.2 (ii). Let k > 0 and v1:k ∈ Ok
θ0

, with θ0 = (z0,Σ0) := (0, Id). We find here values for k > 0
and v1, . . . , vk ∈ W such that the map

DSk
(0,Id)

(v1:k) : T(v1:k)W
k → TSk

(0,Id)
(v1:k)

X

is full-rank, i.e., is surjective. We remind that W = (Rd)µ, hence T(v1:k)Wk = Wk = Rd×µ×k. Moreover, we have
X = Rd × det−1({1}), therefore, by [22, Proposition 5.38]

TSk
(0,Id)

(v1:k)
X = Rd × ker D det (Σk) ,

where θt = (zt,Σt) = St
θ0
(v1:t) for each t = 0, . . . , k.

We define then inductively the covariance matrix before normalization as

Kt+1 = (1− c)Kt + c
√
Kt

µ∑
i=1

wi

(
vit+1

) (
vit+1

)⊤√
Kt

with K0 = Σ0 = Id, so that, by induction, we have for every t = 0, . . . , k , Σt =
Kt

det(Kt)1/d
. Let us introduce (small)

perturbations ht = (h1t , . . . , h
µ
t ) ∈ W for t = 1, . . . , k, and let us denote the perturbed process as

θht = (zht ,Σ
h
t ) = St

θ0(v1:t + h1:t).

Define Kh
t ∈ Sd

++ similarly. Set k0 = d(d + 1)/2 the dimension of Sd, and set k = k0(k0 − 1) + 1. Then, set
v1, . . . , vk0

as follows. Define ψ1, . . . , ψk0
nonzero vectors of Rd, such that (ψ1ψ

⊤
1 , . . . , ψk0

ψ⊤
k0
) forms a basis of Sd.

For t = 1, . . . , k0, using Proposition 3.1, we set vt = (K
−1/2
t−1 ψt, . . . ,K

−1/2
t−1 ψt) ∈ O1

θt−1
, so that Kt = (1−c)Kt−1+

cψtψ
⊤
t . Fix then κ1t ∈ R, and let ε1 > 0 be an arbitrary small positive quantity. Set h1t = · · · = hµt = 1

2κ
1
t ε1K

−1/2
t−1 ψt

and then
Kh

t = (1− c)Kh
t−1 + cψtψ

⊤
t + ε1κ

1
t cψtψ

⊤
t + ε1A

1
t (ε1),

where A1
t (ε1) ∈ Sd tends to 0 when ε1 → 0. Then, we get by induction,

Kh
k0

= Kk0
+ ε1

k0∑
t=1

κ1t (1− c)k0−tcψtψ
⊤
t + ε1A

1
k0
(ε1).
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Likewise, A1
k0
(ε1) defines a symmetric matrix which then tends to 0 when ε1 tends to 0. Repeat these steps k0 − 1

times with ε2, . . . , εk0−1 > 0 instead of ε1 > 0 and κ2t , . . . , κ
k0−1
t ∈ R instead of κ1t ∈ R. All in all, we have finally,

since k = k0(k0 − 1) + 1,

Kh
k−1 = Kk−1 +

k0−1∑
s=1

[
εs

k0∑
t=1

κst (1− c)k0(k0−1)−sk0+k0−tcψtψ
⊤
t + εsA

s
k−1(εs)

]
.

Again, for each s = 1, . . . , k0 − 1, As
k−1(εs) defines a symmetric matrix which tends to 0 when εs tends to 0. Now,

consider (S1, . . . , Sk0−1) a basis of kerD det(Σk−1). For s = 1, . . . , k0−1, we set now the real values κst , t = 1, . . . , k0
such that we have

k0∑
t=1

κst (1− c)k−1−sk0+k0−tcψsψ
⊤
s = Ss.

This is possible since (ψ1ψ
⊤
1 , . . . , ψk0ψ

⊤
k0
) is a basis of Sd. Then,

Kh
k−1 = Kk−1 +

k0−1∑
t=1

εtSt + εtA
t
k−1(εt).

Yet, since St ∈ kerD det(Σk−1), we have then

Σh
k−1 =

Kh
k−1

det(Kh
k−1)

1/d
=

Kk−1 +
∑k0−1

t=1 εtSt + εtA
t
k−1(εt)

det
(
Kk−1 +

∑k0−1
t=1 εtSt + εtAt

k−1(εt)
)1/d

= Σk−1 + r

k0−1∑
t=1

εtSt + εtB
t(εt),

where we set r = det(Kk−1)
−1/d, and the symmetric matrices Bt(εt) tend to 0 when εt → 0, for t = 1, . . . , k0 − 1.

Lastly, set vk = 0 ∈ O1
θk−1

, and let h1k = · · · = hµk = Σ
−1/2
k−1 ξk0

, for some arbitrary small vector ξk0
∈ Rd. Then,

Σk = Σk−1 and

zhk = zk + (1− c)−1/2ξk0
+ l(ε1, . . . , εk0−1) + ‖(ε1, . . . , εk0−1, ξk0

)‖h(ε1, . . . , εk0−1, ξk0
),

where l : Rk0−1 → Rd is linear and h(ε1, . . . , εk0−1, ξk0
) tends to 0 when ‖(ε1, . . . , εk0−1, ξk0

)‖ → 0. Furthermore,

Σh
k = Σk + r

k0−1∑
t=1

εtSt + εtB
t(εt) + cξk0ξ

⊤
k0
.

Finally,

Sk
(0,Id)

(v1:k + h1:k)− Sk
(0,Id)

(v1:k)−
(

(1− c)−1/2ξk0
+ l(ε1, . . . , εk0−1)

r
∑k0−1

t=1 εtSt

)
‖(ε1, . . . , εk0−1, ξk0

)‖
(4.21)

tends to 0 when ‖(ε1, . . . , εk0−1, ξk0)‖ → 0. Therefore,

DSk
(0,Id)

(v1:k)h1:k =

(
(1− c)−1/2ξk0

+ l(ε1, . . . , εk0−1)

r
∑k0−1

t=1 εtSt

)
(4.22)

defines a surjective map from Wk to Rd × kerD det(Σk). Indeed, if HΣ ∈ kerD det(Σk) and hz ∈ Rd, then there
exist ε1, . . . , εk0−1 ∈ R such that r

∑k0−1
t=1 εtSt = HΣ, and then there exists ξk0

∈ Rd such that DSk
(0,Id)

(v1:k)h1:k =

(hz;HΣ).
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A Background on manifolds
We call throughout the paper a manifold a smooth manifold. We recall below the definition of a manifold, and we
refer to [4] for more details.
Definition A.1 (Manifolds). A topological space X is said to be a topological manifold of dimension n if it is a
second countable Hausdorff space that is locally Euclidean of dimension n.

Note that X is said to be a Hausdorff space if for every pair of distinct points x, y ∈ X, there exist neighborhoods
U of x and V of y that are disjoint. Moreover, X is said to be second countable if there exists a countable basis,
that is, a countable collection B of open subsets of X such that any open subset of X can be written as the union
of sets in B.

Finally, X is locally Euclidean when for every x ∈ X, there exists a neighborhood U of x, an open set V of
Rn and a homeormophism (i.e., a continuous bijection with a continuous reciprocal function) φ : U → V . We call
(φ,U) a chart around x.

Besides, a manifold X is said to be smooth if it is topological, locally Euclidean, and if every charts (φ,U) and
(ψ, V ) around any point x ∈ X are such that φ ◦ ψ−1 is continuously differentiable.
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Given X a (n-dimensional) manifold, and x ∈ X, we denote by TxX the tangent space of X in x. We refer to [4,
Chapter XI] or to [14, Chapter 1, Section 2] for a formal definition of tangent spaces.

We introduce the measurability on a smooth manifold via the following definition. We refer to [4, Chapter XII]
for further details.
Definition A.2. A subset A ⊂ X is said to be measurable if for all x ∈ X, there exists a chart around x denoted
(φ,U) such that φ(A ∩ U) is measurable (in Rn).

B Clarke’s generalized derivative of locally Lipschitz functions on man-
ifolds

Clarke’s generalized Jacobian is defined for locally Lipschitz functions g : Rn → Rm [11]. We define here the Clarke’s
derivative for locally Lipschitz functions f : X → Y where X and Y are smooth manifolds. First, let us define formally
what a locally Lipschitz function between manifolds is.
Definition B.3. Let X and Y be two manifolds, equipped with their distance functions dX and dY respectively, and
f : X → Y a function.

(i) f is said to be Lipschitz if there exists L > 0 such that for all x, y ∈ X we have dY(f(x), f(y)) ⩽ L× dX(x, y).

(ii) f is said to be locally Lipschitz at x ∈ X if there exists a neighborhood U of x in X such that the restriction
of f to U is Lipschitz.

As stated below, a function is locally Lipschitz if and only if it is locally Lipschitz in the charts.

Proposition B.4. If f : X → Y is locally Lipschitz at x ∈ X, then for all local charts (φ,U) of X around x and
(ψ, V ) of Y around f(x), the function ψ ◦ f ◦ φ−1 is locally Lipschitz at φ(x).

Proof. See that both φ−1 and ψ are C1 hence are locally Lipschitz at all points of their domains. By composition
we find that ψ ◦ f ◦ φ−1 is locally Lipschitz at φ(x).

Rademacher’s theorem [12, Theorem 3.2], states that a locally Lipschitz function is almost everywhere differen-
tiable. This is easily extended to locally Lipschitz functions on manifolds.

Corollary B.5 (Rademacher’s theorem). Let ζX be a measure on X, which is locally equivalent to the Lebesgue
measure, that is, for any measurable subset A of X, then ζX(A) = 0 if and only if for every charts (φ,U) of X,
Leb ◦ φ(A ∩ U) = 0. Then, any function f : X → Y locally Lipschitz at every x ∈ X, is differentiable ζX-almost
everywhere.

Proof. Consider local charts (φ,U) of X around x and (ψ, V ) of Y around f(x). Let us prove that for ζX-almost
every point y of U , f is differentiable at y. See that by Proposition B.4, g := ψ ◦ f ◦ φ−1 is locally Lipschitz on
φ(U). Thus, by [12, Theorem 3.2], we have that g is differentiable Leb-almost everywhere on φ(U). Thus, since φ
and ψ−1 are C1, and since the measures ζX and Leb ◦ φ are equivalent on U , then f = ψ−1 ◦ g ◦ φ is differentiable
ζX-almost everywhere.

We give now the definition of Clarke’s Jacobian for locally Lipschitz functions on Euclidean spaces.
Definition B.6 (Clarke’s generalized Jacobian). Let f : Rn → Rm be locally Lipschitizian at x0 ∈ Rn. Define

∂f(x0) = conv
{
lim
t→∞

Df(xt) | xt → x0, f is differentiable in all xt
}

(B.1)

where Df(xt) ∈ Rn×m is the Jacobian matrix of f at xt (when defined) and conv denotes the convex hull.
We generalize now this definition to locally Lipschitz functions on manifolds.

Proposition and Definition B.7 (Clarke’s generalized Jacobian on manifolds). Let X and Y be two manifolds. Let
f : X → Y be locally Lipschitzian at x0 ∈ X. Let (φ,U) be a local chart of X around x0 and (ψ, V ) be a local chart
of Y around f(x0). Define g = ψ ◦ f ◦ φ−1. Then g : φ(U) → ψ(V ) is locally Lipschitz at φ(x0), and we can define

∂f(x0) =
{
Dψ−1(g ◦ φ(x0)) ◦ h ◦ Dφ(x0) | h ∈ ∂g(φ(x0))

}
. (B.2)
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Proof. The maps ψ and φ−1 are by definition continuously differentiable, hence are locally Lipschitz. Therefore, by
composition, g is locally Lipschitz. Furthermore, note that the expression (2.22) does not depend on the choice of
the charts. Indeed, let (φ1, U) and (φ2, U) be two charts of X at x0 and (ψ1, V ) and (ψ2, V ) be two charts of Y at
f(x0), such that g1 = ψ1◦f ◦φ−1

1 and g2 = ψ2◦f ◦φ−1
2 are well defined. Then, note that g2 = ψ2◦ψ−1

1 ◦g1◦φ1◦φ−1
2 .

Apply then the chain rule [11, Corollary of Theorem 2.6.6] to g2 and get

∂g2(φ2(x0))

=
{
Dψ2(f(x0))Dψ−1

1 (g1(φ1(x0))) ◦ h ◦ Dφ1(x0)Dφ−1
2 (φ2(x0)) | h ∈ ∂g1(φ1(x0))

}
.

Therefore,{
Dψ−1

1 (g1 ◦ φ1(x0)) ◦ h ◦ Dφ1(x0) | h ∈ ∂g1(φ1(x0))
}
=
{
Dψ−1

2 (g2 ◦ φ2(x0)) ◦ h ◦ Dφ2(x0) | h ∈ ∂g2(φ2(x0))
}
.

We also state the next result, which would be useful to prove Proposition 4.9.

Proposition B.8. If f : X → Y is locally Lipschitzian at x0 ∈ X, then ∂f(x0) is nonempty, compact and convex.

Proof. This follows from [11, Proposition 2.6.2(a)] and Proposition and Definition 2.2.

We now transpose the uppercontinuity of Clarke’s Jacobians to the context of locally Lispchitz functions between
manifolds.

Proposition B.9. Let f : X → Y be locally Lipschitz at x0. Then, limx→x0
∂f(x) ⊂ ∂f(x0).

Proof. Let (φ,U) and (ψ, V ) be two local charts respectively of X and Y at x0 and f(x0), such that f̃ = ψ ◦ f ◦φ−1

is well defined. Then, by Proposition and Definition B.7, we have, for any x ∈ U

∂f(x) =
{
Dψ−1(f̃ ◦ φ(x)) ◦ h ◦ Dφ(x) | h ∈ ∂f̃(φ(x))

}
.

By applying [11, Proposition 2.6.2] to f̃ , we find that limx→x0
∂f̃(φ(x)) ⊂ ∂f̃(x0), which ends the proof.

The next proposition is actually a very important requirement for our analysis. It states that if we can find a
point for which the generalized differential of a locally Lipshcitz function in this point is of maximal rank, then we
can find a point closed to it in which the function is differentiable and the derivative is full rank.

Proposition B.10. Suppose that f : X → Y is locally Lipschitzian at x0 ∈ X, and that ∂f(x0) is of maximal rank,
i.e., all h ∈ ∂f(x0) is of maximal rank. Then, there exists a neighborhood U of x0 such that for all y ∈ U , ∂f(y)
is of maximal rank. Moreover, for all neighborhood V ⊂ U of x0, there exists y0 ∈ V such that f is differentiable
at y0 and Df(y0) is of maximal rank.

Proof. Let A = {h ∈ L(Tx0X, Tf(x0)Y) | h is not of maximal rank}. Since the application rank is l.s.c., then A is a
closed set. By Proposition B.8, ∂f(x0) is compact, and disjoint from A since it is assumed to be of maximal rank.
Thus d(∂f(x0), A) > 0, where d is a metric induced by some norm on the affine space L(Tx0

X, Tf(x0)Y) of finite
dimension. Moreover, there exits h∗ ∈ ∂f(x0) such that for all h ∈ ∂f(x0) we have

d(h,A) ⩾ d(h∗, A) = d(∂f(x0), A) > 0,

By [11, Proposition 2.6.2(c)], there exists a neighborhood U of x0 such that for all y ∈ U , d(∂f(y), A) ⩾ d(h∗, A)/2 >
0, thus ∂f(y) is of maximal rank. The second part follows from Corollary B.5.

Next, we state a chain rule for the generalized Jacobian on manifolds.

Proposition B.11 (Chain rule). Let X, Y and Z be three manifolds. If f : X → Y is locally Lipschitz at x0 ∈ X,
and if g : Y → Z is differentiable at f(x0), then we have

∂(g ◦ f)(x0) = {Dg(f(x0))h | h ∈ ∂f(x0)}.
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Proof. Let (φ,U), (ψ, V ) and (ν,W ) be local charts respectively of X, Y and Z around x0, f(x0) and g ◦ f(x0).
Define f̃ = ψ ◦f ◦φ−1 : φ(U) → ψ(v) and g̃ = ν ◦ g ◦ψ−1 : ψ(V ) → ν(W ). Then, by Proposition and Definition B.7,
we obtain

∂(g ◦ f)(x0) =
{
Dν−1(g ◦ f(x0)) ◦H ◦ Dφ(x0) | H ∈ ∂(g̃ ◦ f̃)(φ(x0))

}
.

Now we apply the chain rule from [11, Corollary of Theorem 2.6.6]. Since g̃ is differentiable at f̃(φ(x0)) and f̃ is
locally Lipschitz at φ(x0), we have then

∂(g̃ ◦ f̃)(φ(x0)) =
{
Dg̃(f̃(φ(x0))) ◦H | H ∈ ∂f̃(φ(x0))

}
.

Then,

∂(g ◦ f)(x0) =
{
Dν−1(g ◦ f(x0)) ◦ Dg̃(f̃(φ(x0))) ◦H ◦ Dφ(x0) | H ∈ ∂f̃(φ(x0))

}
=
{
Dg(f(x0)) ◦ Dψ−1(f(x0)) ◦H ◦ Dφ(x0) | H ∈ ∂f̃(φ(x0))

}
= {Dg(f(x0)) ◦H | H ∈ ∂f(x0)} ,

the last line being obtained by applying Proposition and Definition B.7 to f .

Lastly, the next two theorems are extensions of the inverse function theorem and of the implicit function theorem
to our context.

Theorem B.12 (Inverse function theorem). Let X and Y be two manifolds of dimension n. Let f : X → Y be locally
Lipschitzian at x0 ∈ X. Suppose that ∂f(x0) is of maximal rank, i.e., for all h ∈ ∂f(x0), we have rankh = n.
Then, there exist a neighborhood of x0 in X, a neighborhood V of f(x0) in Y and a Lipschitzian function g : V → U
such that

(i) g(f(u)) = u for all u ∈ U ;

(ii) f(g(v)) = v for all v ∈ V .

Proof. Let (φ,U) be a local chart of X around x0 and (ψ, V ) a local chart of Y around f(x0). Define then
f̃ = ψ ◦ f ◦ φ−1. Since ∂f(x0) is of maximal rank, by the chain rule, using Proposition and Definition 2.2, then
∂f̃(φ(x0)) is of maximal rank. Then, up to taking U and V smaller, by the Inverse function theorem applied to f̃
as stated in [11, Theorem 7.1.1], then there exists a Lipschitz function g̃ : ψ(V ) → φ(U) such that g̃(f̃(ũ)) = ũ for
ũ ∈ φ(U) and f̃(g̃(ṽ)) = ṽ for ṽ ∈ φ(V ). Define then g = φ−1 ◦ g̃ ◦ ψ : U → V to get

g(f(u)) = φ−1 ◦ g̃ ◦ ψ(f(u)) = φ−1 ◦ g(f̃(φ(u))) = φ−1 ◦ φ(u) = u

for all u ∈ U , and
f(g(v)) = f ◦ φ−1 ◦ g̃ ◦ ψ(v) = ψ−1 ◦ f̃(g̃(ψ(v))) = ψ−1 ◦ ψ(v) = v

for all v ∈ V .

Theorem B.13 (Implicit function theorem). Let X, Y and Z be manifolds of dimensions respectively m, k and
k. Let f : X × Y → Z be locally Lipschitzian at (x0, y0) ∈ X × Y. Moreover, assume that the partial generalized
differential ∂yf(x0, y0) is of maximal rank. Then there exists a neighborhood U of x0 and a Lipschitz function
g : U → Y such that g(x0) = y0, and for all x ∈ U ,

f(x, g(x)) = f(x0, y0). (B.3)

Proof. Define F (x, y) = (x, f(x, y)) a function X×Y → X×Z, which is locally Lipschitz at (x0, y0). Define n = m+k
and note that the dimesions of X×Y and X×Z both equal n. Besides, since ∂yf(x0, y0) is of maximal rank, we find
that ∂F (x0, y0) is of maximal rank. Thus we can apply the inverse function theorem to F and find neighborhoods
U , V , and W respectively of x0 in X, y0 in Y and f(x0, y0) in Z, as well as a Lipschitz function G : U ×W → U ×V
such that for all (x, z) ∈ U ×W we have

F (G(x, z)) = (x, z).

Note that then G(x, z) = (x, G̃(x, z)) for some G̃(x, z) ∈ V , so that f(x, G̃(x, z)) = z. Therefore, define g(x) =
G̃(x, f(x0, y0)) to get

f(x, g(x)) = f(x0, y0).
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C Additional proofs
Proposition C.1. Consider an objective function f : Rd → R which is scaling-invariant w.r.t. x∗ = 0. Then, the
sequence {zk,Σk}k∈N defined by (2.7) is a time-homogeneous Markov chain which follows (2.1), with functions F
and α defined by (2.8) and (2.9) respectively.

Proof. Let i = 1, . . . , λ. Then, we have

f
(
zk +

√
ΣkU

i
k+1

)
= f

(
R(Ck)

−1/2 ×
[
mk +

√
CkU

i
k+1

])
.

Since f is scaling-invariant, this implies that the permutation sk+1 satisfies almost surely that

f
(
zk +

√
ΣkU

sk+1(1)
k+1

)
⩽ · · · ⩽ f

(
zk +

√
ΣkU

sk+1(λ)
k+1

)
.

Let k ⩾ 1, and observe that

Kk+1 := Σk +
√
Σk

µ∑
i=1

wi

[
U

sk+1(i)
k+1

] [
U

sk+1(i)
k+1

]⊤√
Σk = R(Σk)

−1Σk+1 = R(Ck)
−1Ck+1.

Since R = det1/d(·) is (positively) homogeneous R(Kk+1) = R(Ck)
−1R(Ck+1). Furthermore, we have that

zk+1 =(R(Ck+1))
−1/2 ×mk+1

=R(Ck)
1/2R(Ck+1)

−1/2R(Ck)
−1/2 ×

[
mk +

√
Ck

µ∑
i=1

wiU
sk+1(i)
k+1

]

=R(Kk+1)
−1/2 ×

[
mk +

√
Σk

µ∑
i=1

wm
i U

st+1(i)
k+1

]
.

Moreover,

Σk+1 = R(Ck+1)
−1Ck+1 = R(Kk+1)

−1Kk+1

All in all, we have
(zk+1,Σk+1) = F

(
(zk,Σk) , α

(
(zk,Σk) ,

(
U1
k+1, . . . , U

λ
k+1

)))
,

ending the proof.

Proof of Proposition 3.1 and Proposition 3.4. Let θ = (z,Σ) ∈ X, and U1, . . . , Uλ ∼ N (0, Id) i.i.d., and U =
(U1, . . . , Uλ). Then W = α(θ, U) satisfies a.s.

W =
∑

σ∈Sλ

1

{
f
(
z +

√
ΣUσ(1)

)
< · · · < f

(
z +

√
ΣUσ(λ)

)}
×
(
Uσ(1), . . . , Uσ(µ)

)
where Sλ is the set of permutations of {1, . . . , λ}.

Hence, by symmetry,

W =
1

(λ− µ)!

∑
σ∈Sλ

1

{
f
(
z +

√
ΣUσ(1)

)
< · · · < f

(
z +

√
ΣUσ(µ)

)}

×
λ∏

k=µ+1

1

{
f
(
z +

√
ΣUσ(µ)

)
< f

(
z +

√
ΣUσ(k)

)}
×
(
Uσ(1), . . . , Uσ(µ)

)
.

Let η : W → R+ be a smooth map with compact support. We obtain

E [η(W )] =
1

(λ− µ)!

∑
σ∈Sλ

∫
1

{
f
(
z +

√
Σuσ(1)

)
< · · · < f

(
z +

√
Σuσ(µ)

)}

×
λ∏

k=µ+1

1

{
f
(
z +

√
Σuσ(µ)

)
< f

(
z +

√
Σuσ(k)

)}

25



× η
(
uσ(1), . . . , uσ(µ)

)
γd(u1) . . . γ

d(uλ)du1 . . . duλ.

However, observe that, for each k = µ+ 1, . . . , λ, we have∫
1

{
f
(
z +

√
Σuσ(µ)

)
< f

(
z +

√
Σuσ(k)

)}
γd(uσ(k))duσ(k) = 1−Qf

θ

(
uσ(µ)

)
.

We deduce then the desired result. Note that Proposition 3.4 is obtained by taking Σ = Id.

Proof of Proposition 4.1. First observe that (4.3) is equivalent to (iii). Indeed, if (iii) holds, then for every y ∈ X
there exists a sequence {yk}k∈N with yk ∈ Ak

+(y), and with a subsequence converging to x∗. In that case, for every
T ⩾ 1, and for every neighborhood N of x∗, there exist infinitely many indices k ⩾ T such that yk ∈ N . Thus,
every neighborhood N of x∗ intersects ∩T⩾1 ∪k⩾T A

k
+(y), which proves that (4.3) holds. Conversely, assume that

(4.3) holds. Then, for every T ⩾ 1, there exists k ⩾ T such that x∗ ∈ Ak
+(y). Then, consider yk ∈ Ak

+(y) such that
distX(x

∗, yk) ⩽ 1/k. This proves (iii).
Now, suppose (iii) and let us prove (i). Let y ∈ X. By (iii), we know that there exists a sequence {yk}k>0 such

that yk ∈ Ak
+(y) and with a subsequence which converge to x∗. However, Ak

+(y) ⊂ A+(y), therefore {yk}k>0 is a
sequence with values in A+(y) admitting x∗ as an accumulation point, which proves (i).

Next, assume that (i) holds, and let us prove that this implies (ii). Let y ∈ X. By (i), x∗ ∈ A+(y). In
other words, for any open U of X containing x∗, we have U ∩ A+(y) 6= ∅. Let U be such an open subset. Since
A+(y) = ∪k∈NA

k
+(y), then there exists k ∈ N such that Ak

+(y) intersects U . If k ⩾ 1, this proves (ii). Else, if k = 0,
we do the same reasonning with z = S1

y(w1) for some w1 ∈ O1
y, which proves (ii).

Last, let us prove that (ii) implies (iii). Suppose (ii), let y ∈ X, and let {kt}t⩾1 be an increasing sequence of
N>0 which satisfies that, for every t ⩾ 1, there exists a kt-steps path from y to B(x∗, 1/t). Hence, let {yk}k>0

be a sequence such that yk ∈ Ak
+(y) for every k > 0, and with ykt

∈ B(x∗, 1/t). Then, the subsequence {ykt
}t>0

converges to x∗, proving (iii).

Proof of Proposition 4.2. Let U be an open subset of X, x ∈ X and k > 0. First let us assume that P k(x, U) > 0.
However, note that we have

P k(x, U) =

∫
Ok

x

1{Sk
x(w1:k) ∈ U}pkx(w1:k)dζW(w1) . . . dζW(wk),

which implies that there exists w1:k ∈ Ok
x such that Sk

x(w1:k) ∈ U , hence w1:k is a k-steps path from x to U .
Conversely, assume that there exists w1:k a k-steps path from x to U , i.e., that Sk

x(w1:k) ∈ U . Since F is continuous,
then Sk

x is continuous as well. Therefore there exists an open subset V of Wk such that for all v1:k ∈ V , Sk
x(v1:k).

Then we obtain
P k(x, U) ⩾

∫
Ok

x∩V

1{Sk
x(w1:k) ∈ U}pkx(w1:k)dζW(w1) . . . dζW(wk) > 0,

since Ok
x ∩ V is open by intersection, and pkx is l.s.c.

Proof of Proposition 4.4. The statement (i) is a consequence of Proposition 4.1 (ii).
For (ii), let y ∈ X, and for every integer s ⩾ 1, consider the open subset Us = B(x∗, 1/s) of X. Then, there

exists a nondecreasing sequence {Ts}s⩾1, such that for every k ⩾ Ts, there exists a k-steps path wk
1:k ∈ Ok

y from
y to Us. For k ∈ N, define yk = Sk

y (w
k
1:k), and observe that yk ∈ Ak

+(y). Moreover, we have yk ∈ Us for
every k ∈ {Ts, . . . , Ts+1 − 1}. Then, the sequence {yk}k∈N converges to x∗. Conversely, suppose that for every
y ∈ X, there exists a sequence {yk}k∈N converging to x∗ with yk ∈ Ak

+(y). Hence, for every k > 0 there exists
zk ∈ Ak

+(y) ∩ B(yk, 1/k). By definition of Ak
+(y), there exists then wk

1:k ∈ Ok
y such that zk = Sk

y (w
k
1:k). Besides,

since yk tends to x∗, then zk tends to x∗ as well. Let U be a neighborhood of x∗, so that there exists T ∈ N with
zk ∈ U when k ⩾ T . Then, for k ⩾ T , wk

1:k is a k-steps path from y to U . Thus x∗ is steadily attracting, proving
(ii).

For (iii), suppose that there exist x∗ a steadily attracting state and y∗ a globally attracting state. Let us
prove that y∗ is steadily attracting. Let U be a neighborhood of y∗ in X, and let z ∈ X. Since y∗ is globally
attracting, there exist k > 0 and a k-steps path w1:k ∈ Ok

x∗ from x∗ to U , i.e. such that Sk
x∗(w1:k) ∈ U . Since F

is continuous, then Sk
x∗ is continuous, and thus there exists a neighborhood V of x∗ such that for every x ∈ V , we

have Sk
x(w1:k) ∈ V . Moreover, x 7→ pkx(w1:k) is lower semicontinuous, so up to taking V a smaller neighborhood of

x∗, we can assume that w1:k ∈ Ok
x. Last, x∗ is steadily attracting, so there exists T > 0 such that for every t ⩾ T ,

there exists a t-steps path v1:t from z to V , i.e., St
z(v1:t) ∈ V . All in all, for every t ⩾ T , there exists a (t+ k)-steps

path [v1:t, w1:k] from z to U , ending the proof.
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Proof of Corollary 4.5. The inclusion {Sk
x(w1:k) | w1:k ∈ Ok

x} ⊂ Ak
+(y) follows directly from the definition of Ak

+(y)
and the continuity of F . Let x∗ ∈ X and assume that (i) x∗ is steadily attracting. Then, by definition, for every
x ∈ X and every neighborhood U of x∗, there exists T > 0 such that for every k ⩾ T there is a k-steps path from x
to U , hence (iii) holds.

Next, assume that (iii) for every x ∈ X and every neighborhood U of x∗, there exists T > 0 such that for
every k ⩾ T we can find w1:k ∈ Ok

x with Sk
x(w1:k) ∈ U . Then, as in the previous proof, for every integer s ⩾ 1,

consider the open subset Us = B(x∗, 1/s) of X. Therefore there exists a nondecreasing sequence {Ts}s⩾1, such
that for every k ⩾ Ts, there exists w1:k ∈ Ok

x with Sk
x(w1:k) ∈ Us. So we find a sequence {yk}k∈N such that

yk ∈ {Sk
x(w1:k) | w1:k ∈ Ok

x} for k ∈ N, and with yk ∈ Us for k ∈ {Ts, . . . , Ts+1 − 1}, which proves (ii).
Last, observe that the implication ‘(ii) implies (i)’ follows directly from Proposition 4.4(ii) and the inclusion

{Sk
x(w1:k) | w1:k ∈ Ok

x} ⊂ Ak
+(y).

Proof of Proposition 4.6. First, we prove (i). Observe that E is nonempty. Indeed, x∗ is attainable, so there exist
a ∈ N∗ and w1:a ∈ Oa

x∗ with x∗ = Sa
x∗(w1:a), and so x∗ = Sak

x∗ (w1:a, . . . , w1:a). Consider now a and b two elements
of E and let us prove that d := gcd(a, b) ∈ E. By definition, there exist Ta, Tb > 0, such that for every k ⩾ Ta,
x∗ ∈ Aak

+ (x∗), and for every k ⩾ Tb, x∗ ∈ Abk
+ (x∗). Let T ∈ N be larger than a/d, so that for every k ⩾ 0, the

Euclidean division of (T + k)d by a provides us qa and r two integers such that (T + k)d = qaa + r. Besides, by
Bézout’s theorem, we find that r = qbb for some qb ∈ N, hence (T + k)d = qaa+ qbb. However, by definition of Ta
and Tb, we have x∗ ∈ A

(qa+Ta)a
+ (x∗) and x∗ ∈ A

(qb+Tb)b
+ (x∗). All in all, x∗ ∈ A

(T+k)d+Taa+Tbb
+ , proving (i) since d

divides a and b.
To prove (ii), observe that if gcd(E) = 1, then, by (i), we have 1 ∈ E. Then, there exists T ∈ N such that for

all k ⩾ T , x∗ ∈ Ak(x∗). Let y ∈ X. Since x∗ is attainable, there exists t ∈ N such that x∗ ∈ At(y), so that for all
k ⩾ T + t, x∗ ∈ Ak(y). Thus, x∗ is steadily attracting.

For (iii), define d = gcd(E), and let Di = ∪r⩾0A
rd+1
+ (x∗) for i ∈ {0, . . . , d − 1}. First observe that the Di are

disjoint sets. Indeed, Ai
+(x

∗) intersects Aj
+(x

∗) for some integers i, j, then there exists y in their intersection. As x∗

is attainable, there exists k > 0 such that x∗ ∈ Ak
+(y), hence x∗ ∈ A

r(k+i)
+ (x∗) and x∗ ∈ A

r(k+j)
+ (x∗) for all r ⩾ 0.

This implies that d divides both k+ i and k+ j hence d divides i− j. This shows that the sets Di, i ∈ {0, . . . , d−1},
are disjoint. Moreover, by construction, we have P (y,Di+1) = 1 for all i ∈ Z/dZ. Finally, observe that the union
of the Di, i ∈ {0, . . . , d − 1}, is equal to A+(x

∗). Since P is φ-irreducible, and P k(x∗, A+(x
∗)) = 1 for all k ∈ N,

then the support of φ is included in A+(x
∗). All in all, we have that {Di}0⩽i⩽d−1 is a d-cycle.

Proof of Proposition 4.14. First we prove (4.18). Let x∗ ∈ supp ψ, and let U be a neighborhood of x∗. Then,
ψ(U) > 0, which implies that for every y ∈ X,

∑
k⩾0 P

k(y, U) > 0. This is true for every neighborhood U of x∗,
hence, by Proposition 4.2 and Proposition 4.1, x∗ is globally attracting.

Conversely, let x∗ ∈ X be a globally attracting state. Then, by Proposition 4.2 and Proposition 4.1, for every
neighborhood U of x∗ and for every y ∈ X, there exists k > 0 such that P k(y, U) > 0, hence ψ(U) > 0. This implies
that x∗ ∈ supp ψ. All in all, we obtain (4.18).

Now, let us prove (4.19). Consider x∗ ∈ X a globally attracting state, and let y∗ ∈ supp ψ. By (4.18), y∗ is then
a globally attracting state. Therefore, by Proposition 4.1, y∗ ∈ A+(x∗).

Conversely, let y∗ ∈ A+(x∗) and let us prove that y∗ is globally attracting. Let U be a neighborhood of y∗, so
that U intersects A+(x

∗). This implies that there exist k ⩾ 1 and w1:k ∈ Ok
x∗ such that Sk

x∗(w1:k) ∈ U . Since F
is continuous, then Sk

x(w1:k) ∈ U for every x in a neighborhood V of x∗. Besides, x 7→ pkx(w1:k) is l.s.c., so, up
to taking V smaller, we can assume that w1:k ∈ Ok

x for every x ∈ V . Furthermore, x∗ is globally attracting, so,
for every z ∈ X, there exist t ∈ N and v1:t ∈ Ot

z such that St
z(v1:t) ∈ V , hence such that [v1:t, w1:k] ∈ Ot+k

z and
St+k
z (v1:t, w1:k), proving that y∗ is globally attracting. This ends the proof, using (4.18).
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